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## PREFACE

The aircraft flight control system reconfiguration problem following a damage or a generic failure on a main control surface has been considered in this study.

First, the estimated model of the damaged aircraft is obtained by using a Multiple Model Kalman Filtering approach. Then, a particular algorithm is applied to the flight control reconfiguration. The determination of the desired control law, which can adapt in a very short period of time to a major damage to a main control surface, is obtained by making use of the recent control and response time histories. In addition, a method is proposed to efficiently distribute the reconfiguration task among all the remaining healthy control surfaces. Furthermore, a particular approach is proposed in order to calculate a new set of feedback gains of the flight control system such that dynamic decoupling and desirable handling qualities are retained even after the damage.

The model estimation, the control algorithm and the feedback gains updating process have been codified in computer simulation programs for a 6 degrees of freedom aircraft model. The simulation results of the reconfiguration are presented.
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NOMENCLATURE

```
\alpha = angle of attack
\beta= sideslip angle
u = forward perturbed speed (along X)
p = roll rate
q = pitch rate
r = yaw rate
0 = pitch attitude angle
\phi = bank roll angle
W = airplane weight
\rho = air density
VEL = airplane true speed
MACH = Mach number
h = altitude
I
    X,Y,Z axes respectively
I
c = wing mean geometric aerodynamic chord
b = wing surface reference span
S = wing surface reference area
Xc.g. = distance from the leading edge of c to the
                        airplane center of gravity in tenths of c
\deltaEL = left elevator deflection angle
\delta}ER= right elevator deflection angle
\deltaAL}= left aileron deflection angl
```

(deg)
(deg)
(ft sec ${ }^{-1}$ )
(deg $\mathrm{sec}^{-1}$ ) (deg $\sec ^{-1}$ ) (deg $\sec ^{-1}$ )
(deg)
(slug $\mathrm{ft}^{-3}$ )
(ft sec ${ }^{-1}$ )
(slug $\mathrm{ft}^{2}$ )
(slug $\mathrm{ft}^{2}$ )

```
\delta}AR= right aileron deflection angle
\delta}\mp@subsup{}{SL}{}= left spoiler deflection angle
\delta}\mp@subsup{S}{R}{}= right spoiler deflection angl
\delta
\delta}CR= right canard deflection angle
\delta}R= rudder deflection angl
C
CD}=\mathrm{ drag coefficient
CL}= lift coefficien
C
C
Cm
C
C}\mp@subsup{C}{\mp@subsup{i}{1}{}}{\prime}=\mathrm{ steady state value of the coefficient of the
    with i = T,D,L,Y,1,m,n
C ij = general form of the aerodynamic stability and
    control derivatives : variation of the coefficient
    of the i-th aerodynamic force or moment with
    changes of the j-th variable
    with i = T,D,L,Y,1,m,n
        j = \alpha,\dot{\alpha,q,u, \beta,p,r, (Stability derivatives)}
        \mp@subsup{\delta}{E}{},\mp@subsup{\delta}{A}{},\mp@subsup{\delta}{S}{},\mp@subsup{\delta}{C}{},\mp@subsup{\delta}{R}{\prime}}\mathrm{ (Control derivatives)
X(k) = state vector at the time instant ' k'
U(k) = input vector at the time instant ' k'
W(k) = disturbance vector at the time instant ' k'
Z(k) = measurement vector at the time instant 'k'
V(k) = measurement error vector at the time instant ' k'
Y(k) = response vector at time instant 'k'
A = discrete-time state matrix
```

$B=$ discrete-time control matrix
$L=$ disturbance propagation matrix
C = observation matrix
Q = covariance matrix associated with the disturbance vector
$R=$ covariance matrix associated with the measurement noise vector
$x(t)=$ state vector at the time ' $t$ '
$U(t)=$ input vector at the time ' $t$ '
$A_{C}=$ continuous-time state matrix
$B_{C}=$ continuous-time control matrix
$\mathrm{n}=$ order of the state vector
$\mathrm{m}=$ order of the input vector
$1=$ order of the observation vector
$N=$ number of discretized values of the normal force coefficient of the damaged control surface

## CHAPTER I

## INTRODUCTION

## Reconfiguration Problem

For a military aircraft one of the biggest challenges is the design of a flight control system that allows the aircraft to recover from battle damages and/or generic failures.

Often the accident investigations report that there was a way in which the disaster could have been avoided if the proper actions had been taken in a timely fashion. However, the length of time when valid effective actions to save the aircraft could be taken is just a few seconds. Given the understandable panic during those moments, a pilot, even well trained, may not find the solution in time.

The integration and application of recent advances in failure detection, failure identification and control systems technologies may make it possible to detect and identify potentially catastrophic failures in the flight control system and the restructure the control system of the aircraft in real time in order, depending on the size of the problem, to continue the mission (or the flight) or to execute a safe landing.

The objective is to be able to control the aircraft immediately after battle damages and/or generic failures on a control surface. Note that this classification does not include unsolvable problems (e.g.
wings falling off) where the aircraft cannot be saved. Therefore, the flight control task is to utilize whatever control resources remain in order to regain control of the aircraft, to prevent further damage by excessive air loads, and to give the crew time to assess the options (Ref.[1]).

In the period after a damage on a control surface the following will be experienced:

1 - Altered trim conditions.
2 - Changes in the aerodynamic forces and moments.
3 - Changed control effectiveness.
4 - Altered aircraft dynamics.
5 - Changes, even losses, of control components, including sensors, communication devices, computers and actuators.

## Reconfiguration Conditions and Requirements

In order to implement a reconfiguration strategy, we may introduce a variety of control surfaces (speed brakes, wing flaps, differential (even dihedral) canards, spoilers, rudder below fuselage) and thrust control mechanisms (differential thrust, thrust vectoring, canted engines), as shown in Ref.[12]. It is clear that, as the number of control surfaces and thrust control mechanisms available on the aircraft increases, lower degrees of performance loss occur after a damage.

The selection of the control surfaces and thrust control mechanisms to be used for the reconfiguration is a function of several factors: control effectiveness, increased aircraft complexity and costs, weight penalties, increased aerodynamic drag due to the increased wetted area, applicability depending on aircraft type. Fig. 1 shows a F-16 aircraft
with 9 independent control surfaces.
The following quantities, along with a fully operational flight computer, are assumed to be available for reconfiguration purposes:

1 - Actuator position for each actuator.
2 - Aircraft body angular and linear velocities in the three body axes.

3 - Aircraft attitude and angle of attack.
Essentially we can classify the failures and or battle damages of a control surface in two categories : that is locked and missing surface. Generally we can say that a locked surface corresponds to a failure in the control surface's actuator. A battle damage, instead, mainly implies missing surface or, more realistically, both missing and locked surface. Of course, in order to describe mathematically the model of the damaged aircraft, the behaviors of the aircraft due to a locked surface or a missing surface will be different.

In terms of requirements for aircraft survival and performance after a damage and/or failure on the control surfaces, two types of requirements were imposed by the military aircraft specifications (Ref.[19]).

First was the requirement to perform the mission and return home safely after the loss of one or more flight control system elements due to ballistic weapons. For such requirement the following groundrule was stated: after a single component failure or hit by the 37 mm HEJ projectile, the aircraft should (at minimum) be able to abort the mission, return to friendly territories, and perform a landing, without a significant increase susceptibility (which means retaining Terrain Following/ Terrain Avoidance capabilities). This groundrule is
consistent with the U.S. Air Force program goal of reducing the probability of kill per hit from 37 mm projectiles by one order of magnitude and it is reasonable when considering the expected high cost and relatively low procurement of an advanced future fighter (compared to the F-4 or F-16 procurements of about 4000 and 2000 aircrafts respectively).

Second was the requirement for the equipment to be designed from a spectrum of sufficiently reliable elements so that the probability of aircraft loss per mission due to a random damage and/or generic faiture on a flight control system component is smaller than $1 * 10^{-7}$.

## Reconfiguration Tasks

There are several approaches to the reconfiguration problem which have been introduced, implemented in software and more or less successfully tested. A list can be given as:

1 - Quantitative Feedback Theory (Ref.[3]-[6]).
2 - Direct Digital Output Feedback with a Linear Quadratic design procedure (Ref.[7]-[9]).

3 - Pseudo Inverse technique with the application of a Control Mixer (Ref.[10],[11]).

According to the way that we addressed the reconfiguration problem, the task of battle damage and/or generic failure accomodation can be broken into the following main tasks:

1 - EXECUTIVE CONTROL task, which provides essentially synchronization of the remaining tasks.

2 - FAILURE DETECTION task, which controls the aircraft behavior and detects significant abnormalities.

3 - FAILURE IDENT IFICATION task, which searches the cause or a set of probable causes.

4 - FAILED MODEL ESTIMATION task, which generates a mathematical model of the aircraft dynamics considered to reflect changes due to the damage.

5 - RECONFIGURATION LAW DESIGN task, which determines what actions should be taken in order to recover the damaged aircraft.

6 - FEEDBACK GAINS UPDATING task, which calculates a new set of feedback gains, in order to retain stability, dynamic decoupling and desirable handling qualities even after the damage.

Frequently, in the literature the FAILURE DETECTION task and the FAILURE IDENTIFICATION task are found combined in a unique task. Fig. 2 shows a 'step-by-step' overview of the reconfiguration problem.

In the present work only the last three tasks of the overall reconfiguration problem are considered; therefore it is assumed that the occurrence of a damage on a control surface has been detected and that the damaged control surface has been identified.

Eventually, another task to be introduced is a PILOT ADVISORY function. While the computers of the flight control system are reconfiguring the aircraft, it would be desirable for the pilot to be able to see on a cockpit display which control surface has been damaged, what the flight control system is trying to achieve and what actions, if possible under current conditions, could eventually benefit the overall reconfiguration, for example reduction of speed or reduction of altitude.

## CHAPTER II

# AERODYNAMIC EFFECTS OF A DAMAGE AND/OR GENERIC FAILURE 

## Aerodynamic Considerations

As stated in the previous chapter, our objective is to identify and to control a system with changed dynamics. Regardless of the approach used to control such a system, a more efficient way to estimate the changed dynamics can be implemented if we have some knowledge on how the dynamics may actually change following a damage on a control surface.

The aerodynamic characteristics of a surface are expressed in terms of normal force, axial force and moment around some fixed points or axes. A damage on a control surface, which involves a missing part of it, implies changes in the aerodynamic characteristics of such surface. In order to evaluate these changes the following aerodynamic consideration can be made: the main control surfaces (typically ailerons, elevator and rudder) are not located in directly wetted area.

This implies that the aerodynamic drag exerted by the surface's deflection, which is related to the axial force, is negligible (Ref.[13]). On the other hand the aerodynamic moments of a control surface around various axes are just proportional, through the geometric parameters of the aircraft, to the normal force exerted on the
surface. Therefore, with the axial force negligible and with the aerodynamic moments a function of the normal force, we can say that the changed aircraft dynamics following a damage on a control surface is due essentially to an instantaneous change of the normal force coefficient of the damaged surface. Such coefficient is then used for the calculation of the corresponding non-dimensional stability and control derivatives.

Therefore, it would be very useful if we can implement a set of closed-form expressions of the non-dimensional aerodynamic stability and control derivatives as functions of the normal force coefficient of the control surface ( $C_{N_{\delta}}$ ) considered to be damaged; for example :

$$
\begin{align*}
& C_{m_{\alpha}}=C_{m_{\alpha}}\left(C_{N_{\delta}}\right), C_{L_{\alpha}}=C_{L_{\alpha}}\left(C_{N_{\delta}}\right), \ldots  \tag{2.1}\\
& C_{1_{\beta}}=C_{1_{\beta}}\left(C_{N_{\delta}}\right), C_{n_{\beta}}=C_{n_{\beta}}\left(C_{N_{\delta}}\right), \ldots \tag{2.2}
\end{align*}
$$

While there exist efficient analytical closed-form expressions for aerodynamic stability derivatives as functions of the normal coefficients of the control surfaces for conventional subsonic airplanes (Ref. [17]-[18]), an accurate wind-tunnel investigation and relative data correlation would be strongly needed for unconventional supersonic aircraft like the modern fighters.

This implies that, following this approach, the design of an aircraft reconfiguration system is not merely a control theory problem; it involves also a certain amount of aerodynamic investigations in order to develop these closed-loop forms to be used for the aircraft mathematical modeling.

Aircraft Model and Aerodynamic Data

In order to test the control techniques to be used for the reconfiguration in a computer simulation program, an aircraft model with relative aerodynamic characteristics, geometric and inertial data needed to be introduced.

The main candidates for the implementation of a reconfiguration system are, of course, military airplanes, especially fighters. But, since data from a military aircraft were not available to us, a civil aircraft has been considered, without any loss of generality. Such model of a business jet, shown in Fig. 3 (Ref.[13]) is assumed to have 9 independent control surfaces: left and right elevators, left and right ailerons, left and right spoilers, left and right canards and rudder. However, even if the aircraft aerodynamic, geometric and inertial data do not correspond to those of a fighter, the considered flight conditions are typical of an air combat scenario, that is high altitude and high subsonic Mach number. Also, the flight maneuvers, which will be later introduced and analyzed, are typical of a combat situation, with step inputs on elevators and ailerons.

The aerodynamic characteristics, the geometric and inertial data, and the flight conditions of the introduced aircraft model are reported in Table I.

Note that, at this point of the work, in order to introduce a reconfiguration approach, the chosen aircraft exhibits satisfactory handling qualities in terms of short period, phugoid, rolling, spiral and dutch-roll damping and natural frequencies. Therefore, there is no need for introducing a stability augmentation system (S.A.S.), whose feedback gains $K$ essentially give rise to a closed-loop expression of
the state matrix $A_{c}\left(C . L_{.}\right)=\left(A_{c}-B_{c} K\right)$. In a general case, which will be later considered, the closed loop characteristics of the aircraft with a S.A.S. will be discussed.

Also we assume that the considered aircraft model does not implement any Control Configured Vehicle (C.C.V.) function, such as gust or maneuver load alleviation systems, flight envelope limiting systems, etc.

As we have previously stated, it would be useful to have a set of closed-form expressions of the non-dimensional stability derivatives as functions of the normal force coefficient of the damaged control surface. Unfortunately, among the available data, we do not have the value of $C_{N_{\delta}}$. However, as expected, we have the value of the control derivatives for each control surface. Therefore, in order to illustrate the introduced approach, instead of using $C_{N_{\delta}}$, we are going to implement closed-form expressions of the stability derivatives as function of the control derivatives.

Since the introduced aircraft is a rather conventional subsonic airplane, Ref. [13],[17,] have provided sufficiently exact methods in order to obtain closed-form expressions for the non-dimensional stability derivatives.

Considering a damage on one of the elevator surfaces, the following stability derivatives would be affected by changes in the values of $C_{L_{\delta E}}$ and $C_{m_{\delta E}}$ (which is proportional to $C_{L_{\delta E}}$ ) due to the damage:


Furthermore there will be an induced rolling moment.

In order to introduce a relation between the stability derivative $C_{L_{\alpha}}$ and the control derivative $C_{L_{\delta E}}$, recall the following expression (Ref. [13],[17]):

$$
\begin{align*}
& c_{L_{\alpha}}=c_{L_{\alpha W B}}+c_{L_{\alpha H}} q_{H} / q S_{H} / s(1-d \varepsilon / d \alpha)  \tag{2.3}\\
& c_{L_{\delta E}}=c_{L_{\alpha H}} q_{H} / q S_{H} / s \tau_{E} \tag{2.4}
\end{align*}
$$

where $C_{L_{\alpha W B}}$ is the contribution to $C_{L_{\alpha}}$ from the (wing and body) of the aircraft. In other words it is the $C_{L_{\alpha}}$ of the aircraft if the horizontal tail is not considered; $C_{L_{\alpha H}}$ is the contribution to $C_{L_{\alpha}}$ from the horizontal tail.
$\mathrm{q}_{\mathrm{H}} / \mathrm{q}$ is the ratio between the dynamic pressure at the horizontal tail location and the nominal value of the dynamic pressure. Such ratio is less than 1 because of the loss of flow energy at the horizontal tail in the form of friction and separation drag of the wing surface; a typical value of $\mathrm{a}_{\mathrm{H}} / \mathrm{q}$ is around 0.9 .
$S_{H} / S$ is the ratio between the horizontal tail surface area and the wing surface area.
$\mathrm{d} \varepsilon / \mathrm{d} \alpha$ is the downwash effect induced on the horizontal tail by the wing-trailing-vortex system. Such effect is directly proportional to the wing sweep angle, to the wing taper ratio and inversely proportional to the wing aspect ratio.
$\tau_{E}$ is the angle of attack effectiveness of the elevator.
By solving for $C_{L_{\alpha H}}$ as function of $C_{L_{\delta E}}$ from $E q$. (2.4):

$$
\begin{equation*}
c_{L_{\alpha H}}=\frac{c_{L_{\delta E}}}{a_{H} / q S_{H} / S \tau_{E}} \tag{2.5}
\end{equation*}
$$

If we substitute Eq. (2.5) in Eq. (2.3) we have:

$$
\begin{equation*}
C_{L_{\alpha}}=C_{L_{\alpha W B}}+C_{L_{\delta E}}(1-d \varepsilon / d \alpha) / \tau_{E} \tag{2.6}
\end{equation*}
$$

From Ref. [13],[17] we have found that we can assume:

$$
\begin{equation*}
(1-\mathrm{d} \varepsilon / \mathrm{d} \alpha)=\tau_{E}=0.5 \tag{2.7}
\end{equation*}
$$

Therefore, Eq. (2.6) will become:

$$
\begin{equation*}
C_{L_{\alpha}}=C_{L_{\alpha W B}}+C_{L_{\delta E}} \tag{2.8}
\end{equation*}
$$

Hence, we have obtained a closed-form relation of the stability derivative $C_{L_{\alpha}}$ as a function of the control derivative $C_{L_{\delta E}}$.

Similarly, we may introduce a relationship between the stability derivative $C_{m_{\alpha}}$ and the control derivative $C_{m_{\delta E}}$, which is proportional to ${ }^{\mathrm{C}_{\mathrm{L}_{\delta E}}}$; in order to do so, recall the following expressions (Ref. [13],[17]:

$$
\begin{align*}
& C_{m_{\alpha}}=C_{L_{\alpha W B}}\left(X_{C G}-X_{A C_{W B}}\right) / c+ \\
& -C_{L_{\alpha H}} q_{H} / q S_{H} / S\left(X_{A C_{H}}-x_{C G}\right) / c(1-d \varepsilon / d \alpha)  \tag{2.9}\\
& C_{m_{\delta E}}=-C_{L_{\alpha H}} q_{H} / q S_{H} / S\left(X_{A C_{H}}-x_{C G}\right) / c \tau_{E} \tag{2.10}
\end{align*}
$$

where $X_{A C_{W B}}$ and $X_{A C_{H}}$ are the locations along the $X$ axis of the aerodynamic center of the (wing + body) part of the aircraft and of the horizontal tail of the aircraft respectively. Generally, the aerodynamic center of an airfoil is defined as that point about which the pitching moment coefficient remains invariant with the angle of attack.

By solving for $C_{L_{\alpha H}}$ as function of $C_{m_{\delta E}}$ from Eq. (2.10):

$$
\begin{equation*}
c_{L_{\alpha H}}=\frac{-c_{m_{\delta E}}}{a_{H} / q S_{H} / S\left(x_{A C_{H}}-x_{C G}\right) / c \tau_{E}} \tag{2.11}
\end{equation*}
$$

If we substitute Eq. (2.11) into Eq. (2.9) we have:

$$
\begin{equation*}
C_{m_{\alpha}}=C_{L_{\alpha W B}}\left(X_{C G}-X_{A C_{W B}}\right) / c+C_{m_{\delta E}}(1-d \varepsilon / d \alpha) / \tau_{E} \tag{2.12}
\end{equation*}
$$

By using the approximation introduced in Eq. (2.7) we have:

$$
\begin{equation*}
C_{m_{\alpha}}=C_{L_{\alpha W B}}\left(X_{C G}-x_{A C_{W B}}\right) / c+C_{m_{\delta E}} \tag{2.13}
\end{equation*}
$$

Hence, we have obtained a closed-form relation of the stability derivative $C_{m_{\alpha}}$ as function of the control derivative $C_{m_{\delta E}}$.

About the stability derivatives $C_{L_{\dot{\alpha}}}$ and $C_{m_{\dot{a}}}$ from the 'lag of downwash' theory (Ref. [13]) we recall that there is a fixed relation between $C_{L_{\dot{\alpha}}}, C_{m_{\dot{\alpha}}}$ and $C_{L_{\delta E}}$. This can be seen in the following expressions from Ref. [13],[17]:

$$
\begin{align*}
& C_{L_{\dot{\alpha}}}=2 C_{L_{\alpha H}} q_{H} / q S_{H} S X_{H} / c d \varepsilon / d \alpha  \tag{2.14}\\
& C_{m_{\dot{a}}}=-2 C_{L_{\alpha H}} q_{H} / q S_{H} / S X_{H}^{2} / c^{2} d \varepsilon / d \alpha \tag{2.15}
\end{align*}
$$

where $\quad X_{H}=X_{A C}-X_{C G}$
If we substitute Eq. (2.5) into Eqs. (2.14) and (2.15), using the approximation in Eq. (2.7) and the numerical values introduced in Table I for the stability and control derivatives, we have:

$$
\begin{align*}
& C_{L_{\dot{\alpha}}}=C_{1} * C_{L_{\delta E}}  \tag{2.17}\\
& C_{m_{\dot{\alpha}}}=C_{2} * C_{L_{\delta E}} \tag{2.18}
\end{align*}
$$

where $C_{1}=3.957, C_{2}=-12.051$.

Hence, we have obtained closed-form expressions of the stability derivatives $C_{L_{\dot{\alpha}}}$ and $C_{m_{\dot{\alpha}}}$ as function of the control derivative $C_{L_{\delta E}}$. Finally, we need a similar expression for $\mathrm{C}_{\mathrm{L}_{\mathrm{q}}}$ and $\mathrm{C}_{\mathrm{m}_{\mathrm{q}}}$. In order to do so, recall that for most airplanes the center of gravity is located somewhere on the wing mean aerodynamic chord. This implies that the contribution of the wing to $C_{L_{q}}$ and $C_{m_{q}}$ is small with respect to the contributions of the horizontal tail and of the canards. Therefore, from Ref. [13],[17], recall the following expressions:

$$
\begin{align*}
& C_{L_{q}}=2 C_{L_{\alpha H}} q_{H} / q S_{H} / S\left(X_{A C_{H}}-X_{C G}\right) / c+ \\
& +2 C_{L_{\alpha c}} q_{C} / q S_{C} / S\left(X_{C G}-X_{A C}\right) / c  \tag{2.19}\\
& c_{m_{q}}=-2.2 C_{L_{\alpha H}} q_{H} / q S_{H} / S\left(X_{A C_{H}}-x_{C G}\right)^{2} / c^{2}+ \\
& -2 C_{L_{\alpha C}} q_{c} / q S_{C} / s\left(x_{C G}-x_{A C}\right)^{2} / c^{2} \tag{2.20}
\end{align*}
$$

where the parameters $C_{L_{\alpha C}}, \mathrm{q}_{\mathrm{C}} / \mathrm{q}, \mathrm{S}_{\mathrm{C}} / \mathrm{S}, \mathrm{X}_{\mathrm{AC}}{ }_{C}, \tau_{C}$ are related to the canards; they have the same meanings of the corresponding parameters introduced for the horizontal tail.

By using the geometric data and the values of the control derivatives relative to the canards introduced in Table I, using Eq. (2.5) for the canards, assuming $q_{C} / q=1, \tau_{C}=0.9$ and $\left(X_{C G}-X_{A C_{C}}\right) / c=$ 2.368 we have that:

$$
\begin{align*}
& 2 C_{L_{\alpha C}} q_{C} / q S_{C} / S\left(X_{C G}-X_{A C_{C}}\right) / c=C_{4}=2.105  \tag{2.21}\\
& 2 C_{L_{\alpha C}} q_{c} / q S_{C} / S\left(X_{C G}-x_{A C_{C}}\right)^{2} / c^{2}=-C_{6}=4.984 \tag{2.22}
\end{align*}
$$

Also, by substituting Eq. (2.11) into Eqs. (2.19), (2.20), we have:

$$
\begin{align*}
& c_{L_{q}}=\left(C_{3} * c_{m_{\delta E}}\right)+c_{4}  \tag{2.23}\\
& c_{m_{q}}=\left(C_{5} * C_{m_{\delta E}}\right)+c_{6} \tag{2.24}
\end{align*}
$$

By using the numerical values of Table I for $C_{L_{q}}$ and $C_{m_{q}}$ and the previously calculated values for $C_{4}$ and $C_{6}$ we have:

$$
\begin{align*}
& C_{3}=-2.635  \tag{2.25}\\
& C_{5}=9.977 \tag{2.26}
\end{align*}
$$

Therefore, we have obtained closed-form expressions of the stability derivatives $C_{L_{q}}$ and $C_{m_{q}}$ as function of the control derivative $C_{m_{\delta E}}$.

As final result, the following expressions for the stability derivatives corresponding to a damaged aircraft condition can be obtained:

$$
\begin{align*}
& d C_{L_{\alpha}}=C_{L_{\alpha}}-\left(C_{L_{\delta E}}-d C_{L_{\delta E}}\right)  \tag{2.27}\\
& d C_{m_{\alpha}}=C_{m_{\alpha}}-\left(C_{m_{\delta E}}-d C_{m_{\delta E}}\right)  \tag{2.28}\\
& d C_{L_{\dot{\alpha}}}=C_{1} * d C_{L_{\delta E}}  \tag{2.29}\\
& d C_{m_{\dot{\alpha}}}=C_{2} * d C_{L_{\delta E}}  \tag{2.30}\\
& d C_{L_{q}}=\left(C_{3} * d C_{m_{\delta E}}\right)+C_{4}  \tag{2.31}\\
& d C_{m_{q}}=\left(C_{5} * d C_{m_{\delta E}}\right)+C_{6} \tag{2.32}
\end{align*}
$$

with $C_{1}=3.957, \quad C_{2}=-12.051, \quad C_{3}=-2.635$,

$$
C_{4}=2.105, \quad C_{5}=9.977, \quad C_{6}=-4.984 ;
$$

where the prefix 'd' indicates the value of the stability and control derivatives after the damage; as it can be seen, they are all functions of $\mathrm{dC}_{L_{\delta E}}$ and $\mathrm{dC}_{m_{\delta E}}$, which is proportional to $\mathrm{dC}_{\mathrm{L}_{\delta E}}$.

Of course, in the particular case when the damage doesn't imply a missing part of the control surface but only locked actuator's surface,
the values of the stability and control derivatives under nominal and damaged conditions will be coincident.

Such analytical closed forms of the non-dimensional aerodynamic characteristics are to be stored in the flight computer, ready to be used for on-1ine reconfiguration purposes.

## State Variable Model of the Aircraft

The non-dimensional aerodynamic stability and control derivatives previously introduced are then combined with the flight conditions data, and with the geometric and inertial data of the aircraft in order to calculate the dimensional stability and control derivatives. The details of these calculations are shown in Ref.[13]. Generally we can say that these dimensional stability and control derivatives are proportional to the wing surface, to the dynamic pressure (which is given by $1 / 2 * \rho * \mathrm{Vel}^{2}$ ), to the wing aerodynamic chord and to the wing span. They are inversely proportional to the aircraft mass, to the velocity and to the inertial moments of the aircraft around the stability axes. These are the axes with respect to which the steady state values of the forward and vertical linear velocities are different than zero while the the steady state values of the lateral velocity and of the angular velocities are zero.

Following the Newtonian equations of the motion, such dimensional parameters are then linearly combined for calculating the elements of the $A_{C}$ and $B_{C}$ matrices of the continuous-time state variable model of the aircraft. The chosen state variables are : $\{\alpha, q, u, \theta, \beta, p, r, \phi\}$. The result is a set of 8 equations describing the dynamics of the aircraft linearized with respect to some equilibrium points; such points
are known as "trim conditions", and for each particular aircraft they are functions of the flight conditions.

Table II shows the state variable model of the aircraft with the numerical values of the matrices $A_{C}$ and $B_{C}$ relative to an undamaged nominal situation at the flight conditions reported in Table I.

## CHAPTER III

DAMAGED MODEL ESTIMATION

Discrete-time State Variable Model

In this chapter a particular application of the Kalman Filter is introduced for the purpose of estimating the mathematical model of the aircraft considered to reflect the changed dynamic characteristics following the damage.

The 1 inearized aircraft dynamics can be described in the discrete form by the following equations :
$X(k+1)=A X(k)+B U(k)+L W(k)$
$Z(k)=C X(k)+V(k)$
where $X(k)$ is a $n$-th dimension state vector,
$U(k)$ is a m-th dimension control vector,
$Z(k)$ is a 1-th dimension observation vector,
$V(k)$ is a 1-th dimension measurement noise vector,
$W(k)$ is a $r$-th dimension disturbance vector,
with $n=8, m=9,1=6, r=2$;
$A$ and $B$ are the discretized versions of the $A_{C}$ and $B_{C}$ matrices introduced in the previous chapter (with $T=$ sampling period $=0.01$ sec).
$W(k)$ and $V(k)$ can be considered mutually independent white noise random vectors with zero mean and known covariance matrices, $Q$ and $R$,
respectively. While $V(k)$ describes sensors' measurement errors with the values of $R$ depending on the sensor's performance (usually given by the company producing the sensors), W(k) allows us to model atmospheric turbulence.

The matrix $L$ reflects the propagation of the turbulence on the overall aircraft dynamics. Given that the atmospheric turbulence can be modeled as additional inputs $\alpha_{g}$ and $\beta_{g}$ (where ' $g$ ' stands for 'gust'), $L$ can be considered as an ( $8 \times 2$ ) matrix with columns corresponding to the $\alpha$ and $\beta$ columns of the $A$ matrix. The numerical values of the elements of the matrices $A, B, L, C, Q, R$ are shown in Table III.

## Multiple Model Kalman Filtering

Once we have the aerodynamic characteristics of the aircraft as functions of the normal force coefficients for each control surface, provided that the Failure Detection and Identification tasks are able to indicate which control surface has been damaged, we can discretize the value of the normal force coefficient of that particular control surface in a number $N$ of values. Note that the particular case of a damage with a locked actuator but without missing part of the control surface has been considered by selecting the last of the $N$ models as the normal undamaged aircraft model, with the nominal value of the normal force coefficient.

Therefore Eq. (3.1) and (3.2) will become:

$$
\begin{align*}
& x_{i}(k+1)=A_{i} x_{i}(k)+B_{i} U(k)+L_{i} W(k)  \tag{3.3}\\
& Z_{i}(k)=C x_{i}(k)+V(k) \text { with } i=1, \ldots, N \tag{3.4}
\end{align*}
$$

The estimation task is to determine which one of the $N$ models correctly characterizes the system (Ref. [15],[16],[21]). Let $H_{j}$ be the
event that mode1 'j' is the most exact system characterization; H will be then a random variable with discrete values $H_{1}, H_{2}, \ldots, H_{N}$; furthermore, let $Y(k)$ be as:

$$
Y(k)=\{U(0), U(1), \ldots, U(k-1) ; Z(1), Z(2), \ldots, Z(k)\}
$$

then we define:

$$
P_{j}(k)=P\left(H=H_{j} / Y(k)\right)
$$

which represents the probability that model ' $j$ ' is the correct system characterization, given measurements $Y(k)$. Of course we are looking for the condition of one of the $N$ probabilities associated with the $N$ discretized models converging to 1 , which physically means that the mathematical model associated with that particular probability closely describes the dynamics of the aircraft following the damage.

Therefore, using the $Y(k)$ data as input, an iterative algorithm was needed in order to implement a recursive formula for the probabilities $P_{i}(k)$; the algorithm stops when one of the probabilities converges with a satisfactory accuracy to 1.

In order to solve this problem, a bank of $N$ steady state Kalman Filters has been introduced; extensive use of the MATRIX $x_{x}$ package has been made for calculating the Kalman Filter gains and covariances matrices while the remaining algorithm has been implemented in a Pascal program. The algorithm proceeds as in the following (Ref. [14],[15],[16],[21]):

STEP 1: A set of $N$ steady state Kalman Filters is constructed for the $N$ models with the relative gains and covariance matrices calculated with MATRIX ${ }_{x}$.
STEP 2: For each of the $N$ models the filter residuals are calculated by using:

$$
\begin{equation*}
r_{i}(k+1)=Z(k+1)-C \hat{X}_{i}(k+1 / k) \tag{3.5}
\end{equation*}
$$

STEP 3: The Bayesian probabilities are updated by using:

$$
\begin{equation*}
P_{i}(k+1)=\frac{\beta_{i} e^{\left.-1 / 2\left\{r_{i}^{\top}(k+1) S_{i}^{-1} r_{i}(k+1)\right\}_{*\left[P_{i}\right.}(k)\right]}}{\left.\sum_{j=1}^{N} \beta_{j} e^{-1 / 2}\left\{r_{j}^{\top}(k+1) S_{j}^{-1} r_{j}(k+1)\right\}_{*\left[p_{j}\right.}(k)\right]} \tag{3.6}
\end{equation*}
$$

where $S_{i}$ is the covariance matrix calculated from the Kalman Filter equations for each model and:

$$
\beta_{i}=(2 \pi)^{-l / 2} \text { DET }\left[S_{i}\right]^{-1 / 2}
$$

STEP 4: The convergence is checked for all the probabilities; if none of them converges with a sufficient accuracy to 1 , the algorithm goes back to STEP 2, otherwise it exits the loop and the model associated with the probability which has converged represents the closest model characterization. Note that, in order to avoid false model estimation due to highly fluctuating probabilities, we may want to exit the algorithm only when a probability has converged to 1 with a sufficient accuracy (let's say (5-10)\%), for a certain number of time steps (let's say 30-40).

Such algorithm has to be implemented on-line on the flight computer.

Note that the initial probability $\mathrm{P}_{\mathrm{i}}(1)$ can be chosen by using a statistic law to indicate that, following the damage, the normal force coefficient of the damaged surface is more likely to take on some particular range of values. In our case a binomial distribution with
$p=q=0.5$ has been introduced to simulate such behavior of the normal force coefficient following the damage.

Also note that in the approach used in this study, since we introduce steady-state Kalman Filters rather than time-varying Kalman Filters, the $P_{i}(k)$ are not exactly conditional probabilities (Ref.[15]).

## Simulation Results

This approach for the estimation of the model of the damaged aircraft has been tested with data from a computer simulation, with randomly generated white noises $V(k)$ and $W(k)$, following a damage on the left elevator, at the flight conditions reported in Table I. The correspondent elevator's inputs are shown in Fig.4. Note that the left elevator has been damaged and it remains fixed at a $-5^{0}$ deflection; therefore the aircraft is going to have a tendency to roll.

The values of the $A$ and $B$ matrices following the damage are shown in Table IV; of course, due to the damage, several elements of these matrices have different values than the ones reported in Table III. Particularly the damage involves a decrease of the value of the normal force coefficient from the nominal value of $C_{L_{\delta E L}}=0.276$ to $C_{L_{\delta E L}}=$ 0.121 .

By discretizing the nominal value of the coefficient in a set of $N$ values, the corresponding set of $A$ and $B$ matrices are constructed by the algorithm. Note that in the B matrix only the elements of the column corresponding to the left elevator change.

The parameter $N$ plays a very important role. For high values of $N$, corresponding to an high modeling accuracy, long convergence times are expected for the probability corresponding to the model that closer
describes the damaged system; the reverse occurs for small values of N . For our purposes, the values of $N=12$ and $N=23$ have been considered. Table $V$ shows the two sets of discretized values of the normal force coefficient of the left elevator relative to $\mathrm{N}=12$ and $\mathrm{N}=23$.

The simulation proceeds as the following: it starts with the aircraft flying under normal, nominal, undamaged conditions; then, at time $=1 \mathrm{sec} .$, the damage occurs, causing an instantaneous change in the value of $C_{L_{\delta E L}} ; 4$ seconds are assumed to be the difference in time between the instant when the damage occurs and the instant when the model estimation process starts; in these seconds we assume that the Failure Detection and Identification tasks are able to detect the occurrence of the damage and to indicate the damaged control surface; furthermore, during these seconds, we build the N models and the relative Kalman Filters structure. Therefore, the model estimation process starts at time $=5 \mathrm{sec}$.

When $N=12$, with the damaged dynamics numerically described by a model somewhere between mode1 \#5 and mode1 \#6, but closer to model \#6, the probability corresponding to model \#6 converges to 1 , as shown in Fig.5, in a short amount of time, around 1.2 sec., with a time increment of 0.01 sec .

When $N=23$, with the damaged dynamics numerically described by a model somewhere between mode1 \#10 and model \#11, but closer to model \#11, the probability corresponding to model \#11 converges to 1, as shown in Fig.6, in a longer time, around $4 \mathrm{sec} .$, with the same time increment.

Furthermore, given that the calculations for the $N$ steady state Kalman Filters have to be done before the iterative algorithm starts, with $N=23$ longer initial computational time has to be added to the
already longer convergence time of the algorithm. Therefore, a small increase in modeling accuracy is paid with a much longer pre-estimation computational and algorithm convergence time. On the other side we know that, since the length of time when valid effective actions to save the aircraft could be taken is just a few seconds, even one or two seconds can be a decisive matter.

Once we have shown that for $\mathrm{N}=23$ we have a longer convergence time, let's consider $N=12$ and let's examine a condition when the value of the normal force coefficient changes, due to the damage, from $C_{L_{\delta E L}}=0.276$ to $C_{L_{\delta E L}}=0.114$. The relative mathematical model, in terms of matrices $A$ and $B$, is still close to model $\# 6$, but is more in between model \#6 and mode1 \#5 than the mathematical model shown in Table IV is, as it can be easily understood by looking at Table V. This implies higher values of the residuals in Eq.(3.5) and, therefore, a larger fluctuation of the probability associated with model \#6. The result is shown in Fig. 7; the convergence to the right model still occurs but in a time longer than the one shown in Fig. 5, that is around 1.6 sec . instead of 1.2 sec .

Given that this algorithm has to be implemented on-line, for an accurate selection of a value for $N$ we also have to consider the computational speed of the airborne computer. The role played by the various parameters for the selection of N is shown in Fig. 8. Note that 1 and 2 sec . of computational time for the steady state Kalman Filter gains and covariances are assumed for $N=12$ and $N=23$, respectively.

As a final remark, a value of $N$ around $10-12$ should provide a very acceptable modeling accuracy without paying an excessive price in terms of (initial computational time + convergence time), and the on-1ine implementation for $\mathrm{N}=10-12$ models should be within the available
computational power and speed of the today's aircraft computers.

## Probability Convergence Sensitivity Analysis

For the determination of a Kalman Filter structure for a generic system, the dynamical model parameters (matrices $A, B, L$ and $C$ ), the noise properties in terms of correlation, the noise statistics (matrices $Q$ and R) have to be specified. Generally speaking, since the system model is usually an approximation to a physical situation, the model parameters and noise statistics are seldom exact. In other words the system model used in constructing the filter is different from the real system that generates the measurements.

Sometimes such an approximation is intentional; for example, expecially for radar tracking application where a large number of states are involved, it may be desirable to use a system model of lower dimension than the dimension of the real system in order to gain computational speed and simplicity. However, it is clear that an inexact filter will degrade the filter performances. Suppose that the real system is described by :

$$
\begin{align*}
& X(k+1)=A X(k)+B U(k)+L W(k)+B i a s  \tag{3.7}\\
& Z(k)=C X(k)+V(k) \tag{3.8}
\end{align*}
$$

with $W(k)=N[\bar{W}, Q], \quad V(k)=N[\bar{V}, R]$;
where the model used to describe the system is given by:

$$
\begin{aligned}
X_{m}(k+1) & =A X_{m}(k)+B_{m} U(k)+L_{m} W_{m}(k)+\text { Bias }_{m} \\
Z_{m}(k) & =C_{m} X_{m}(k)+V_{m}(k) \\
\text { with } W_{m}(k) & =N\left[\bar{W}_{m}, Q_{m}\right], V_{m}(k)=N\left[\bar{v}_{m}, R_{m}\right]
\end{aligned}
$$

where Bias and Bias $_{\mathrm{m}}$ conventionally account for various sources of errors, for example: non-1inearities, reduction in system dimensions and
so on.
Using the equations of the model we build the Kalman Filter structure, that is a recursive or steady state expression for the gain matrix $K_{m}$ and for the estimation error covariance matrix $\mathrm{P}_{\mathrm{m}}$. The problem is that the computed matrix $P_{m}$ is not the estimation error covariance matrix because the filter model is different from the real model. Neither is this filter the minimum variance filter for the actual system described by Eqs. (3.7) and (3.8).

A measure of the filter performance is provided by the "actual estimation error covariance matrix" defined by:

$$
\begin{equation*}
P_{a}(k+1 / k)=E\left[\tilde{x}(k+1 / k) \tilde{x}(k+1 / k)^{\top}\right] \tag{3.11}
\end{equation*}
$$

(or the relative steady state expression) where

$$
\begin{equation*}
\tilde{x}(k+1 / k)=x(k+1)-\hat{x}(k+1 / k) \tag{3.12}
\end{equation*}
$$

Ref. [25] provides a general form of an algorithm for obtaining a recursive expression for $P_{a}$.

Let's go back now to our original problem, that is to determine which model among a set of N models more closely describes the real aircraft dynamics following the damage, given the measurements.

The next point to be investigated is how the damaged model estimation algorithm performs when some discrepancies (other than differences in the $A, B$ and $L$ matrices) occur between the modeled system and the real system, which means differences in the $C, Q$ and $R$ matrices.

We can state that the assumption of uncorrelated disturbance noises and measurement noises can be considered acceptable and that it is reasonable to think that the observation matrix $C$ is the same for the real and for the modeled system (which is consistent with the original assumption of availability of operating sensors for reconfiguration
purposes from Chapter I). Also that the values of the elements of the matrix $R$ are furnished with a sufficient accuracy by the company manifacturing the sensors. Therefore, the only parameters that in the real life occurrences can show remarkable discrepancies between the real system and the modeled system are the values of the elements of the disturbance covariance matrix $Q$ and, moreover, the statistical structure itself of the random vector $W(k)$.

## Probability Convergence Sensitivity Analysis For Different Values of the Elements of the Q Matrix

We have previously considered the turbulence covariance matrix $Q$ with the coefficients $q_{11}=q_{22}=0.0005$ and $q_{12}=q_{21}=0.0$. In terms of gust components we would have a vertical velocity component $W_{g}$ whose trend is shown in Fig.9. As we can see, the aircraft is going through a gust with vertical velocities up to $\pm 35 \mathrm{ft} / \mathrm{sec}$. The relative set of N Kalman Filters is designed for the same values of such matrix. Therefore, at this condition, $Q=Q_{m}$.

Let's consider now a turbulence with a covariance matrix $Q$ with the coefficients $q_{11}=q_{22}=0.002$ and $q_{12}=q_{21}=0$., while inside the Kalman Filter's structures we still have $\mathrm{a}_{\mathrm{m} 11}=\mathrm{q}_{\mathrm{m} 22}=0.0005$ and $\mathrm{a}_{\mathrm{m} 12}=$ $\mathrm{a}_{\mathrm{m} 21}=0$. In terms of gust components we would have a vertical velocity component $W_{g}$ whose trend is shown in Fig.10. As we can see,in this case the aircraft is going through a gust with vertical velocities up to $\pm 75$ $\mathrm{ft} / \mathrm{sec}$. Such kind of turbulence can be found in low altitude storms; it is a turbulence whose peak values are much higher than the previous ones. Aircraft simulation data corrupted with such a turbulence have been fed to our set of $\mathrm{N}=12$ Kalman Filters and the previously
introduced damaged model estimation process has been attempted. The expected result is that the convergence to the right model should still occur because, given that the wrong turbulence modeling is common to all $N$ models, there is always a model that better describes the real dynamics but the estimation performance should somehow deteriorate. The result, shown in Fig .11 , is that the convergence to the right model still occurs, but in a longer time and with a more 'turbulent' trend.

The reason for such trend of the probability associated with the model that more closely describes the aircraft dynamics lies in the complex nature of Eq.(3.6). It is clear that turbulence higher than expected give rise to higher values of the residuals of Eq.(3.5). Therefore, for values of $Q$ higher than the corresponding values of $Q_{m}$, we are going to have higher negative values of the exponent of the numerator of Eq. (3.6) and, thus, smaller values of the of the overall numerator; in other words this means that $\operatorname{Prob}_{j}(k+1)$ is less correlated to the $\operatorname{Prob}_{j}(k)$, which explains the big changes in the time of the probability and the 'turbulent' behavior shown in Fig. 11.

From the Kalman Filter equations we also can say that higher values of the elements of $Q_{m}$, which is related to the modeled but not to the real turbulence, imply higher values of the estimation error covariance matrix $P_{m}$ and, therefore, higher values of the residual covariance matrix $S$ and, of course, smaller values of the inverse of such matrix. It may be thought that if we design the Kalman Filters for values of the elements of $Q_{m}$ much greater than the ones that we may expect from the real life turbulence it may help during severe turbulence because we would have higher values of the numerator of Eq.(3.6); this is only partially true because such approach would also imply smaller values of
the constants $\beta$ 's and higher values of the residuals, which, again, will make the probabilities at the instant (k) and ( $k+1$ ) less correlated and the trend still 'turbulent', as shown in Fig.12. After all, we only have one 'optimal' solution! In Fig. 12 the following values for the elements of $Q$ and $Q_{m}$ were considered: $q_{m 11}=q_{m 22}=0.0005, q_{11}=q_{22}=$ 0.0001 , with all the off-diagonal elements being zeros.

A more functional approach to the problem would be to implement in the flight computer a relation of the elements of $Q$ as function of the altitude (starting from a certain altitude in order to avoid local ground effects) instead of using one configuration for the matrix $Q$ valid for all flight conditions (as shown in Ref.[30]), then to multiply the so calculated values for a factor moderately bigger than 1 to account for particularly severe turbulence and , finally, to store such values in the $\mathrm{Q}_{\mathrm{m}}$ matrix of the Kalman Filter structure. Such an approach should protect the estimation process from unexpected high levels of atmospheric turbulence without excessively deteriorating the performances of the estimation process, as shown in Fig.13. In this case the following values for $Q$ and $Q m$ were considered : $q_{m 11}=q_{m 22}=$ 0.0005 and $q_{11}=q_{22}=0.00033$. This result has to be compared with the nominal conditions ( $\mathrm{Q}=\mathrm{Q}_{\mathrm{m}}$ ) result shown in Fig.5.

Another obvious approach in order to reduce the effects of the turbulence would be to filter the probabilities calculated with the previously introduced algorithm. A second order probability filter can take the generic form:
$\mathrm{Fpr}_{3}(k+1)=\mathrm{c}_{1} \mathrm{Fpr}_{i}(k)+\mathrm{c}_{2} \mathrm{Fpr}_{i}(k-1)+\mathrm{c}_{3} \mathrm{Pr}_{i}(k+1)$
where $\sum_{i=1}^{3} c_{i}=1, \operatorname{Fpr}_{\mathbf{i}}(k)$ is the filtered probability relative at the instant $k$. By adjusting the values of the $c_{i}$ 's we can change the
correlation between the probabilities at instant $(k+1)$ and instant (k). Note that this approach is particularly useful when the model estimation task is also coupled with a control task in order to reduce excessive excursions in control input activities (Ref.[14],[15],[16], [21]). In our case, where we are only concerned with the damaged model estimation task, such approach doesn't improve the performance of the estimation process. In fact it increases the convergence time as shown in Fig. 14 (relative to the same values of $Q$ and $Q_{m}$ as in Fig.13) for 3 different set of values of the constants $c_{i}$ 's. This is definitely an undesirable effect. As we can see in Fig.14, the convergence time increases with increasing values of $c_{1}$ and $c_{2}$, which are the coefficients relative to the filtered probability at the instants (k) and ( $k-1$ ) with respect to the value of $c_{3}$, which is the coefficient relative to the unfiltered probability at the instant $(k+1)$.

## Probability Convergence Sensitivity Analysis <br> For Correlated Disturbance Noise W(k)

Up to this point the assumption of atmospheric turbulence modeled with a white noise Gaussian random vector has been made. In the real life the components of the atmospheric turbulence may show some form of correlation (Ref.[27]). The result of such approximation is typically an underestimation of the peak gusts by the Gaussian model. A great amount of research has been devoted in the past for creating realistic non-Gaussian correlated models of atmospheric turbulence to be used in flight simulators instead of Gaussian white noise generated turbulence. Data analysis have allowed modeling such turbulences with autoregressive (AR) processes of the first or, at most, of the second order. However,
expecially at higher altitude, the atmospheric turbulence components are not highly correlated.

For our purposes, let's consider now our atmospheric turbulence model vector $W(k)$ given by two $A R(1)$ processes:

$$
\begin{array}{ll}
\alpha_{g}(k+1)=0.5 & \alpha_{g}(k)+e_{\alpha}(k) \\
\beta_{g}(k+1)=0.5 & \beta_{g}(k)+e_{\beta}(k) \tag{3.15}
\end{array}
$$

where $e_{\alpha}(k)$ and $e_{\beta}(k)$ are white noise Gaussian with zero means and variances $\sigma_{\alpha}^{2}=\sigma_{\beta}^{2}=0.0005$, which are the diagonal elements of the $Q_{m}$ matrix previously introduced. Note that $\alpha_{g}(k)$ and $\beta_{g}(k)$ are still assumed to be mutually independent.

The vertical velocity compoment of the gust for the cases of correlated atmospheric turbulence are shown in Fig. 15 and Fig. 9. of course the autocorrelation function associated with the data for uncorrelated gust velocity component will tend to the classical "impulse at the origin and zero elsewhere" typical of a white noise process, as shown in Fig.16; as a check we know that $\sigma_{w_{g}}{ }^{2}=(\mathrm{Vel})^{2} \sigma_{\alpha_{g}}{ }^{2}$ $=R_{W_{g}}(\tau=0)=227.8$ (App. B), which is in good agreement with the plotted data. Note that such autocorrelation function has been calculated for 2500 data points. As expected, the autocorrelation function associated with the data for correlated gust velocity component will tend to zero more gradually as shown in Fig. 17 for the same number of data points.

Our aircraft system is therefore going to be excited by a non-white noise random input vector, and consequently the aircraft response will also show some correlation. At the same time, our Kalman Filters structure is designed for an atmospheric turbulence modeled as a white noise process. This will generate, therefore, an inconsistency. A way
to detect the presence of unmodeled or uncorrectly modeled disturbance noise in our system is to analyze the autocorrelation function of the residuals of the Kalman Filters of Eq.(3.5). If the atmospheric turbulence exciting our aircraft system is a white noise process correctly modeled in the Kalman Filters structure, the associated autocorrelation function of the residuals (for the $\alpha$ and $\beta$ states) will tend to the "impulse" look, as shown in Fig.18. For the residuals of model \#6; on the other side, if the atmospheric turbulence exciting our aircraft system is not a white noise process and, therefore, not correctly modeled in the Kalman Filters structure, the associated autocorrelation function of the residuals (for the $\alpha$ and $\beta$ states) will decrease a little more gradually, as shown in Fig.19, for the residuals of model \#6.

At this point let's analyze how this affects the performance of the model estimation process. The real mathematical model describing the aircraft system generating the dynamic data increases its order from 8 to 10 for modeling the correlation in the components $\alpha_{g}(k)$ and $\beta_{g}(k)$. The now increased order state variable model is shown in Table VI.

Dynamic simulation data from this system which at a certain time experiences a change in the dynamics due to the damage have been fed to our Kalman Filters structure and the damaged model estimation process has been attempted. The result is that, with a certain amount of surprise, the probability still converges to the right model (which is mode1 \#6), as shown in Fig. 20 , with approximatively the same convergence time shown in Fig.5, which was relative to nominal conditions of exactly modeled atmospheric turbulence in terms of covariance and color. Note that the peak shown in Fig. 20 is not of particular concern to us because
by the time that such peak occurs we would have already exited the algorithm because we already had reached the convergence condition for same time. Next, we will try to understand the reasons for a behavior so relatively similar to the conditions of uncorrelated noise. Again, an explanation lies in the complex structure of Eq.(3.6). The covariance residual matrix S UNC (or its inverse SUNC $^{-1}$ ), where 'UNC' stands for uncorrelated atmospheric turbulence, relative to model \#6, implemented in the algorithm up to this point, is associated with the estimation error covariance matrix $P_{U N C}$, relative to model \#6, calculated by the Kalman filter structure using the relation:

$$
\begin{equation*}
S_{U N C}=C * P_{U N C} A^{T}+R \tag{3.16}
\end{equation*}
$$

Such $S_{\text {UNC }}$ and $P_{\text {UNC }}$ are therefore relative to a 8-th order system with atmospheric turbulence correctly modeled as white noise processes. Next, we would like to calculate the "true" estimation error covariance matrix, relative to model \#6, for a 10 -th order system with a 8-th order filter and the associated covariance residual matrix, $P_{\text {COR }}$ and $S_{C O R}$, where 'COR' stands for correlated atmospheric turbulence. In order to do so, let's recall the system equations and the Kalman Filter equations; note that, without any loss of generality, the deterministic input $U(k)$ is not considered; also note that the matrices $A$ and $L$ are relative to model \#6.

$$
\begin{align*}
& X(k+1)=A X(k)+L W(k)  \tag{3.17}\\
& Z(k)=C X(k)+V(k)  \tag{3.18}\\
& X X(k+1 / k)=A[I-K C] \hat{X}(k / k-1)+A K Z(k) \tag{3.19}
\end{align*}
$$

where the gain matrix $K$ is calculated by the Kalman Filter and it is relative to model \#6. By using Eq.(3.18), Eq.(3.19) will become:

$$
\begin{equation*}
\hat{X}(k+1 / k)=A[I-K C] \hat{X}(k / k-1)+A K(C X(k)+V(k)) \tag{3.20}
\end{equation*}
$$

If we introduce $\varepsilon(k+1)=X(k+1)-\bar{X}(k+1 / k)$, we have:

$$
\begin{align*}
& \varepsilon(k+1)=A X(k)+L W(k)-A \hat{X}(k / k-1)+A K C \hat{X}(k / k-1) \\
& -A K C X(k)-A K V(k) \tag{3.21}
\end{align*}
$$

Next, we can introduce a new augmented state variable vector:

$$
\begin{align*}
& {\left[\begin{array}{l}
\varepsilon(k+1) \\
W(k+1) \\
V(k+1)
\end{array}\right]=\left[\begin{array}{lll}
A\left(I_{8}-K C\right) & L & -A K \\
0(2 \times 8) & E & 0(2 \times 6) \\
0(6 \times 8) & 0_{(6 \times 2)} & 0^{(6 \times 6)}
\end{array}\right] \quad\left[\begin{array}{l}
\varepsilon(k) \\
W(k) \\
V(k)
\end{array}\right]} \\
& X_{A U G}(k+1) \\
& A_{\text {AUG }} \\
& X_{A \cup G}(k) \\
& +\left[\begin{array}{l}
0_{(8 \times 2)} \\
I_{2} \\
0(6 \times 2)
\end{array}\right.  \tag{3.22}\\
& \left.\begin{array}{l}
{ }^{0}(8 \times 6) \\
{ }^{0}(2 \times 6) \\
I_{6}
\end{array}\right] \\
& {\left[\begin{array}{l}
e_{w}(k) \\
e_{v}(k)
\end{array}\right]} \\
& L_{A U G} \quad W_{A U G}(k)
\end{align*}
$$

Note that the order of $X_{\text {AUG }}$ is $(8+2+6)=16$; the order of $W_{\text {AUG }}$ is $(2+6)=8$; the size of $A_{A U G}$ is ( $16 \times 16$ ); the size of $L_{A U G}$ is ( $16 \times 8$ ).
Also note that $V(k)$, the measurements noise, is still a white noise Gaussian random vector with covariance matrix $R$.
$Q_{A U G}$, which is the covariance matrix for $W_{A U G}, C_{A U G}$ and $E$ will be given by :

$$
Q_{\text {AUG }}=\left[\begin{array}{cc}
Q & 0_{(2 \times 6)}  \tag{3.23}\\
0_{(6 \times 2)} & R
\end{array}\right]
$$

$$
\begin{align*}
& C_{A U G}=\left[\begin{array}{ll}
C & 0 \\
(6 \times 8)
\end{array}\right]  \tag{3.24}\\
& E=\left[\begin{array}{ll}
0.5 & 0.0 \\
0.0 & 0.5
\end{array}\right] \tag{3.25}
\end{align*}
$$

The diagonal elements of the matrix $E$ are the coefficients of the two AR(1) process which are modeling the elements of vector $W(k)$, which are $\alpha_{g}(k)$ and $\beta_{g}(k)$. Therefore we have a new set of state variable equations:

$$
\begin{align*}
& X_{A U G}(k+1)=A_{A U G} X(k)+L_{A U G} W_{A U G}(k)  \tag{3.26}\\
& Z(k)=C_{A U G} X_{A U G}(k)+V(k) \tag{3.27}
\end{align*}
$$

The steady state estimation error covariance matrix for correlated (but not modeled by the Kalman Filters structure) atmospheric turbulence and the residuals covariance matrix can be found from :

$$
\begin{align*}
& P_{C O R}=A_{A U G}{ }^{P_{C O R} A_{A U G}{ }^{\top}+L_{A U G} Q_{A U G} L_{A U G}{ }^{\top}}  \tag{3.28}\\
& S_{C O R}=C_{A U G}{ }^{P}{ }^{\top} C O R \cdot C_{A U G}{ }^{\top}+R \tag{3.29}
\end{align*}
$$

Note that $P_{C O R}$ and $S_{\text {COR }}$ are respectively the "true" estimation error covariance matrix and "true" residual covariance matrix for a 10-th order system modeled with a 8-th order filter. These matricial manipulations have been implemented in a user defined function on MATRIX $_{x}$ and the results in terms of $S^{-1}$, which is the matrix playing a key rule in Eq.(3.6), are shown in Table VII. Note that the unmodeled correlated turbulence does not involve very big changes in the $S$ matrix and the $\beta$ costant, with respect to $S_{U N C}$ and $\beta_{U N C}$. On the other hand, by looking at the trends of the uncorrelated and correlated vertical velocity components of the gust in Fig. 15 and Fig. 9, we don't expect the magnitudes of the residuals of the Kalman Filter for model \#6 to be too different between the two cases.

Therefore, this similarity of the residuals and the closeness between $S_{U N C}{ }^{-1}$ and $S_{C O R}{ }^{-1}, \beta_{U N C}$ and $\beta_{\text {COR }}$ justify the not too different trend of the probability convergence shown in Fig. 20 and Fig.5. The bigger correlation between the probabilities in following instants shown in Fig. 20 with respect to the nominal conditions is surely related to the correlation of the turbulence components which influence the correlation of the probability troughout the correlation of the filter residuals.

The shown robustness of the Multiple Model Kalman Filtering approach to non-Gaussian correlated noise is consistent with what it is stated in Ref.[21].

Essentially, up to this point, we have shown that a moderate correlation in the atmospheric turbulence, if it really exists, doesn't deteriorate the performance of the model estimation process. Again, let's point out that correlation in the components of the atmospheric turbulence is not very high and surely decreases with altitude because it is mostly due to ground effects. Once it occurs that we have to perform a model estimation process in such atmospheric conditions, the question is the following: Could we be able to model such correlation on-line, before implementing the Kalman Filters structure?

The previously carried analysis was essentially done off-line with the residuals of an already designed Kalman Filters structure. In real life we should first estimate such correlation and then design an appropriate Kalman Filters structure ; however, in order to do so, there are three main problems. First, it may be impossible, in those instants when the aircraft is drastically changed its dynamics due to the damage, to extract from the sensors data the turbulence components in order to
analyze them; second, whatever method we would eventually use to determine the order and then the coefficients of the correlation, we are going to need to collect a certain amount of data and then we have to analyze them with some computationally time consuming algorithms; all of this has to be done while the damaged aircraft is "waiting" to be reconfigured and we know that time is a key point for the success of the reconfiguration; third, if eventually we could come up with an increased order system to account for correlated turbulence, then the computaional time to design the Kalman Filters will exponentially increase.

These real life factors combined with the fact that correlation, if any, doesn't deteriorate too much the model estimation process performance lead to the conclusions that, for our purposes, the components of the atmospheric turbulence can be modeled with sufficient accuracy as white noise Gaussian random vectors.

## Probability Convergence Sensitivity Analysis <br> for Nonlinear Damaged Aircraft Dynamics

As far as the nonl inearity of the real dameged aircraft system is concerned, the issue is whether the tracking error from the Kalman Filter corresponding to the 1 inearized model closest to the true, nonlinear system is markedly smaller than the errors from filters based on 'more distant' models.

Given that the residual covariance matrices S's are fixed for each model, the values of the exponents of the Eq. (3.6) and therefore the probability will depend upon the values of the residuals; higher values of the residuals (which is typical from nonlinear system response), with fixed $S^{-1}$ 's, will reduce the tracking capabilities of the approach and
it will make more difficult to distinguish among the models. Consequently, from a numerical simulation point of view, we are going to have trends similar to the ones shown for the probability convergence sensitivity analysis to higher than expected turbulence. Intuitively, we can say that the performance of the model estimation process will depend upon how 'far apart' the different models are. However, future considerations introduced in Chapter IV will show us that this problem is not of particular concern to us.

Conclusions

In this chapter an approach for estimating the mathematical model of the aircraft reflecting the changes due to the damage using Multiple Model Kalman Filters is proposed. The advantage of this approach is the relative simplicity since we can take advantage of the particular way th $t$ the elements of the matrices $A$ and $B$ may change following a damage on a control surface. This could make such an approach particularly attractive for practical implementation. The rule played by the number $N$ of models to be implemented has been outlined; a choice of $N$ around 10-12 has been assumed to represent an acceptable trade-off point between model ing accuracy and (Kalman Filters design computational time + probability convergence time). The effects of atmospheric turbulence with intensities higher than expected on the model estimation process are considered; it is suggested to implement an expression of the values of $Q_{m}$ as function of the flight conditions, mostly of the altitude, rather then using only one atmospheric turbulence model for the design of the Kalman Filters structure. Finally, the effects of correlated components of atmospheric turbulence on the model estimation process are
considered. The usually small amount of correlation, the almost unchanged model estimation performance, the impossibility of extracting atmospheric turbulence data from the sensors in the instants immediately following a damage, the excessive price in terms of computational time for calculating and modeling such correlation bring us to the conclusion that it is reasonable to model the atmospheric turbulence components as white noise Gaussian random processes.

# CHAPTER IV 

## RECONFIGURATION ALGORITHM

## Statement of a Control Problem

In the previous chapter we have introduced an approach in order to determine the mathematical model of the aircraft which reflects the changed dynamics due to the damage. Now we need an algorithm which, given the models of the nominal undamaged and damaged aircraft system and the time histories of the deterministic control surfaces input, is able to find the equivalent input that will make the damaged aircraft system respond as the undamaged system would under normal circumstances.

Introduction to the Reconfiguration Algorithm

The reconfiguration algorithm used for our purposes was introduced in Ref.[1]. In order to present such an approach, let's consider a 2-nd order linear time invarient controllable system. In the continuous-time state variable form we have:

$$
\begin{align*}
& \dot{x}_{1}=x_{2}  \tag{4.1}\\
& \dot{x}_{2}=a_{1} x_{2}+a_{2} x_{1}+a_{3} u \tag{4.2}
\end{align*}
$$

where $u$ is the control variable, required to be bounded; $a_{1}, a_{2}$ and $a_{3}$ are constant coefficients.

Our goal is to determine a method of computing u which will make the system defined by Eqs.(4.1) and (4.2) to behave like the ideal
system described, in the same state variables form, by:

$$
\begin{align*}
& \dot{\gamma}_{1}=y_{2}  \tag{4.3}\\
& \dot{\gamma}_{2}=b_{1} y_{2}+b_{2} y_{1}+b_{3} u_{m} \tag{4.4}
\end{align*}
$$

where $u_{m}$ is the control variable for the ideal system, which is also required to be bounded; $b_{1}, b_{2}$ and $b_{3}$ are also constant coefficients. By integrating Eq.(4.2) between the time $t=n h$ and $t=(n+1) h$, assuming that $u$ has a value $u(n)$ over this interval, we will have:

$$
\begin{equation*}
x_{2}(n+1)-x_{2}(n)=A+B u(n) \tag{4.5}
\end{equation*}
$$

where $X_{2}(n)$ and $u(n)$ are used to denote $X_{2}(n h)$ and $u(n h)$ and $A$ and $B$ are:

$$
\begin{align*}
& A=a_{1} \int_{n h}^{(n+1) h} x_{2}^{(t) d t}+a_{2} \int_{n h}^{(n+1) h} X_{1}(t) d t  \tag{4.6}\\
& B=a_{3} h \tag{4.7}
\end{align*}
$$

The desired change in $X_{2}$ over the time interval is defined as $Z(n)$. If the actual change has to be the same as the desired change, from Eq.(4.5) we have:

$$
\begin{equation*}
u(n)=[Z(n)-A] / B \tag{4.8}
\end{equation*}
$$

Once we determine $A$ and $B$, the control required to make the actual change in $X_{2}$ equal to the desired change can be provided by Eq.(4.8). Note that the two terms in A will not generally be constant and they will depend on the varying values of $X_{1}$ and $X_{2}$. At this point we as sume that $A$ and $B$ both are approximately constant over a small group of intervals. Therefore, by applying Eq.(4.5) on these preceding intervals we have:

$$
\begin{align*}
& x_{2}(n)-x_{2}(n-1)=A+B u(n-1)  \tag{4.9}\\
& x_{2}(n-1)-x_{2}(n-2)=A+B u(n-2) \tag{4.10}
\end{align*}
$$

At the beginning of the $n$-th interval, where $u(n)$ is to be
computed, all the terms in Eqs.(4.9) and (4.10) will be known from measurements (or from computer simulations), except $A$ and $B$. These can be determined by elimination between the two equations:

$$
\begin{align*}
& A=\frac{u(n-2)\left[x_{2}(n)-x_{2}(n-1)\right]-u(n-1)\left[x_{2}(n-1)-x_{2}(n-2)\right]}{u(n-2)-u(n-1)}  \tag{4.11}\\
& B=\frac{2 x_{2}(n-1)-x_{2}(n-2)-x_{2}(n)}{u(n-2)-u(n-1)} \tag{4.12}
\end{align*}
$$

The last parameter that we need to calculate is the desired change $Z(n)$. For example, suppose that the system is responding to a constant step input of magnitude $M$, then the desired change in $X_{2}$ over the $n$-th interval is taken as:

$$
\begin{equation*}
Z(n)=h\left[b_{1} X_{2}(n)+b_{2} X_{1}(n)+b_{3} M\right] \tag{4.13}
\end{equation*}
$$

Substituting this value of $Z(n)$ into Eq. (4.8), together with the values of $A$ and $B$ previously calculated, we will have a control algorithm which will make the real system behave like the ideal one would at the same point under normal circumstances. By accomplishing this in succeeding time intervals, then the real system will be reconfigured.

The introduced methodology looks surprisingly simple and, at the same time, efficient. However, there are two problems that need to be kept in mind:

1 - The resulting value of $u(n)$ might not be bounded.
2 - $u(n)$ might be too close to $u(n-1)$ and numerical problems may arise for the computation of $u(n+1)$. This is because we deal with small denominators in Eqs.(4.11) and (4.12).

## Characteristics of the Reconfiguration Approach

Before going to the details of the application of the method to flight control reconfiguration, some further considerations need to be made. According to the way that the algorithm is going to be used, this can essentially be classified as a "model following" problem, where the model of the nominal aircraft can be constructed on-1ine (see Fig.2) by using the aerodynamic, inertial, geometric characteristics stored in the flight computers along with the closed-loop characteristics, if a S.A.S. or a C.C.V. function is implemented, and the flight data (velocity, dynamic pressure, air density) coming from the operational sensors. The dynamic model of the real damaged aircraft is also constructed on-l ine by using the previously introduced Multiple Model Kalman Filters method.

As it can be seen from Eqs.(4.9)-(4.11), there is a 2 sample instants delay associated with the calculation of the required control input at time 'nh', $u(n)$.

In order to illustrate the approach we have considered a 1 inear time-invariant system. But, without any loss of generality, we could consider a nonl inear system as long as we are able to simulate it (Ref.[1]). In fact Eqs.(4.8),(4.11) and (4.12) still hold; the only difference lies in Eq. (4.13). Of course, given that the damaged and nominal nonlinear systems have to be simulated on-line, the dynamic simulations of such systems are going to be computationally more time consuming.

Note, that using such approach, the model estimation task and the control task are totally separated, with the noise problem faced in the model estimation part. The dynamic simulation by the reconfiguration algorithm is essentially deterministic, without any disturbance. A
previous attempt to use in the reconfiguration algorithm some computer simulated noised data representing the damaged aircraft dynamic response has given rise to an unacceptable control activity, in terms of actuator frequencies and unrealistic maximum and minimum angular deflections of the control surfaces.

## Application of the Method to <br> Aircraft Reconfiguration

The technique introduced for a simple single-input 2nd order system has been used for a much more complex multi-input aircraft system. Again, the linearized models of the damaged and nominal aircraft dynamics can be calculated using the procedures described in Ref.[13]. Note that, in order to evaluate the performance of the reconfiguration algorithm only, we assume that the damaged aircraft model has already been estimated and that the damaged aircraft dynamics is 'exactly' described by one of those N models of the Multiple Model Kalman Filters structure. This is a reasonable assumption if a sufficiently high number $N$ of models is implemented, that is $N=10-15$.

For a realistic simulation we have to consider the following possibilities for a damaged control surface:

1 - Control surface that remains fixed at a particular position.
2 - Control surface that jams to the maximum angular deflection.
3 - Control surface that jams to the minimum angular deflection.
As it was introduced in Chapter II, the aircraft is assumed to have 9 independent control surfaces:

- Right and left elevators (max. and min. defl. of $+25^{\circ}$ ).
- Right and left spoilers (max. and min. defl. of $\pm 45^{\circ}$ ).
- Right and left ailerons (max. and min. defl. of $\pm 25^{\circ}$ ).
- Right and left canards (max. and min. def1. of $+25^{\circ}$ ).
- Rudder (max. and min. deff. of $\pm 30^{\circ}$ ).

A key factor for a successful application of this reconfiguration technique consists of being able to implement on-1ine a very small value of the reconfiguration step 'h', introduced in Eq. (4.6); that is, at each interval of time that the reconfiguration method is applied. Such value is a function of the reconfiguration algorithm complexity and available computational power of the airborne computer.

On the other side, values of $h$ too small may potentially give rise to a problem because $u(n-2)$ might be too close to $u(n-1)$, as previously mentioned. In order to avoid this problem a control is performed in the code such that in case of a 'flat' input, that is $u(n-2)=u(n-1)$, a minimum fixed quantity is assumed for ( $u(n-2)-u(n-1))$.

Given that a linearized set of equations represents the best compromise between modeling accuracy and low computational time for model ing a 6 degrees-of-freedom aircraft, our next goal is to minimize the reconfiguration algorithm complexity. In order to do so, the following consideration can be made. Because of the nature of the aircraft dynamics, such system is a completely state controllable system. From a mathematical point of view this implies that:

$$
\begin{equation*}
\operatorname{rank} W_{c}=\operatorname{rank}\left[B, A B, \ldots, A^{n-1} B\right]=n \tag{4.14}
\end{equation*}
$$

where ' $n$ ' is the order of the system, as it has been proved by using MATRIX ${ }^{\text {. }}$

From a practical point of view this means that it is enough to find the control inputs that reconfigure some of the states to be sure that all the states are reconfigured. A typical choice would be to
reconfigure $p, q, r$, which are the angular velocities around the stability $\operatorname{axes} X_{S}, \gamma_{S}, Z_{s}$.

Once that the amount of control input needed for the reconfiguration of a state is calculated by using Eq.(4.8), after we have obtained for each time interval the quantities $Z(n)$, $A$ and $B$, the next step is to distribute efficiently from an aerodynamic point of view this control input among all the remaining available healthy independent control surfaces. The approach that has been implemented is that each control surface contributes to the reconfiguration with an amount, $W_{i}$, proportional to its effectiveness:

$$
W_{\mathbf{i}}=\frac{\begin{array}{l}
\text { Control effectiveness of the } \\
\text { i-th control surface }
\end{array}}{\begin{array}{l}
\text { Sum of control effectiveness }  \tag{4.15}\\
\text { of all surfaces }
\end{array}}
$$

For example, in order to reconfigure the $q$ state after the damage on the left elevator, we have that the remaining right elevator will furnish $W_{E R}$ of the amount of needed control, where $W_{E R}$ is given by:

$$
\begin{equation*}
W_{E R}=\frac{\operatorname{abs}\left(C_{m_{\delta E R}}\right)}{\operatorname{SUM}\left(a b s\left(C_{m_{\delta i}}\right)\right)} \tag{4.16}
\end{equation*}
$$

with $\operatorname{SUM}\left(\operatorname{abs}\left(C_{m_{\delta i}}\right)\right)=\operatorname{abs}\left(C_{m_{\delta E R}}\right)+2 \operatorname{abs}\left(C_{m_{\delta S L}}\right)+2 \operatorname{abs}\left(C_{m_{\delta C L}}\right)$.
The $p$ and $r$ states are ordinarily reconfigured by using, respectively, the ailerons and the rudder.

Such approach will avoid the saturation of a particular control surface used for the reconfiguration leaving some angular deflection margins to be used in the following flight manoeuvers by the pilot or by the stability augmentation systems (S.A.S.) or control configured vehicle (C.C.V.) functions implemented on the aircraft.

## Reconfiguration Simulation Results

The introduced algorithm to be used for the aircraft reconfiguration has been implemented in a Pascal program.

Let's recall one more time that, for the time being, we are still assuming the aircraft being originally 'naturally' stable with satisfactory handling qualities and, therefore, S.A.S. or any form of C.C.V. functions are not considered. This has only been done for simplicity purposes and it does not affect the performance of the reconfiguration algorithm because the algorithm only uses the mathematical models of the damaged and of the nominal aircraft, regardless if they represent an open-loop or a closed-loop dynamics. However, we may want to keep this in mind for future comments.

The dynamics of the chosen aircraft model is simulated at the flight conditions shown in Table I, that is high altitude and high subsonic Mach number, which is typical of an air combat scenario. The introduced maneuvers are also typical of a duel situation, with step inputs on elevators and ailerons, as shown in Fig. 4 and Fig. 21.

The damage is simulated to occur at time $=1 \mathrm{sec}$. ; consistently with what we have done in the previous chapter, we assume that (4-4.5) sec. is the time needed by the Failure Detection and Identification tasks and for the design of the Kalman Filters structure while (1.5-2) sec. is the time needed for the convergence of the probability associated with the model that more closely describes the damaged aircraft dynamics. Therefore, the total time span between the instant when the damage occurs and when the reconfiguration algorithm takes over is assumed to be 6 sec . Two different cases have been considered.

Case 1 (Fig.22-Fig.24) is relative to a situation where a damage on
the left elevator implies a reduction of around $1 / 2$ of its control effectiveness (from $C_{L_{\delta_{E L}}}=0.278$ to 0.121 ), with the deflection remaining fixed at the position at the instant of the damage, that is $-5^{0}$.

The task of the damaged surface is distributed, using the criteria introduced in Eq.(4.16), among the remaining half elevator, the right and left spoilers, the right and left canards. Particularly, using the data in Table I, we have:

$$
\begin{align*}
& W_{E R}=41.86 \%  \tag{4.17}\\
& W_{C L}=W_{C R}=20.35 \%  \tag{4.18}\\
& W_{S L}=W_{S R}=8.7 \% \tag{4.19}
\end{align*}
$$

Fig.22-Fig. 24 show that the introduced algorithm, which takes over at time $=7 \mathrm{sec} .$, achieves in a very short amount of time an accurate reconfiguration for the angle of attack, for the pitching angular velocity and properly counteracts the rolling moment induced by the damaged left elevator. Fig. 25 shows the associated right elevator and canards deflection inputs calculated by the algorithm. In such figure the opposite sign of the deflection of the canards and the right elevator is due to the fact that they are located in opposite positions with respect to the center of gravity. Also note that the absolute values of these deflections happen to be very similar because of the values of $W_{C L}$, WCR, and $W_{E R}$ in EqS. (4.17, 4.18) and because of the values of $C_{m_{\delta C L}}, C_{m_{\delta C R}}, C_{m_{\delta E R}}$ in Table $I$.

It is important to notice expecially from Fig. 22 and Fig. 23 how the characteristics of the aircraft dynamic response change following the damage. In fact the damage on the left elevator, which, as we have previously stated, involves a reduction of the value of $C_{L_{\delta E}}$ and,
consequently, a reduction of the value of $C_{m_{\delta E}}$, influences moreless strongly the values of $C_{m_{\alpha}}, C_{m_{q}}, C_{m_{\dot{\alpha}}}$, and $C_{L_{\alpha}}$, as shown in Chapt. II (Ref.[13] and Ref.[17]-[18]), which then cause mostly a change in the short period characteristics of the aircraft. This can be shown in the following expressions, valid for the short period approximation in the longitudinal dynamic stability (Ref.[13]):

$$
\begin{align*}
& \omega_{n_{\text {s.p. }}}=\left(\left(Z_{\alpha} M_{q} / U_{1}\right)-M_{\alpha}\right)^{1 / 2}  \tag{4.20}\\
& \zeta_{\text {s.p. }}=\frac{-\left(M_{q}+Z_{\alpha} / U_{1}+M_{\dot{\alpha}}\right)}{2 \omega_{n_{s . p . ~}}} \tag{4.21}
\end{align*}
$$

$Z_{\alpha}, M_{q}, M_{\alpha}, M_{\dot{\alpha}}$ are the dimensional stability derivatives containing, respectively, $C_{L_{\alpha}}, C_{m_{q}}, C_{m_{\alpha}}, C_{m_{\alpha}}, U_{1}$ is the steady state forward speed. This can be seen in Fig. 26, where the short period characteristics are plotted in the s-plane; the reason that we go back to the continuous time domain is that this is the plane where the conditions in terms of handling qualities are usually assigned. For normal damaged conditions the poles obtained by using the EIG command in MATRIX $_{\mathrm{x}}$ are shown with the symbol ' + '. The ones calculated by using Eqs. (4.20) and (4.21) are shown by using the symbol '*'. Given that the short period poles are complex conjugates (or, at least, this is the way that they normally are) only the positive one is shown. Under damaged conditions, the positions of the poles calculated by using MATRIX $X_{X}$ and Eqs.(4.20)-(4.21) are shown, respectively, with the symbols '-' and 'x'. The closeness of these poles for both conditions proofs the validity of the short period approximation. Table VIII shows instead the effects of the damage on the natural frequency and on the
damping of the short period mode; in the Table both the results using MATRIX $x$ and using Eqs.(4.20) and (4.21) are reported.

This discussion brings up the issue that the damage may decrease the stability, in this case the longitudinal stability, and we can even reach the point where the aircraft (regardless if it is designed 'naturally' stable for those particular flight conditions or it is 'artificially' stabilized with a S.A.S.) becomes unstable after the damage.

In this extreme case time is really a key factor because if the reconfiguration algorithm is applied too late, that is the unstable dynamic trend is already well developed, there may not be enough control authority to bring back the aircraft to perform with the desired dynamic characteristics because the aircraft may have already gone into some unrecoverable flight conditions.

However, back to our case, as it can be seen in the enclosed figures, the application of the reconfiguration algorithm 'forces' the damaged aircraft to give the same dynamic response of the nominal aircraft. No attempt has been made, up to this point, in order to restore desirable handling qualities. If a S.A.S. is implemented on the aircraft, like it is always the case for fighters, this could be achieved by redesign of the feedback gains. However, this is going to be the topic of the next chapter.

Also, in Fig.22-24, by looking at the values of the transients of the plotted parameters we can see that we are around the limits of the 1 inearity assumption.

Case 2 (Fig. 27-30) is relative to a similar situation. The only difference is that, following the damage, the left elevator jams to the
minimum angular deflection, that is $-25^{\circ}$. Note that this is a very severe condition. Even in this case, an acceptable reconfiguration is achieved for the angle of attack and for the pitching and rolling angular velocities; note that the induced rolling moment is in this case a not negligible side-effect. By looking at the relative figures we can clearly see the 2 instants delay nature of the reconfiguration algorithm. The differences in Fig.27-29 between the undamaged and the reconfigured responses are bigger than the respective differences shown in Fig.22-24, because of the higher amount of aerodynamic forces exerted, during that 2 instants delay, by the damaged surface jammed to the minimum deflection.

However, the magnitude of the parameters plotted in Fig. 27-29 leads us to some considerations; in fact such magnitudes are surely outside the limits of the linearity assumption. For those values of the angle of attack and of the angular velocities the linear plant models are definitively no longer valid, given that the aircraft aerodynamics becomes highly non-1inear.

Now, recall that we have considered an open loop aircraft, without any form of S.A.S. or C.C.V. functions implemented in the flight control system. Today's generation fighters are equipped with fly-by-wire systems in which control surface deflections are not commanded directly by the pilot but are generated by the flight control computers in order to achieve commanded states or to achieve some desired dynamic response.

Therefore, in the instants following a damage on a control surface when the aircraft is experiencing substantial linear and rotational impulses, these damage induced disturbances to the aircraft would be opposed by the closed-loop control laws. In other words, the C.C.V.
functions (for example yaw, pitch, roll dampers, maneuver and gust load alleviation, flight envelope limiting,....) would be using multiple control surfaces, even if not for reconfiguration purposes, that would keep the values of $\alpha, p, q$ and $a l l$ other state variables at lower magnitudes than the ones shown in Fig. 27-29. Even if not numerically simulated in this study, the dynamic characteristics of the aircraft modified by the sophisticated C.C.V. functions are considered in our overall approach to the reconfiguration problem, shown in Fig.2, under the name of closed-loop characteristics to be introduced for the construction of both the damaged and the nominal mathematical models of the aircraft. Hence, for a modern C.C.V. fighter, the magnitudes of the states after a damage would be much lower than the ones shown in Fig. 27-29 and, most likely, within the limits of the linearity assumption.

Looking back to Chapter III, this surely helps the damaged model estimation process to perform within the basic assumption that the aircraft dynamics for the N models can be described by N sets of 1 inearized equations.

After these reflections concerning the nature of the aircraft transient response immediately after the damage it is important to point out that other main factors for the reconfiguration success are the maximum angular velocity of the actuators and the maximum number of impulses that can be sent to such actuators in a time unit. In the reconfiguration algorithm the maximum allowed actuator angular speed was $200^{\circ} / \mathrm{sec}$, whic' is around the average of today's actuators.

This brings up the problem that the advantages of a reconfiguration technique can be experienced only if the remaining actuators implemented are strong and quick enough.

## Conclusions

In this chapter the algorithm to be used for the reconfiguration has been introduced, outlining some of its characteristics and some of the problems associated with it.

We have illustrated the particular way that such algorithm has been used, that is in a "model following" mode, with the damaged and nominal aircraft system models being deterministic and constructed on-line using the flight data and the closed-loop characteristics.

We also have pointed out that such algorithm can be applied to nonlinear aircraft models, but this would require much longer computational time in the simulation. A key point for the success of the reconfiguration is to implement a small value of the reconfiguration step 'h'.

Also, a particular procedure in order to reduce the algorithm complexity has been introduced, that is reconfiguring only some key states, by taking advantage of the controllability of the aircraft system. Furthermore, a method is proposed to efficiently distribute the reconfiguration task among all the remaining healthy control surfaces.

Then, the simulation results for a typical combat inputs in a typical combat scenario have been shown, discussing some important points, like the change in the stability characteristics of the aircraft following the damage, the validity of the linearity assumption and the need for strong and quick actuators to be driven by this reconfiguration algorithm.

## CHAPTER V

# REDESIGN OF THE FEEDBACK GAINS BY EIGENSPACE ASSIGNMENT 

## Introduction

Up to this point, we have introduced a Multiple Model Kalman Filtering approach for the estimation of the mathematical model of the aircraft considered to reflect the damage and a reconfiguration algorithm which "forces" the damaged aircraft to behave like the nominal one would under normal circumstances. In other words, by using the introduced reconfiguration algorithm, we merely calculate a set of "compensating" inputs.

The chosen aircraft model is considered to be, at that particular flight condition, 'naturally' stable and satisfying some particular requirements for handling qualities in terms of rigid body characteristics (that is, short period, phugoid, dutch-roll, spiral and rolling modes); therefore a S.A.S. has not been considered; also, the model is assumed to implement none of the C.C.V. functions (pitch, roll and yaw damping, gust and load alleviation, flight envelope limiting, etc...).

However, for military aircraft, expecially fighters, strict requirements in terms of maneuvrability make the resulting aircraft 'naturally' unstable throughout all its flight envelope (altitude vs.

Mach number). Therefore, some form of S.A.S. needs to be implemented in order to satisfy the handling qualities requirements. On top of the S.A.S. we may then design other control systems that implement other C.C.V. functions.

Therefore, in order to reflect this real 1 ife situation, we are going to modify the given aircraft model by making it 'naturally' unstable; then, by using MATRIXx, a feedback control can be designed to make the closed-loop aircraft satisfy the handling qualities requirements. Next, once the damaged model has been estimated, we would like the Feedback structure to be redesigned in order to accomodate the changed dynamics of the controlled aircraft system.

Consider now the conservative case when the damaged control surface, besides being used by the pilot, has a feedback control input to the surface. In this case, by redesigning the feedback structure, we not only want to guarantee the nominal undamaged satisfactory handling qualities but also would like to remove the unavoidable coupling between the longitudinal and lateral-directional dynamics that the damage on the control surface has generated.

It may be thought that the reconfiguration has been already accomplished with the introduced algorithm, and this is true. However, we may look at the problem as in the following: After the damage occurs, once the damaged model estimation has been succesfully accomplished, let the reconfiguration algorithm perform the initial heaviest load of the reconfiguration itself, that is to bring back the aircraft from whatever conditions it had reached immediately following the damage to the desired states. In the same time, on a parallel computational line, let the feedback structure be redesigned for that particular flight
condition and for all the flight envelope with the goal of retaining desirable handling qualities and removing the damage-induced dynamic coupling.

Once this has been done, the closed-10op characteristics of the aircraft need to be modified such to reflect the redesign of the feedback structure and, consequently, we can update the damaged aircraft mathematical model used in the reconfiguration algorithm. In other words, the reconfiguration, initially obtained by using only the algorithm previously introduced, is now accomplished by using both the Feedback Structure and the reconfiguration algorithm itself, as it can be seen in Fig. 2 .

From a flight management point of view this is surely a more functional approach. In fact it wouldn't make sense to maintain for the rest of the flight the original feedback structure for a system that changed its characteritics.

Statement of the Problem

For the design of a S.A.S. the most common approach is given by the state feedback technique. Generally, given a dynamic system described in the discrete-time form by:

$$
\begin{equation*}
X(k+1)=A X(k)+B U(k) \tag{5.1}
\end{equation*}
$$

The control input vector $U(k)$ can be expressed as:

$$
\begin{equation*}
U(k)=U_{F}(k)+U_{P}(k) \tag{5.2}
\end{equation*}
$$

where $U_{F}(k)$ indicates control inputs used by the state feedback while $U_{p}(k)$ indicates pilot deflection inputs. Using the state feedback approach we have:

$$
\begin{equation*}
U_{F}(k)=K X(k) \tag{5.3}
\end{equation*}
$$

where $K$ is a (mxn) matrix of feedback gains. By using Eq.(5.1), Eq.(5.3) becomes:

$$
\begin{equation*}
X(k+1)=\left[A+B_{F} K\right] X(k)+B_{P} U_{P}(k) \tag{5.4}
\end{equation*}
$$

where $B_{F}$ is relative to $U_{F}(k) ; B_{P}$ is relative to $U_{P}(k) ; \quad\left[A+B_{F} K\right]=$ $A_{C . L .}=c l o s e d-100 p$ state matrix. Note that $U_{F}(k)$ and $U_{P}(k)$ may have some common elements.

An aircraft cannot be considered to be a single-input system, given that the control surfaces are at least 3. However, for most aircraft configurations, under design conditions, the longitudinal and the lateral-directional dynamics can be decoupled. Therefore, we can split the design of an aircraft S.A.S. into the longitudinal part and the lateral-directional part, each one using a single control input (usually elevator or canards in the longitudinal case and rudder and/or ailerons in the lateral directional case). Note that this is not necessarily true for particular aerodynamic configurations, for example, aircraft with wings or horizontal tails with high dihedral angle (Ref.[32]) or with oblique wings (Ref.[15],[16]).

In order to show the implementation of this design philosophy, some of the original aerodynamic data have been changed in order to simulate a 'naturally' unstable aircraft, which requires a S.A.S. in order to be stable. Particularly, the following data from Table I have been modified:

| $\mathrm{C}_{\mathrm{m}_{\alpha}}=-0.75$ | --> | 0.1 |
| :---: | :---: | :---: |
| $C_{m_{\dot{\alpha}}}=-6.7$ | --> | -5.36 |
| $C_{m_{q}}=-20.15$ | -> | -16.12 |
| $C_{L_{\alpha}}=5.9$ | --> | 5.605 |

This reduction of the aerodynamic data values has been made empirically
but it reflects the fact that an 'artificially' stable aircraft usually has smaller wings and a very reduced size of the horizontal tail (Ref.[31]). This can be seen in Fig. 31. The short-period characteristics relative to the aircraft without a S.A.S. show that the handling qualities are unacceptable. In fact we have:

$$
\begin{array}{ll}
\text { POLE 1 }{ }_{\text {S. P. }}=-2.1890 ; & \text { POLE 2S.P. }=-0.0962 \\
\text { POLE 1 } 1_{P .}=0.1708+i 0.1112 ; & \text { POLE 2p. }=0.1708-\mathrm{i} 0.1112
\end{array}
$$

As we can see, the short period poles are no longer complex conjugates, and the phugold has become unstable. However, the S.A.S. has to guarantee satisfactory flying qualities throughout all the flight envelope. This is obtained with a form of gain scheduling. From an implementation point of view this means that the flight envelope is subdivided into a certain number of regions within which the aircraft exhibits satisfactory flying qualities with that particular set of gains. Fig. 32 shows a typical flight envelope. Twenty-eight different regions have been introduced where the actual eigenvalues are within a 1 imited range from the desired eigenvalues. For example the flight condition $A_{4} V_{3}$ is relative to a condition with altitude at level 4 , that is between 25,000 and $35,000 \mathrm{ft}$, and with Mach number at leve 13 , that is between 1.0 and 1.3 .

At this point we recall that, because of the damage, the longitudinal and lateral directional dynamics are no longer decoupled. This implies that, if we want to modify or, more realistically, redesign the flight control system in order to retain desirable flying qualities even after the damage, the approach of using 2 separated single-input subsystems is no longer valid.

## Control of a Multi-Input Linear

Time-Invariant System

For the design of a feedback structure for a linear (or linearized) time-invariant multi-input system, two different approaches can be followed :

1 - Linear Quadratic Optimal Control method.
2 - Eigenstructure Assignment technique (a more general definition for the pole assignment approach).

Optimal state feedback controllers, which minimize certain costs associated with control, can simultaneously provide control laws by solution of the Riccati equation, assuming that the system is controllable. One difficulty associated with this approach has its origin in the nature of the optimal control approach. By optimizing certain costs, the control designer has no direct control over the closed-loop system eigenvalues and eigenvectors (which, in our case, are directly related to the aircraft handling qualities). Furthermore, Optimal State Feedback controllers may require excessively long computations. Therefore, the eigenvalues/eigenvectors technique seems to better fit our needs of redesigning a flight control system which retains desirable flying qualities.

In the single-input case a unique feedback matrix is required to obtain desired eigenvalues. With each eigenvalue, there is an associated eigevector which is also unique (Ref. [33]). However, for the multi-input case there are an infinite number of feedback matrices which can assign specified eigenvalues. Also, with each feedback matrix, there is a new set of associated eigenvectors. Since the eigenvectors also affect the time response, it is important to assign
both the eigenvalues and the associated eigenvectors. Therefore, for the multi-input systems, there are a number of degrees of freedom given by free parameters (Ref.[34]-[36]).

A considerable amount of research effort has been devoted in the past years to investigate the relationships between the specified closed-1oop eigenspace structure and the weighting matrices of the performance index of an optimal linear quadratic control for a single-input system (Ref.[37]) or, more recently, for a multiple-input system (Ref.[38], [39]).

A very interesting approach is to utilize the extra degrees of freedom for the selection of a set of eigenvectors from the allowable ones for a robust eigenspace structure assignment, where for 'robustness' the insensitivity of the desired eigenvalues to perturbations in the components of the matrices $A$ and $B$ is intended. Several methods have been introduced in order to realize a robust control. Remarkable theoretical results have been shown in Ref.[40]. The design of a robust eigenstructure assignment has been tried with an iterative approach, with eigenvalues assigned on the real axis only (Ref.[41]), or arbitrarily assigned in the complex plane (Ref.[42]). Furthermore, one more point which has been investigated is the coupling of a state feedback controller with a state estimation structure, in the case when not all the states are directly available for feedback (Ref.[44]).

But the robustness of the controller is not the only goal that can be achieved with the extra-degrees of freedom furnished by the analytical nature of the multi-input system control problem. Another desirable feature is to try to use these extra degrees of freedom to
obtain the most desirable response (Ref.[45]-[48]). In this case the eigenstructure assignment problem reduces itself to an optimization problem.

## Feedback Structure Redesign

Our objective is to redesign the feedback structure such that desirable flying qualities and dynamic uncoupling can be achieved even with an aircraft with damaged control surfaces.

With the selection of the eigenvalues, we have essentially the possibility to assign the poles of the system. The dynamic response is also affected by the locations of the zeros and, by merely using eigenvalues, we do not have the possibility to change the zeros. From a mathematical point of view, the dynamic coupling can be seen in the values of the eigenvectors of the damaged closed-100p state matrix, which causes an interference between the longitudinal and the 1ateral-directional modes.

A logical solution to this problem would be to assign, in addition to the desired eigenvalues, a set of desirable eigenvectors which reflect uncoupling between these modes. In other words, it would be desirable to assign a set of eigenvectors reflecting the original, nominal, undamaged decoupled dynamics. In order to do so, the approach introduced in Ref. [45]-[48] to eliminate structural interferences of elastic modes with rigid modes is used.

For an $n$-th order observable and controllable system with m control inputs and 1 measurements available for direct output feedback, we can exactly assign $\operatorname{MAX}(m, 1)$ eigenvalues and $\operatorname{MIN}(m, 1)$ of the associated eigenvectors (Ref.[44]). We have an aircraft with 9 independent control
surfaces but a reduced number of control inputs are implemented in a feedback structure, that is around 3-4. Note that this implies that the matrix $B_{F}$ considered in this study is only a part of the original matrix B. Therefore, we have $m<1$. If we desire to specify more than $m$ eigenvectors, the best achievable result can be some least-squares fit to the desired eigenvectors (Ref.[45]).

Assume that $1=n=8$, that is all the states, measured by appropriate sensors, are directly available for feedback purposes. This is within our original assumption for implementing a reconfiguration strategy. Therefore, we have:

$$
\begin{equation*}
Z(k)=M X(k) \tag{5.5}
\end{equation*}
$$

where $M$ is an ( $8 \times 8$ ) identity matrix.
In order to determine $K$, note that the augmented closed-loop system eigenvalues ( $\Gamma_{i}$ ) and eigenvectors ( $\Omega_{\boldsymbol{i}}$ ) are related by the following relation:

$$
\begin{equation*}
\left(A+B_{F} K M\right) \Omega_{i}=\Gamma_{i} \Omega_{i} \text { for } i=i, \ldots, n=8 \tag{5.6}
\end{equation*}
$$

Introduce a set of m-dimensional vectors $W_{i}$ :

$$
\begin{equation*}
W_{i}=K M \Omega_{i} \quad \text { for } i=i, \ldots, n=8 \tag{5.7}
\end{equation*}
$$

Given that $m<n$, the best achievable eigenvectors for each of the $1=n$ modes will be obtained by minimizing the following modes' cost function:

$$
\begin{equation*}
J_{i}=1 / 2\left(\Omega_{a i}-\Omega_{d i}\right)^{*} T_{Q_{i}}\left(\Omega_{d i}-\Omega_{d i}\right) \tag{5.8}
\end{equation*}
$$

where $\Omega_{a i}=$ achievable eigenvector associated with $\Gamma_{i}$;
$\Omega_{d i}=$ desired eigenvector associated with $\Gamma_{i} ;$
$Q_{i}=i-t h(n \times n)$ symmetric positive semi-definite weighting matrix for the eigenvectors;
*T indicates conjugate transpose.

Such a cost function represents the error between the achievable eigenvector and some desired eigenvector, weighted by the matrix $Q_{i}$. It can be shown (Ref.[45]) that the $W_{i}$ that minimizes $J_{j}$ is given by:

$$
\begin{equation*}
W_{i}^{* T}=\Omega_{a i}^{* T} Q_{i} L_{i}\left[L_{i}^{* T} Q_{i} L_{i}\right]^{-1} \tag{5.9}
\end{equation*}
$$

for $i=1, \ldots, 7=n=8$, where $L_{i}=\left(\Gamma_{i} I_{n}-A\right)^{-1} B_{F}$.
Note that in order for the inverse of Eq.(5.9) to exist we must have:

$$
\begin{equation*}
\operatorname{Rank}\left[\mathrm{Q}_{i}\right]>\operatorname{Rank}\left[\mathrm{B}_{\mathrm{F}}\right] \tag{5.10}
\end{equation*}
$$

Also we can see that such approach can be extended for synthesizing reduced order feedback control laws, depending on the dimension 1 of the vector $Z(k)$. Once we have found $W i$, the relation that allows us to calculate the achievable eigenvectors is given by:

$$
\begin{equation*}
\left(\Gamma_{i} I_{n}-A\right) \Omega_{a i}=B_{F} W_{i} \text { for } i=1, \ldots, n=8 \tag{5.11}
\end{equation*}
$$

which gives:

$$
\begin{equation*}
\Omega_{a i}=\left(\Gamma_{i} I_{n}-A\right)^{-1} B_{F} W_{i} \text { for } i=1, \ldots, n=8 \tag{5.12}
\end{equation*}
$$

Finally, the control gain matrix is given by:

$$
\begin{equation*}
K=W[M V]^{-1} \tag{5.13}
\end{equation*}
$$

where $W=$ matrix of concatinated $W_{i}$ vectors $=\left[W_{1}, \ldots, W_{1}\right]$;
$V=$ matrix of concatinated achievable $\Omega_{a i}$ eigenvectors
$=\left[\Omega_{a 1}, \ldots, \Omega_{a 1}\right]$.

## Results of The Application of The

Method To The S.A.S. Redesign
For A Damaged Aircraft

The introduced method for the redesign of the feedback structure of the S.A.S. has been codified and tested by using several MATRIXX user-defined functions.

The following study has been done in the continuous-time domain.

There is no particular reas on for this other than the fact that the handling qualities conditions are mostly assigned in the s-domain. A similar study can be done in the discrete-time domain. The handling qualities conditions can be obtained in the $z$-domain by using the relation $z=e^{s T}$, where $T$ is the sampling period. Note that, following this approach, we should select a value of $T$ such that all the desired pole locations are within the unit circle.

For this study we have used the previously introduced flight conditions (Altitude $=40,000 \mathrm{ft}$. , Mach number $=0.7$ ) ; of course, the feedback structure redesign has to be performed for all the regions of the flight envelope.

In order to show the results of the application of the introduced methods the following steps have been followed:

STEP 1:
At the introduced flight conditions the design of the feedback structure is performed for the undamaged, 'naturally' unstable aircraft with the previously reported data. The selected values for the eigenvalues are taken from Ref.[13]. Note that such design could be performed separately for the longitudinal and lateral-directional dynamics because there was no coupling introduced by the values of the $B$ matrix. Also note that only the elevators and the rudder control inputs are considered in this design. The calculated feedback gains relative to the rudder control input are almost null because the bare-air frame lateral-directional handling qualities are already acceptable. The resulting closed-loop A matrix has all the eigenvalues located in the desired positions, whic' means desirable handling qualities.

The resulting eigenvectors reflect a desirable uncoupling between the longitudinal and lateral-directional dynamics. Besides this, there is nothing unique in this set of eigenvectors. Ref.[48] contains several considerations regarding the selection of a desirable matrix of eigenvectors. For our purposes it is enough to achieve a dynamic uncoupling. However, particular relationships between the rigid dynamic modes may be investigated. The selected eigenvalues and the calculated eigenvectors are assumed to be our desired eigenstructure. Such eigenstructure, the associated feedback gains, the closed-loop A matrix and the $B$ matrix are shown in Table IX.

STEP 2:
The previously calculated feedback gains are now used with the damaged, unstable aircraft with the same control inputs. Note that the rolling moment induced by the damage on the left elevator causes a certain amount of coupling. This can be seen in the values of the closed-loop A matrix as well as in the eigenvectors shown in Table X. Also, the eigenvalues reported in the same table show some remarkable differences with respect to the ones shown in Table IX. Particularly from Table X, we see that the phugoid has become unstable and that the short period characteristics are not satisfactory. This proves the need for a complete redesign of the feedback structure. The resulting eigenstructure, the closed-1oop A matrix, the $B$ matrix and the feedback gains are shown in Table $X$. STEP 3:

Finally, given our desired eigenstructure and given the data for the damaged unstable aircraft, the redesign of the feedback
structure is now done. From what we have said in the introduction of the method recall that we can assign precisely MAX ( $m, 1$ ) desired eigenvalues and MIN(m,1) desired eigenvectors. We have selected $1=n=8$. So, by increasing the value of $m$, we can achieve closed-loop dynamics whose eigenvectors are closer to the desired set of eigenvectors; we can still assign $1=n=8$ desired eigenvalues. Also, we should achieve a closed-loop A matrix similar to the one shown in Table IX.

On the other side, for simplicity purposes, we do not want to introduce in the feedback structure too many deflection inputs, because our goal is only to remove the coupl ing between the longitudinal and the lateral-directional dynamics. Of course, in the selection of the feedback control inputs, we have excluded the damaged left elevator: By using $m=3$ control inputs, that is $\delta_{E R}, \delta_{C L}$ and $\delta_{R}$, we already achieve our goals, as shown in Table XI, where the resulting eigenvalues, eigenvectors, closed-loop A matrix, B matrix and feedback structure are shown. Even better results are obtained, as expected, for $m=4$ control inputs, that is ${ }^{\delta_{E R}}, \delta_{C L}, \delta_{C R}, \delta_{R}$. Table XII shows the resulting eigenvalues, eigenvectors, closed-10op A matrix, B matrix and feedback structure. Note that the absolute value of the feedback gains are lower than the ones shown in Table XI, which means that the task of removing the coupling has been more widely spread among the deflection inputs. Also, in Table XII, we can see that the achieved closed-loop A matrix, besides having all the desired eigenvalues, is almost coincident to the one relative to undamaged conditions shown in Table IX.

## State Estimation with Eigenstructure Assignment

At this point go back to our original assumption that all the states are directly available for feedback, which means that $1=n=8$; so, we can assign 8 eigenvalues. When this assumption is no longer valid, we would have $1<n=8$ and we would be able to assign a reduced number of eigenvalues. This can be a serious problem, since we have no control of all the eigenvalues, some can take on unstable values, like positive values in the s-domain.

In order to assign all the $n$ eigenvalues, an effective approach would be to introduce an Observer or a Kalman Filter to estimate the unmeasured states. However, two points need to be considered when state estimation is coupled with eigenstructure assignment. They are the effects on the transient response due to a pilot input and the effects on the controller dynamics itself.

The effects on the aircraft transient response due to a pilot input can be analyzed by considering the augmented system transfer functions. Given the general state variable form of a continuous-time system:

$$
\begin{align*}
\dot{X}(t) & =A X(t)+B U(t)+L W(t)  \tag{5.14}\\
Z(t) & =M X(t)+V(t)  \tag{5.15}\\
\text { with } Y(t) & =C X(t)  \tag{5.16}\\
U(t) & =U_{F}(t)+U_{P}(t)  \tag{5.17}\\
U_{F}(t) & =K \hat{X}(t)  \tag{5.18}\\
\hat{X}(t) & =A \hat{X}(t)+B U(t)+F(Z(t)-M \hat{X}(t)) \tag{5.19}
\end{align*}
$$

where $F$ is a matrix of estimator gains. Using the state estimation error:

$$
\begin{equation*}
e(t)=x(t)-\hat{x}(t) \tag{5.20}
\end{equation*}
$$

the correspondent augmented system can be written as:

$$
\begin{align*}
& {\left[\begin{array}{l}
\dot{x}(t) \\
\dot{e}(t)
\end{array}\right]=\left[\begin{array}{cc}
\left(A+B_{F} K\right) & -B_{F} K \\
0 & (A-F M)
\end{array}\right]\left[\begin{array}{l}
x(t) \\
e(t)
\end{array}\right]+} \\
& {\left[\begin{array}{l}
B_{P} \\
0
\end{array}\right] U_{P}(t)+\left[\begin{array}{rr}
L & 0 \\
0 & -F
\end{array}\right]\left[\begin{array}{l}
W(t) \\
V(t)
\end{array}\right]} \tag{5.21}
\end{align*}
$$

Taking the Laplace transform of Eq. (5.21) we have:

$$
\begin{align*}
& {\left[\begin{array}{l}
X(s) \\
e(s)
\end{array}\right]=\left[\begin{array}{rr}
\left(s I_{n}-\left(A+B_{F} K\right)\right) & B_{F} K \\
0 & \left(s I_{n}-(A-F M)\right)
\end{array}\right]^{-1} *} \\
& {\left[\begin{array}{l}
B_{P} \\
0
\end{array}\right] \quad U_{P}(s)+\left[\begin{array}{rr}
L & 0 \\
0 & -F
\end{array}\right]\left[\begin{array}{l}
W(s) \\
V(s)
\end{array}\right]} \tag{5.22}
\end{align*}
$$

with $Y(s)=\left[\begin{array}{ll}C & 0\end{array}\right]\left[\begin{array}{l}X(s) \\ e(s)\end{array}\right]$
From Eq. $(5.23)$ we can see that the transfer functions between $Y(s)$ and $U_{p}(s)$ are given by:

$$
\begin{equation*}
Y(s)=C\left[s I_{n}-\left(A+B_{F} k\right)\right]^{-1} B_{P} U_{P}(s) \tag{5.24}
\end{equation*}
$$

which is the same as it would be with a feedback structure but without state estimation. Therefore, with the redesigned feedback structure, as implemented, the closed-loop system transient response due to any pilot input is independent of the state estimator dynamics, regardless if we implement an Observer or a Kalman Filter.

On the other side, the state estimator will affect the controller dynamics. In order to show this relation, recall that, from Eq. (5.19),
we have:

$$
\begin{equation*}
\hat{X}(s)=\left(s I_{n}-A-B_{F} K+F M\right)^{-1}\left(B_{p} U_{p}(s)+F Z(s)\right) \tag{5.25}
\end{equation*}
$$

which will change Eq. (5.18) to:
$U_{F}(s)=K\left[s I_{n}-A_{c o n}\right]^{-1}\left(B_{p} U_{p}(s)+F Z(s)\right)$
where $A_{\text {con }}=A+B_{F} K-F M$
Therefore, the estimator gain matrix $F$ should also be selected to avoid undesirable controller characteristics, such as unstable eigenvalues of the matrix $A_{\text {con }}$. It should not be difficult to realize that this condition is not very restrictive. In other words, if the matrix ( $A-F M$ ) has to have stable eigenvalues, regardless if $F$ comes from an Observer or a Kalman Filter, most likely the matrix ( $A+B_{F} K-$ FM) also should have stable eigenvalues. However, a full address of this problem has not been considered in this study.

## Conclusions

In this chapter a particular approach has been introduced in order to redesign the feedback structure of the flight control system to accomodate the changed dynamics due to damage.

The approach is based on Eigenstructure assignment. Through such assignment we would like to have closed-100p aircraft dynamics with desirable handling qualities and without the longitudinal and lateral-directional coupling induced by the damage. Such desirable uncoupling can be assigned with a particular eigenvectors matrix where the longitudinal modes are not influenced by the lateral modes and vice versa, which means that the elements of the upper right and lower left blocks of the desired eigenvectors matrix are zeros.

The introduced method allows us to assign $\operatorname{MAX}(m, 1)$ eigenvalues and

MIN(m,1) eigenvectors. If we want to assign the overall eigenstructure, the best achievable result is a least squares fit to the desired eigenvectors (Ref.[45]).

For $1=n=8$, the result is that the desirable uncoupling is achieved with the implementation of a limited number of control inputs in the feedback structure ( $m=3$ or 4 ). The closed-loop characteristics to be used for the construction of the mathematical model of the damaged aircraft can, therefore, be updated. The resulting closed-1oop $A$ matrix, besides having the eigenvalues coincident with the desirable eigenvalues, is very similar to the closed-loop A matrix of the undamaged aircraft. Such feedback structure redesign has to be achieved on-1ine by the airborne computer for all the flight regions of the flight envelope. The difference with the previous reconfiguration tasks is that, for this particular phase, time is not a crucial factor. In fact, while a computational line is redesigning the feedack structure, on another parallel 1 ine the algorithm introduced in Chapter IV is taking care of the reconfiguration. Also, if not all the states are available for feedback purposes $(1<n)$, the effects of adding a state estimation structure on the feedback structure have been illustrated.

As final comment, it should be outlined that, one more time, MATRIX $x$ has shown to be an invaluable tool for computational tasks involving heavy matricial manipulations.

## CHAPTER VI

## CONCLUDING REMARKS

Summary, Conclusions and Recomendations

In this study the overall problem of flight control system reconfiguration following a damage and/or a generic failure on a control surface has been considered. Given that the problem has been broken down into the tasks shown in Fig.2, new approaches have been proposed for:

Damaged mode1 estimation task;
Reconfiguration law design task;
Redesign of the feedback structure task.
The main characteristic of the approach used in this study is that the model estimation task and the control task are totally separated. The reason is that the presence of noises, both atmospheric turbulence and measurement errors, do not allow a successful implementation of the reconfiguration algorithm without a previous model estimation due to resulting unacceptable control activities. Therefore, the noise problem is faced in the model estimation task; the result is a deterministic damaged aircraft mathematical mode1 whose dynamics tend to match, using the reconfiguration algorithm, the dynamics of the nominal aircraft mathematical model, also deterministic, built with computer stored data. Furthermore, a method is proposed to redesign the feedback structure.

For the damaged model estimation task, there is a unique characteristic in the introduced approach. We formulated the problem from two different perspectives. One from an aerodynamic point of view and one from an estimation point of view. More precisely, the aerodynamics furnish precious hints to the estimation part on how the system has changed following the damage. Furthermore, the Multiple Model Kalman Filters structure has shown to be a remarkable robust environment for the model estimation process.

For the reconfiguration law design task, the introduced algorithm can be classified as a 2 instants delay matching technique, potentially able to handle nonlinear problems, with an enbodied method to distribute the reconfiguration task among all the remaining healthy control surfaces.

For the redesign of the feedback structure, the main idea behind the introduced approach is to use the extra degrees of freedom furnished by the analytical nature of the control of a multi-input linear time-invariant system problem in order to restore desirable closed-loop handling qualities and to remove the damage generated dynamic coupling. For the considered aircraft model, such goal is easily achieved with a not too complex feedback structure ( $m=3$ or $m=4$ ).

At this point it would be proper to include a critical analysis of the work presented in this study and to outline some 1 imitations of the approaches used. A certain number of comments should be made in order to justify some assumptions, or some real life factors, which may eventually play a rule in the reconfiguration problem. Therefore, review the assumptions made and recall what actions should be taken if they are no longer valid.

First, we assumed the reconfiguration problem to be solved for a rigid aircraft. This is because the most likely aircraft for a reconfiguration strategy are fighters, which given their size and weight distribution, can be reasonably approximated as rigid bodies. Of course, the rigid body assumption can not longer be valid for large size vehicles, like bombers or transport aircraft. For these the state variables vector needs to include a certain number of flexible modes, causing an increase in the system order and an increase in computational time. Note that, eventually the damage generated interference between rigid and elastic modes may represent a serious threat to the success of the reconfiguration.

Next, in constructing the aircraft mathematical model, no attempt has been made to model the actuator dynamics. This has only been done for simplicity purposes and the results do not loose generality. A mathematical model including the actuator dynamics would have an order higher than the one used in this study and higher computational times but will add no conceptual difficulty.

In Chapter III and IV no S.A.S. or C.C.V. functions were considered to be implemented on the aircraft. This assumption was made for simplicity purposes and caused no loss of generality. Fortunally it is the real life implementation of these systems that makes reconfiguration possible. Thanks to these closed-loop systems (Stability Augmentation Systems, Dampers, Gust and Load Alleviation Systems, Flight Envelope Limiting Systems, Ride Quality Control Systems ...), the validity of the linearity assumption is saved for the case when the damaged control surface jams to the minimum and maximum deflection. This is extremely important to us because the damaged model estimation via Multiple Model

Kalman Filters is based on the linear model assumption.
A possible limitation of this approach, particularly related to the damaged model estimation part, is that the software needs a data base which is aircraft dependent. This is because the closed form expressions for the stability derivatives as a function of the normal force coefficient for each control surface depend on the aircraft aerodynamics. Also the computer stored data should include the weight, inertial and geometric characteristics of the considered aircraft. However, this is not major problem.

Another possible limitation of the approach is it does not consider the possibility of the occurrence of a damage simultaneously on more than one control surface.

However, we are still able to handle multiple damage as long as it occurs with a certain time difference because the aircraft data would be updated after each damaged model estimation. Of course, the probability to achieve a full and accurate reconfiguration decreases with the number of damaged control surfaces.

In this study we have reported different steps of the overall reconfiguration process following a damage on the left elevator, which along with the right elevator, are the main longitudinal control surfaces. We have not considered any damage and/or generic failure on a lateral-directional control surface, that is rudder and ailerons.

The reason for this is that, by analyzing a reconfiguration following a damage on an elevator surface, we have considered the most conservative case. In fact, in aircraft dynamics, a damage on a longitudinal control surface involves more aerodynamic coupling with the lateral directional dynamics than a damage on a lateral-directional
control surface involves with the longitudinal dynamics.
The physical explanation for this is that the point of application of the normal force exerted by the ailerons is usually located closer to the center of gravity location along the mean aerodynamic chord, such that very little pitching moment is exerted. The aerodynamic force generated by the rudder has a null component along the normal direction which means a null pitching moment. Note that a reconfiguration following a damage on the rudder cannot be attempted if on the aircraft there is not at least one control surface, other than the rudder, with control authority around the yaw axis. The most suitable solution would be a pair of canards with high dihedral angle.

From a mathematical point of view a damage on a lateral-directional control surface implies a small (or almost null, especially for a damage on the ailerons) changes in the elements of the A matrix. On the other hand, for a damage on the longitudinal control surface, we have shown quite remarkable changes in some of the elements of the $A$ matrix. However, the introduced approaches for the different reconfiguration steps still hold.

One more point that needs to be mentioned is that the probability for a successful reconfiguration with the introduced approaches is strongly dependent on the available computational power and speed. We have discussed this aspect in Chapter III, where the computer speed affects the selection of the number of models $N$ and in Chapter IV, where the computer speed affects the selection of the reconfiguration step $h$. However, this is true for all other reconfiguration methods. The reconfiguration needs to be sized on the computer performance; a slow flight computer may hurt probabilities of success, expecially when the
damaged aircraft dynamics turns out to be unstable.
The author is not aware of the current status of the art of flight computers. It is well known that their performance improves drastically year by year. From the studies reported in Ref. ([15],[16],[20],[21], [22]) the proposed approaches seem to be within today's computer capabilities.

The main advantage of the reconfiguration algorithm introduced in Chapter IV is that it considers the real life occurrence that, following the damage on the control surface, not only the elements of the B matrix but also some elements of the A matrix change and this is particularly true for a damage on the longitudinal control surfaces. With the approach introduced in Chapter $V$ we have shown that it is possible to achieve a closed-loop A matrix almost coincident to the one relative to the undamaged conditions. Thus, there is no longer going to be a real need for an accurate but more sophisticated algorithm like the one introduced in Chapter IV. Instead, it would be more appropriate to use simpler approaches like the Control Mixer Concept using a Pseudo Inverse Technique (Ref.[10],[11]), which assumes the state matrix A being the same for nominal and damaged conditions. Now, if we had an extremely fast and powerful flight computer, the sequence of the reconfiguration tasks introduced in Fig. 2 may be modified such that the redesign of the feedback structure is attempted immediately after the damaged model estimation. Then the Control Mixer Concept takes the place of the reconfiguration algorithm introduced in Chapter IV. However, this suggestion is valid only if the redesign of the feedback structure may be accomplished in a very short amount of time, in the order of a fraction of a second. Otherwise, the advantages of implementing a
simpler reconfiguration algorithm are not worth the trouble of delaying the reconfiguration itself.

This work does not claim to bring revolutionary trends in the flight control reconfiguration problem. The main concept introduced here is that we should not look at this problem only as a control theory problem. It is the author's personal belief that, given the complexity of the aircraft system, given the extremely wide ranges of flight conditions and associated noises, given the unpredictable number of potential failures or damages, one fixed controller structure robust enough to any change in the dynamics due to a damage on any control surface is a fiction and it always will be so.

On the other hand, it does not make sense, on the today sophisticated flying machines, to implement only a few precomputed procedures for emergency conditions; for example, implementing effective procedures for handling an engine failure during takeoff. But, from an aerodynamic and flight dynamics perspective, we may have a view point that, combined with the tools offered by control theory, may guarantee us a greater flexibility and adaptability.

As final comment, the author hopes that the overall relative simplicity of the damaged model estimation and feedback structure redesign methods, along with the accuracy and efficiency of the reconfiguration algorithm, may be the key factors for successful real life on-line implementation of these approaches to the aircraft flight control reconfiguration problem.
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APPENDICES

APPENDIX A

TABLES

## TABLE I

FLIGHT CONDITIONS, AERODYNAMIC,
INERTIAL, GEOMETRIC DATA

$$
\begin{aligned}
& V E L=675.0 \mathrm{ft} / \mathrm{sec}^{-1} \\
& \text { MACH }=0.7 \\
& h=40,000.0 \mathrm{ft} \\
& \rho=0.000588 \text { slug } \mathrm{ft}^{-3} \\
& W=13,000.01 \mathrm{bs} \\
& I_{x x}=28,800.0 \text { slug } \mathrm{ft}^{2} \\
& I_{y y}=18,800.0 \text { slug } \mathrm{ft}^{2} \\
& I_{z z}=47,000.0 \text { slug } \mathrm{ft}^{2} \\
& I_{x z}=1,350.0 \text { slug } \mathrm{ft}^{2} \\
& c=7.04 \mathrm{ft} \\
& b=34.2 \mathrm{ft} \\
& S=232.0 \mathrm{ft}^{2} \\
& X_{c . g .}=0.315 \\
& \alpha_{s}=2.7 \mathrm{deg} \text { where 's' stands for 'stability axes' } \\
& C_{D_{u}}=0.0, \quad C_{D_{1}}=0.0330, \quad C_{T_{u}}=0.0, \quad C_{T_{1}}=0.0330 \\
& C_{D_{\alpha}}=0.3, \quad C_{D_{\delta E L}}=0.0, \quad C_{D_{\delta E R}}=0.0 \text {, } \\
& C_{D_{\delta C L}}=0.0 \\
& C_{D_{\delta C R}}=0.0, \quad C_{D S L}=0.0, \\
& C_{L_{u}}=0.4, \quad C_{L_{1}}=0.410 \text {, } \\
& C_{D_{\delta S R}}=0.0 \\
& C_{L_{q}}=6.11, \quad C_{L_{\delta E L}}=0.276 \text {, } \\
& C_{L_{\alpha}}=5.9 \text {, } \\
& C_{L_{\alpha}}=2.20 \\
& C_{L_{\delta C R}}=0.2, \quad C_{L_{\delta S L}}=0.15, \quad C_{L_{\delta S R}}=0.15 \\
& c_{m_{u}}=0.050, \quad C_{m_{1}}=0.007, \quad C_{m_{T u}}=-0.0034 \quad C_{m_{T 1}}=-0.007 \\
& \mathrm{C}_{\mathrm{m}_{\alpha}}=-0.75, \quad \mathrm{C}_{\mathrm{m}_{\mathrm{T} \alpha}}=0.0, \quad \mathrm{C}_{\mathrm{m}_{\alpha}}=-6.7 \quad \mathrm{C}_{\mathrm{m}_{\mathrm{q}}}=-20.15
\end{aligned}
$$

$$
c_{m_{\delta E L}}=-0.72, \quad c_{m_{\delta E R}}=-0.72 \quad c_{m_{\delta C L}}=-0.35 \quad c_{m_{\delta C R}}=-0.35
$$

$$
C_{m_{\delta S L}}=-0.15 \quad C_{m_{\delta S R}}=-0.15
$$

$$
C_{Y_{\beta}}=-0.730, \quad C_{Y_{p}}=0.0
$$

$$
C_{Y_{\delta A R}}=0.0, \quad C_{Y_{\delta R}}=0.138
$$

$$
c_{7_{\beta}}=-0.132, \quad c_{T_{p}}=-0.45
$$

$$
C_{T_{r}}=0.163
$$

$$
c_{7_{\delta A L}}=0.089
$$

$$
c_{T_{\delta A R}}=0.089, \quad c_{T_{\delta R}}=0.0172
$$

$$
c_{n_{\beta}}=0.127, \quad c_{n_{T \beta}}=0.0, \quad c_{n_{p}}=0.008, \quad c_{n_{r}}=-0.2412
$$

$$
c_{n_{\delta A L}}=-0.0086, c_{n_{\delta A R}}=-0.0086, \quad c_{n_{\delta R}}=-0.0747
$$

TABLE II

CONTINUOUS-TIME STATE VARIABLE MODEL OF THE AIRCRAFT FOR UNDAMAGED NOMINAL CONDITIONS


TABLE III

MATRICES OF THE DISCRETE-TIME STATE VARIABLE MODEL OF THE AIRCRAFT FOR UNDAMAGED NOMINAL CONDITIONS

$$
\begin{aligned}
& A=\left[\begin{array}{cccccccc}
0.9929 & 0.0098 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0836 & 0.9834 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0844 & -0.0012 & 1.0 & -0.3218: 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0004 & 0.0099 & 0.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.999 & 0.0 & -0.01 & 0.0005 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0496 & 0.9956 & 0.0018 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0282 & 0.0 & 0.8985 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0002 & 0.01 & 0.0 & 1.0
\end{array}\right] \\
& B=\left[\begin{array}{cccccccccc}
-0.0008 & -0.0008 & -0.0003 & -0.0003 & -0.0004 & -0.0004 & 0.0 & 0.0 & 0.0 \\
-0.0876 & -0.0876 & -0.0173 & -0.0173 & -0.0403 & -0.0403 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0004 & -0.0004 & -0.0001 & -0.0001 & -0.0002 & -0.0002 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0003 \\
0.034 & -0.034 & 0.031 & -0.031 & 0.029 & -0.029 & 0.0338 & 0.0338 & 0.0062 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -0.0016 & -0.0016 & -0.0168 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0002 & 0.0002 & 0.0
\end{array}\right]
\end{aligned}
$$

$$
L=\left[\begin{array}{cc}
0.9929 & 0.0 \\
-0.0836 & 0.0 \\
0.0844 & 0.0 \\
-0.0004 & 0.0 \\
0.0 & 0.9990 \\
0.0 & -0.0496 \\
0.0 & 0.0282 \\
0.0 & -0.0002
\end{array}\right]
$$

$$
C=\left[\begin{array}{llllllll}
1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0: 0 & 1.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0 & 0.0
\end{array}\right]
$$

$$
Q=\left[\begin{array}{ll}
0.0005 & 0.0 \\
0.0 & 0.0005
\end{array}\right]
$$

$$
R=\left[\begin{array}{lllllll}
0.0006 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0: 0 & 0.0015 & 0.0 & 0.0 & 0.0 & 0.0 \\
0: 0 & 0.0 & 0.1000 & 0.0 & 0.0 & 0.0 \\
0: 0 & 0: 0 & 0.0 & 0.0006 & 0.0 & 0: 0 \\
0: 0 & 0.0 & 0.0 & 0.0 & 0.0245 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0015
\end{array}\right]
$$

TABLE IV

## DISCRETE-TIME A AND B MATRICES OF THE STATE VARIABLE OF THE AIRCRAFT FOLLOWING THE DAMAGE

$$
A=\left[\begin{array}{cccccccc}
0.9933 & 0.0099 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0348 & 0.9875 & 0.0 & 0.0 & 0.0 & 0.0 & 0: 0 & 0.0 \\
0.0843 & -0.0012 & 1.0 & -0.3218 .0 .0 & 0.0 & 0.0 & 0.0 \\
-0.0002 & 0.0099 & 0.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.999 & 0.0 & -0.01 & 0.0005 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0496 & 0.9956 & 0.0018 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0282 & 0.0 & 0.8985 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -0.0002 & 0.01 & 0.0 & 1.0
\end{array}\right]
$$

$$
B=\left[\begin{array}{cccccccccc}
-0.0003 & -0.0008 & -0.0003 & -0.0003 & -0.0004 & -0.0004 & 0.0 & 0.0 & 0.0 \\
-0.0379 & -0.0876 & -0.0173 & -0.0173 & -0.0403 & -0.0403 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
-0.0002 & -0.0004 & -0.0001 & -0.0001 & -0.0002 & -0.0002 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0003 \\
0.015 & -0.034 & 0.031 & -0.031 & 0.029 & -0.029 & 0.0338 & 0.0338 & 0.0062 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -0.0016 & -0.0016 & -0.0168 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0002 & 0.0002 & 0.0
\end{array}\right]
$$

## TABLE V

> DISCRETIZED VALUES OF THE NORMAL FORCE COEFFICIENT OF THE LEFT ELEVATOR RELATIVE TO $N=12$ AND $N=23$


## TABLE VI

> INCREASED ORDER STATE VARIABLE MODEL FOR MODELING ATMOSPHERIC TURBULENCE WITH AR $(1)$ PROCESSES $\left(\alpha_{w}(k+1), \beta_{W}(k+1)\right)$




$$
\left[\begin{array}{ll}
\alpha & (k) \\
q & (k) \\
u & (k) \\
\theta & (k) \\
\beta & (k) \\
p & (k) \\
r & (k) \\
\Phi & (k) \\
\alpha_{w}(k) \\
\beta_{w}(k)
\end{array}\right]+\quad v(k)
$$

TABLE VII

$$
\begin{aligned}
& \text { COMPARISON BETWEEN } \mathrm{S}^{-1} \\
& \text { COVARIANCE MATRIX FONG (INARELATED TURBULENCE } \\
& \text { CORRECTLY MODELED) AND } S^{-1} \text { COR (INVERSE OF } \\
& \text { THE RESIDUAL COVARIANEE MATRIX } \\
& \text { FOR CORRELATED TURBULENCE } \\
& \text { UNCORRECTLY MODELED) } \\
& S_{\text {UNC }}^{-1}=\left[\begin{array}{rrrlrr}
523.151 & 33.887 & -1.129 & 0.0 & 0.0 & 0.0 \\
33.887 & 656.989 & 0.498 & 0.0 & 0.0 & 0.0 \\
-1.129 & 0.498 & 9.749 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 515.100 & 2.817 & -26.034 \\
0.0 & 0.0 & 0.0 & 2.817 & 40.719 & 0.983 \\
0.0 & 0.0 & 0.0 & -26.034 & 0.983 & 655.746
\end{array}\right] \\
& S_{C O R}^{-1}=\left[\begin{array}{cccccc}
539.301 & 21.843 & -0.741 & 0.0 & 0.0 & 0.0 \\
21.843 & 659.608 & 0.331 & 0.0 & 0.0 & 0.0 \\
-1.741 & 0.331 & 9.843 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 534.583 & 1.803 & -16.673 \\
0.0 & 0.0 & 0.0 & 2.817 & 40.747 & 0.695 \\
0.0 & 0.0 & 0.0 & -16.673 & 0.695 & 659.121
\end{array}\right] \\
& \beta_{U N C}=4342.6 \\
& \beta_{C O R}=4543.8
\end{aligned}
$$

TABLE VIII

> COMPARISON BETWEEN THE SHORT PERIOD NATURAL FREQUENCIES AND DAMPINGS AT NOMINAL AND DAMAGED CONDITIONS USING EQS. $(4.20)$,
> $(4.21)$ AND MATRIX

Nominal Conditions

$$
\begin{aligned}
& M_{\alpha}=-8.7281 \\
& M_{\dot{\alpha}}=-0.4066 \\
& M_{q}=-1.2228 \\
& Z_{\alpha}=-458.34
\end{aligned}
$$

SHORT PERIOD characteristics using:

$$
\begin{array}{lcc} 
& \text { Eqs. }(4.20)-(4.21) & \text { MATRIX }_{x} \\
{ }^{\omega_{n_{S . P}}=} & 3.091 & 3.062 \\
\zeta_{S . P}= & 0.373 & 0.376
\end{array}
$$

Damaged Conditions

$$
\begin{aligned}
& M_{\alpha}=-3.7339 \\
& M_{\alpha}=-0.2917 \\
& M_{q}=-0.9567 \\
& Z_{\alpha}=-444.27
\end{aligned}
$$

SHORT PERIOD characteristics using:

|  | Eqs. $(4.20)-(4.21)$ | MATRIX $_{x}$ |
| :--- | :---: | :---: |
| ${ }^{\omega}$ nS. P. $=$ | 2.089 | 2.063 |
| $\zeta_{\text {S.P. }}=$ | 0.456 | 0.462 |

TABLE IX

CLOSED-LOOP A MATRIX, BE MATRIX, EIGENVALUES, EIGENVECTORS AND FEEDBACK GAINS FOR NOMINAL, UNDAMAGED,' NATURALLY' UNSTABLE AIRCRAFT

| AC | $=$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.6768 | 0.9939 | -0.0002 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| -8.4604 | -1.6258 | 0.0008 | -0.0015 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 8.4608 | 0.0000 | 0.0000 | -32.1756 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 1.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | -0.0832 | 0.0000 | -0.9988 | 0.0477 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | -4.9804 | -0.4369 | 0.1551 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 2.8192 | 0.0003 | -0.136E | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 1.0000 | 0.0000 | 0.0000 |
| <> b |  |  |  |  |  |  |  |
| B |  | $=$ |  |  |  |  |  |
| -0.0633 |  | 0.0000 |  |  |  |  |  |
| -17.6583 |  | 0.0000 |  |  |  |  |  |
| 0.0000 |  | 0.0000 |  |  |  |  |  |
|  | 0.0000 | 0.0000 |  |  |  |  |  |
|  | 0.0000 | 0.0000 |  |  |  |  |  |
|  | 0.0000 | 0.6278 |  |  |  |  |  |
|  | 0.0000 | -1.6802 |  |  |  |  |  |
|  | 0.0000 | 0.0000 |  |  |  |  |  |
| <> |  |  |  |  |  |  |  |

```
EIVEC =
    1.OD+02*
\begin{tabular}{|c|c|c|c|}
\hline COLUMNS 1 THRU & 4 & & \\
\hline -0.0007-0.0011i & \(0.0000-0.0000 i\) & \(0.0000-0.0001 i\) & \(0.0045+0.0029 i\) \\
\hline \(0.0034-0.0014 i\) & \(0.0000-0.0000 i\) & \(0.0002-0.0004 i\) & \(0.0063-0.0143 i\) \\
\hline \(0.0030-0.0086 i\) & -0.0085-0.0231i & \(0.6970-1.7544 i\) & \(0.0369-0.0118 i\) \\
\hline -0.0008-0.0003i & \(-0.0001+0.0000 i\) & \(0.0049+0.0019 i\) & \(0.0036+0.0036 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0000+0.0000 \mathrm{i}\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline CDLLIMNS 5 THRU & 8 & & \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 \mathrm{i}\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) \\
\hline \(0.0019+0.0017 i\) & \(0.0001+0.0029 i\) & \(-0.0001+0.0000 i\) & \(0.0001-0.0000 i\) \\
\hline \(-0.0063+0.0040 i\) & \(0.0081-0.0024 i\) & \(-0.0095+0.0000 i\) & \(-0.0003+0.0000 i\) \\
\hline \(0.0030-0.0031 i\) & \(-0.0049+0.0003 i\) & \(0.0008-0.0000 i\) & \(0.0020-0.0000 i\) \\
\hline \(0.0025+0.0036 i\) & \(0.0012+0.0048 i\) & \(0.0188+0.0000 i\) & \(0.0412+0.0000 i\) \\
\hline
\end{tabular}
<>
```

```
<> eival
```

<> eival
-1.1510+2.8598i
-1.1510+2.8598i
-0.0003 + 0.0890i
-0.0003 + 0.0890i
-0.0003-0.0890i
-0.0003-0.0890i
-1.1510-2.8598i
-1.1510-2.8598i
-0.0701 + 1.6858i
-0.0701 + 1.6858i
-0.0701 - 1.6858i
-0.0701 - 1.6858i
-0.5085 + 0.0000i
-0.5085 + 0.0000i
-0.0080 + 0.0000i
-0.0080 + 0.0000i
<> k
<> k
K =
K =
-0.5568 -0.0183
-0.5568 -0.0183
0.0000 0.0000
0.0000 0.0000

```
    SHORT FEFIOD (+)
```

    SHORT FEFIOD (+)
    FHHIGOID (+)
    FHHIGOID (+)
    FHUGOID (-)
    FHUGOID (-)
    SHOFT FERIOD (-)
    SHOFT FERIOD (-)
    DUTCH FROLL (+)
    DUTCH FROLL (+)
    DUTEH FOLL (-)
    DUTEH FOLL (-)
    FOLLINEi
    FOLLINEi
    SFTEAL
    SFTEAL
        -0.0001 0.0000 0.0000
        -0.0001 0.0000 0.0000
        0.0000 0.0000
    ```
        0.0000 0.0000
```

TABLE X

CLOSED-LOOP A MATRIX, BE MATRIX, EIGENVALUES, EIGENVECTORS AND FEEDBACK GAINS FOR DAMAGED, ' NATURALLY' UNSTABLE AIRCRAFT WITH THE FEEDBACK GAINS RELATIVE TO THE UNDAMAGED CONDITIONS

```
<> adamcl
    ADAMCL =
```

| -0.6493 | 0.9954 | -0.0002 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -0.7206 | -1.4800 | 0.0000 | -0.0011 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 8.4608 | 0.0000 | 0.0000 | -32.1756 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 1.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | -0.0832 | 0.0000 | -0.9988 | 0.0477 |
| -1.0716 | -0.0353 | 0.0000 | -0.0002 | -4.9804 | -0.4369 | 0.1551 | 0.0000 |
| -0.0102 | -0.0003 | 0.0000 | 0.0000 | 2.8192 | 0.0003 | -0.1366 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 1.0000 | 0.0000 | 0.000 |


| <> bdam |  |
| :--- | ---: |
| BDAM |  |
|  | $=$ |
| -0.0454 | 0.0000 |
| -12.6809 | 0.0000 |
| 0.0000 | 0.0000 |
| 0.0000 | 0.0000 |
| 0.0000 | 0.0000 |
| -1.9244 | 0.6278 |
| -0.0184 | -1.6802 |
| 0.0000 | 0.0000 |

```
EIVECDAM =
    1.OD+O2 *
    COLUMNS 1 THRU }
    0.0000 + 0.0000i
    0.0000-0.0000i 0.0007 +0.0003i
    0.0000 - 0.0000i
    0.0000+0.00001
    -0.0019 + 0.0018i
    -0.0034-0.006Ei
    0.0028 + 0.0033i
    -0.0038 + 0.0022i
        -0.0019 - 0.0097i
        -0.0003-0.0005i
        0.0000 - 0.0000i
        0.0008-0.0007i
        0.0000 - 0.0000i
        -0.0008+0.0001i
        0.0000-0.0000i
        -0.0053 + 0.0003i
        0.0025 + 0.0038i
        -0.0573 - 0.0032i
        -0.0032 - 0.0013i
        0.0000 + 0.0001i
        -0.0031+0.0051i
        -0.0001 - 0.0002i
        -0.0003 - 0.0046i
        CDLUMNS 5 THRU 8
        0.0000 + 0.0000i 0.0000 + 0.0000i
        0.0000 - 0.0000i 0.0000 + 0.0000i
        0.0194 +0.0842i
        0.0005 + 0.0003i
        1.2951 +0.6485i
        -0.0023 + 0.0047i
        0.0000-0.0000i
        -0.0007 - 0.0007i
        0.0003-0.0003i
        0.0061 - 0.0061i
\(0.0000-0.0000 i\)
\(0.0000-0.0000 i\)
\(0.0000-0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0022+0.0019 i\)
\(0.0037-0.0076 i\)
\(-0.0031+0.0038 i\)
\(0.0044+0.0024 i\)

\(0.0004+0.0003 i\)
\(0.0005+0.0003 i\)
\(1.2951+0.6485 i\)
\(-0.0023+0.0047 i\)
\(0.0000-0.0000 i\)
\(-0.0007-0.0007 i\)
\(0.0003-0.0003 i\)
\(0.0061-0.0061 i\)
\(-0.0053+0.0003 i\)
\(0.0025+0.0038 i\)
\(-0.0573-0.0032 i\)
\(-0.0032-0.0013 i\)
\(0.0000+0.0001 i\)
\(-0.0031+0.0051 i\)
\(-0.0001-0.0002 i\)
\(-0.0003-0.0046 i\)

\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000-0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0001-0.0000 i\)
\(-0.0004+0.0000 i\)
\(0.0025+0.0000 i\)
\(0.0524-0.0000 i\)
```


## <> eivaldam

```
EIVALDAM =
```

EIVALDAM =
$-0.0701+1.6858 i$
$-1.0662+0.7332 i$
$-0.0701-1.6858 i$
$-1.0662-0.7332 i$
$-0.5085-0.0000 i$
$0.0016+0.1157 i$
$0.0016-0.1157 i$
$-0.0080+0.0000 i$
DUTCH FELL $(+)$
SHORT FERIOD ( + )
DUTCH FOLLL (-)
SHORT FERIOD ( - )
FOLLING
PHUİOID $\quad$ ( + )
FHUGOID (-.)
SFIFAL

```

\section*{〈> k}
```

$K \quad=$

| -0.5568 | -0.0183 | 0.0000 | -0.0001 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | -0.0001 | 0.0000 |

```

\section*{TABLE XI}

\author{
CLOSED LOOP A MATRIX, BE MATRIX, EIGENVALUES, EIGENVECTORS AND FEEDBACK GAINS FOR DAMAGED, \\ ' NATURALLY' UNSTABLE AIRCRAFT WITH REDESIGNED FEEDBACK STRUCTURE ( \(m=3: \delta_{E R}, \delta_{C L}, \delta_{R}\) )
}
```

<> redadamel

```

\section*{REDADAMCL =}

COLUMNS 1 THRU 4
\begin{tabular}{|c|c|c|c|}
\hline & & i & -0.0001 - 0. \\
\hline \(-8.3387+0.0000 i\) & -1.4691-0.0000i & \(0.0007+0.0000 i\) & -0.0056-0.0000i \\
\hline 8. \(4608+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(-32.1756+0.0000\) \\
\hline \(0.0000+0.0000 i\) & \(1.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000\) \\
\hline \(0.0001+0.00001\) & \(0.0000-0.0000 i\) & \(0.0000-0.0000 i\) & \(0.0000-0.0000 i\) \\
\hline -0.0159-0.0000i & \(0.0005+0.0000 i\) & \(0.0000-0.0000 i\) & \(-0.0002+0.0000 i\) \\
\hline -0.00E8-0.0000i & \(-0.0012+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0001+0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000\) \\
\hline COLUMNS 5 THRU & 8 & & \\
\hline \(0.0000-0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000-0.0000 i\) & \(0.0000+0.0000\) \\
\hline \(0.0000-0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000-0.0000\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000\) \\
\hline \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000\) \\
\hline \(-0.0832+0.0000 i\) & \(0.0000-0.0000 i\) & -0.9988-0.0000i & \(0.0477+0.0000 i\) \\
\hline \(-4.9804+0.0000 i\) & -0.4369-0.0000i & \(0.1551+0.0000 i\) & \(0.0000-0.0000 i\) \\
\hline \(2.8192-0.0000 i\) & \(0.0003+0.0000 i\) & \(-0.1366+0.0000 i\) & \(0.0000-0.0000 i\) \\
\hline \(0.0000+0.0000 i\) & \(1.0000+0.0000 i\) & \(0.0000+0.0000 i\) & \(0.0000+0.0000\) \\
\hline
\end{tabular}
```

<> bred

```
\begin{tabular}{lrr}
\multicolumn{1}{l}{ BRED } & \multicolumn{1}{l}{} \\
& & \\
-0.0317 & -0.0228 & 0.0000 \\
-8.8380 & 4.0685 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0167 \\
-3.3876 & 2.8941 & 0.6278 \\
-0.0324 & 0.0277 & -1.6802 \\
0.0000 & 0.0000 & 0.0000
\end{tabular}
```

REDEIVEC =
1.OD+O2 *
COLUMNS 1 THRU
0.0010 + 0.0008i -0.0017-0.0013i
-0.0027 + 0.0025i
0.0004+0.0091i
0.0011 +0.0005i
0.0000-0.0000i
0.0000 +0.0000i
0.0000 +0.0000i
0.0000 +0.0000i
-0.0032 +0.0054i
-0.0154 +0.0026i
-0.0012-0.0016i
0.0000 +0.0000i
0.0000 +0.0000i
0.0000 + 0.0000i
0.0000-0.0000i
$0.0000+0.0000 i$
$0.0000-0.0000 i$
$0.0000-0.0000 i$
$0.0000+0.0000 i$
$-0.0023-0.0012 i$
$0.0051-0.0054 i$
$-0.0022+0.0037 i$
$-0.0033-0.0029 i$
$0.0000+0.0000 i$
$0.0000+0.0000 i$
$0.0000-0.0000 i$
$0.0000+0.0000 i$
$0.0020+0.0022 i$
$0.0045-0.0071 i$
$-0.0035+0.0034 i$
$0.0041+0.0028 i$

$0.0000-0.0000 i$
$0.0000-0.0000 i$
$0.0000+0.0000 i$
$0.0000+0.0000 i$
$0.0001-0.0000 i$
$-0.0003+0.0000 i$
$0.0020-0.0000 i$
$0.0412-0.0000 i$

```
COLUMNS 1 THRU
\(0.0010+0.00081\)
\(-0.0027+0.0025 i\)
\(0.0004+0.0091 i\)
\(0.0011+0.0005 i\)
\(0.0000-0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)

\section*{4}
\(-0.0017-0.0013 i\)
\(-0.0032+0.0054 i\)
\(-0.0154+0.0026 i\)
\(-0.0012-0.0016 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000-0.0000 i\)

日
\(0.0000+0.0000 i\)
\(0.0000-0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0000 i\)
\(0.0000+0.0001 i\)
\(0.0015+0.0094 i\)
\(-0.0001-0.0008 i\)
\(-0.0029-0.0186 i\)
\[
0.0000-0.0000 i
\] \(0.0000-0.0000 i\) \(0.0468-0.0078 i\) \(0.0000-0.0001 i\) \(0.0000+0.0000 i\) \(0.0000+0.0000 i\)
\(0.0000+0.0000 i\) \(0.0000+0.0000 i\)
```

$0.0001+0.0000 i$
$0.0006+0.0000 i$
$2.4069+0.1434 i$
$-0.0003+0.0067 i$
$0.0000-0.0000 i$
$0.0000-0.0000 i$
$0.0000-0.0000 i$
$0.0000-0.0000 i$
<>
REDEIVAL =

```
\[
\begin{aligned}
& -1.1510+2.8598 i \\
& -1.1510-2.8598 i \\
& -0.0701+1.6858 i \\
& -0.0701-1.6858 i \\
& -0.5085+0.0000 i \\
& -0.0003+0.0890 i \\
& -0.0003-0.0890 i \\
& -0.0080+0.0000 i \\
& \rangle \text { redk }
\end{aligned}
\]

SHORT PEEIOD ( + )
SHORT PERIOD ( - )
DUTCH FEOLL ( + )
DUTCII FOLL (-)
FOLLING
FHULigid ( + )
FHUGigid (--)
SPIRAL
```

REDK $=$
COLUMNS 1 THRU 4

| $3.5953-0.0000 i$ | $0.0544+0.0000 i$ | $0.0000-0.0000 i$ | $0.0013+0.0000 i$ |
| :---: | :---: | :---: | :---: |
| $4.2021-0.0000 i$ | $0.0637+0.0000 i$ | $0.0000-0.0000 i$ | $0.0015+0.0000 i$ |
| $0.0039+0.0000 i$ | $0.0007-0.0000 i$ | $0.0000-0.0000 i$ | $-0.0001-0.0000 i$ |
| COLUMNS 5 THRU | 8 |  |  |
| $0.0000+0.0000 i$ | $0.0000-0.0000 i$ | $0.0000-0.0000 i$ | $0.0000+0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000-0.0000 i$ | $0.0000+0.0000 i$ | $0.0000-0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000-0.0000 i$ | $0.0001-0.0000 i$ | $0.0000+0.0000 i$ |

```

\section*{TABLE XII}

\author{
CLOSED LOOP A MATRIX, BF MATRIX, EIGENVALUES, EIGENVECTORS AND FEEDBACK GAINS FOR DAMAGED, \\ ' NATURALLY' UNSTABLE AIRCRAFT WITH \\ REDESIGNED FEEDBACK STRUCTURE \\ \(\left(m=4: \delta_{E R}, \delta_{C L}, \delta_{R}, \delta_{R}\right)\)
}
```

<> redadamcl
REDADAMCL =
COLUMNS 1 THRU
-0.676B + 0.0000i 0.9939-0.0000i
-8.4604 +0.0000i -1.6258-0.0000i
8.4608 + 0.0000i
0.0000 +0.0000i
0.0000 - 0.0000i
0.0000-0.0000i
0.0000 + 0.0000i
0.0000 + 0.0000i
0.0000 + 0.0000i
1.0000 + 0.0000i
0.0000 +0.0000i
0.0000 +0.0000i
0.0000 - 0.0000i
0.0000 + 0.0000i

| $-0.0002+0.0000 i$ | $0.0000-0.0000 i$ |
| ---: | ---: |
| $0.0008+0.0000 i$ | $-0.0015-0.0000 i$ |
| $0.0000+0.0000 i$ | $-32.1756+0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000+0.0000 i$ |
| $0.0000-0.0000 i$ | $0.0000+0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000+0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000-0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000+0.0000 i$ |

        COLUMNS 5 THRU B
        0.0000 + 0.0000i 0.0000-0.0000i
        0.0000 +0.0000i
        0.0000 +0.0000i
        0.0000 + 0.0000i
        0.0000 - 0.0000i
        -0.4369 +0.0000i
        0.0003+0.0000i
        1.0000 +0.0000i
    0.0000 - 0.0000i
    0.0000 + 0.0000i
        0.0000-0.0000i
        0.0000 + 0.0000i
        0.0000 + 0.0000i
    -0.0832 + 0.0000i
    -4.9804-0.0000i
        2.8192 - 0.0000i
        0.0000 + 0.0000i
    <>
<> bred
BRED =

| -0.0317 | -0.0228 | -0.0228 | 0.0000 |
| ---: | ---: | ---: | ---: |
| -8.8380 | 4.0685 | 4.0685 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.0000 | 0.0000 | 0.0000 | 0.0167 |
| -3.3876 | 2.8941 | -2.8941 | 0.6278 |
| -0.0324 | 0.0277 | -0.0277 | -1.6802 |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 |

```
```

REDEIVEC *
1.OD+O2 *

| COLUMNS 1 THRU | 4 |
| :---: | :---: |
| -0.0012-0.0003i | -0.0001-0.0022i |
| $-0.0002+0.0037 i$ | $0.0063+0.0009 \mathrm{i}$ |
| $-0.0071+0.0057 i$ | 0.0118-0.0102i |
| -0.0011-0.0005i | -0.0005-0.0020i |
| $0.0000-0.0000 i$ | $0.0000+0.0000 i$ |
| $0.0000-0.00001$ | $0.0000-0.0000 i$ |
| $0.0000-0.0000 i$ | $0.0000-0.0000 \mathrm{i}$ |
| $0.0000+0.0000 i$ | $0.0000+0.0000 \mathrm{i}$ |
| COLUMNS 5 THRU | 8 |
| $0.0000+0.0000 i$ | $0.0001+0.0001 i$ |
| $0.0000+0.00001$ | $0.0005+0.0004 i$ |
| $0.0449+0.0150 i$ | $1.9576+1.43131$ |
| $0.0000+0.0001 i$ | $0.0040-0.0054 i$ |
| $0.0000-0.0000 \mathrm{i}$ | $0.0000+0.0000 i$ |
| $0.0000-0.0000 i$ | $0.0000-0.0000 \mathrm{i}$ |
| 0.0000-.0.0000i | $0.0000+0.0000 \mathrm{i}$ |
| 0.0000-0.0000i | $0.0000+0.0000 i$ |
|  |  |
| redeival |  |


| $0.0000+0.0000 i$ | $0.0000+0.0000 i$ |
| ---: | ---: |
| $0.0000-0.0000 i$ | $0.0000-0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000-0.0000 i$ |
| $0.0000+0.0000 i$ | $0.0000+0.0000 i$ |
| $-0.0002+0.0026 i$ | $0.0026-0.0013 i$ |
| $0.0073-0.0014 i$ | $0.0017+0.0083 i$ |
| $-0.0043-0.0001 i$ | $-0.0020-0.0044 i$ |
| $0.0007+0.0044 i$ | $0.0048-0.0012 i$ |

0.0000 +0.0000i 0.0000 + 0.0000i
0.0000 +0.0000i 0.0000 +0.0000i
0.0000-0.0000i 0.0000-0.0000i
0.0000-0.0000i 0.0000-0.0000i
0.0000 + 0.0001i 0.0001 +0.0000i
-0.0022 +0.0093i -0.0003-0.0001i
0.0002-0.0008i 0.0018 + 0.0007i
0.0043-0.0183i 0.0383 + 0.0151i
<>
<> redeival
REDEIVAL =
-1.1510-2.8598i
SHORT FERIOD (-)
-1.1510-2.8598i
SHORT FERIOD (+)
-1.1510-2.8598i
-1.1510-2.8598i
-1.1510-2.8598i
-1.1510-2.8598i
-1.1510-2.8598i
-1.1510-2.8598i
DUTCH FOLLL (-)
DUTEH ROLL (+)
FHIUGOID (-)
FHUGOID (+)
FOLLING
SFIEAL
<> redk
REDK =
COLUMNS 1 THRU }
1.6728-0.0000i 0.0546 +0.0000
0.9770-0.0000i 0.0448 + 0.0000i
-0.9811 +0.0000i -0.0191 - 0.0000i
0.0000 - 0.0000i
0.0000 + 0.0000i
.0000 - 0.0000i
0.0002 +0.0000i
0.0001 - 0.0000i 0.0001 +0.0000i
0.0000 - 0.0000i
0.0000-0.0000i
-0.0001 - 0.0000i
0.0000 +0.0000i
0.0000 + 0.0000i
0.0000 + 0.0000i
0.0000 - 0.0000i
0.0000 - 0.0000i
COLUMNS 5 THRU
0.0000-0.0000i
0.0000 - 0.0000i
0.0000 + 0.0000i
0.0000 + 0.0000i
<>

```
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FIGURES


Figure 1. F-16 aircraft with independent control surfaces.


Figure 2. Step-by-step overview of the Reconfiguration Problem.



Figure 4. Right and left (damaged) elevator inputs.


Figure 5. Probability convergence to the closest model ( \(N=12, C_{L_{\delta E L}}=0.121\) ).


Figure 6. Probability convergence to the closest model \(\left(N=23, C_{L_{\delta E L}}=0.121\right)\).


Figure 7. Probability convergence to the closest model
( \(N=12, C_{L_{\delta E L}}=0.114\) ).


Figure 8. Parameters for the selection of the value of \(N\).


Figure 9. \(\quad \begin{aligned} & \text { Gyst's vertical velocity }\left(\alpha_{g}(k)=\text { white noise, }\right. \\ & \left.\sigma_{\alpha}=0.0005\right) .\end{aligned}\)


Figure 10. Gyst's vertical velocity \(\left(\alpha_{g}(k)=\right.\) white noise, \(\sigma_{\alpha}^{2}=0.002\) ).


Figure 11. Probability convergence to the closest model \(\begin{array}{rl}\left(N=12, C_{L_{0}}=\right. & 0.121) \text { for different values } \\ \text { of } Q \text { and } Q_{m} & Q=\left[\begin{array}{lll}0.002 & 0 \\ 0 & 0.002\end{array}\right] \quad Q_{m}=\left[\begin{array}{lll}0.0005 & 0 \\ 0 & 0.0005\end{array}\right]\end{array}\)


Figure 12. Probability convergence to the closest model \(\left(N=12, C_{L_{~}}=0.121\right)\) for different values
of \(Q\) and \(Q_{m} \delta L\)
\(Q=\left[\begin{array}{lll}0.0001 & 0 \\ 0 & 0.0001\end{array}\right] Q_{m}=\left[\begin{array}{lll}0.0005 & 0 \\ 0 & 0.0005\end{array}\right]\)


Figure 13. Probability convergence to the closest model \(\left(N=12, C_{L_{\delta E L}}=0.121\right.\) ) for different values of \(Q\) and \(Q_{m} L_{\delta E L} Q=\left[\begin{array}{lll}0.00033 & 0 \\ 0 & 0.00033\end{array}\right] Q_{m}=\left[\begin{array}{ccc}0.0005 & 0 \\ 0 & 0.0005\end{array}\right]\)


Figure 14. Filtered probability convergence to the closest model for different values of the filter constants.


Figure 15. Gust's vertical velocity \(\left(\alpha_{g}(k+1)=0.5 \alpha_{g}(k)+\right.\)
\(\mathrm{e}_{\alpha}(k)\) with \(\left.\sigma_{\mathrm{e}}=0.0005\right)\).


Figure 16. Autocorrelation function of the gust's vertical velocity \(\left(\alpha_{g}(k)=\right.\) white noise, \(\sigma_{\alpha}^{2}=0.0005\) )


Figure 17. Autocorrelation function of the gust's vertical velocity \(\left(\alpha_{g}(k+1)=0.5 \alpha_{g}(k)+e(k), \sigma_{e}^{2}=0.0005\right)\).


Figure 18. Autocorrelation function of the residuals for the states \(\alpha\) and \(\beta\) associated with uncorrelated atmospheric turbulence.


Figure 19. Autocorrelation function of the residuals for the states \(\alpha\) and \(\beta\) associated with correlated atmospheric turbulence.


Figure 20. Probability convergence to the closest model \((N=12\), \(C_{L_{\delta E L}}=0.121\) ) for correlated atmospheric turbulence.


Figure 21. Ailerons inputs.


Figure 22. CASE 1 - Angle of attack vs. time (1-nominal; 2-reconfigured).


Figure 23. CASE 1 - Pitch angular velocity vs. time
(1-nominal; 2-reconf igured).


Figure 24. CASE 1 - Roll angular velocity vs. time (1-nominal; 2-reconfigured).


Figure 25. CASE 1 - Right elevator and canards deflections inputs.


Figure 26. Short period poles location for nominal and damaged


Figure 27. CASE 2 - Angle of attack vs. time
(1-nominal; 2-reconfigured).


Figure 28. CASE 2 - Pitch angular velocity vs. time
(1-nominal; 2-reconfigured).


Figure 29. CASE 2 - Roll angular velocity vs. time
(1-nominal; 2-reconfigured).


Figure 30. CASE 2 - Right elevator and canards deflections inputs.


Figure 31. Effect of 'artificial' stability on a fighter aircraft size.


Figure 32. Typical Flight Envelope for a fighter.
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\section*{KALMAN FILTER}

In order to review the Kalman Filter (Ref.[23]-[26]), recall the state variable equations introduced in Chapter III:
\[
\begin{align*}
& X(k+1)=A X(k)+B U(k)+L W(k)  \tag{C.1}\\
& Z(k)=C X(k)+V(k) \tag{C.2}
\end{align*}
\]

We assume that:
\[
\begin{align*}
& E\left[W(i) W^{\top}(j)\right]=Q \delta_{i j}  \tag{C.3}\\
& E\left[V(i) V^{\top}(j)\right]=R \delta_{i j}  \tag{C.4}\\
& E\left[W(i) V^{\top}(j)\right]=0 \tag{C.5}
\end{align*}
\]
\[
\text { with } \delta_{i j}=1 \text { for } i=j
\]
\[
\delta_{i j}=0 \text { for } i<>j
\]
\(X(0)\) is independent of \(W(i)\) 's and \(V(i)\) 's, with:
\(X(0)=N\left(m_{X}(0), P_{X}(0)\right)\)
We are assuming a stationary process.
Our objective is to find an estimate \(X\), given measurements \(Z\).
Particularly, we are looking for:
\(\hat{X}(k / k)=\) best estimate of \(X\) at time ' \(k\) ', given the measurements at time 'k'.

We can write \(\hat{X}(k / k)\) as:
\[
\begin{equation*}
\hat{X}(k / k)=E[x(k) / z(1), z(2), \ldots, z(k)] \tag{C.6}
\end{equation*}
\]

The term on the right hand side of Eq. (C.6) is a Conditional Mean.

This estimate will minimize:
\[
\left.P_{X}(k / k)=P(k / k)=E[(X(k)-\hat{X}(k / k))(X k)-\hat{X}(k / k))^{\top}\right] \quad \text { (C.7) }
\]

The overall Kalman Filter process can be broken down into two separate parts:

PREDICTION: predict \(X(k+1)\), given data up to instant ' \(k\) ';
FILTERING: update the estimation with data at instant ' \(k+1\) '.
The equations for these two parts are given next:
PREDICTION
\(\hat{X}(k+1 / k)=A \hat{X}(k / k)+B U(k)\)
\(P(k+1 / k)=A P(k / k) A^{\top}+L Q L^{\top}\)
FILTERING
\(\hat{X}(k+1 / k+1)=X(k+1 / k)+K(k+1) \tilde{Z}(k+1 / k)\)
where \(\tilde{Z}(k+1 / k)=Z(k+1)-C \hat{X}(k+1 / k)\)
is called 'Innovation Sequence' and its elements are called Filter Residuals.
\(K(k+1 / k)=P(k+1 / k) C^{\top}\left[C P(k+1 / k) C^{\top}+R\right]^{-1}\)
\(P(k+1 / k+1)=[I-K(k+1) C] P(k+1 / k)\)
with the INITIAL CONDITIONS
\[
\begin{align*}
& \bar{X}(0 / 0)=m_{x}(0)  \tag{C.14}\\
& P(0 / 0)=E\left[\left(x(0)-m_{x}(0)\right)\left(X(0)-m_{x}(0)\right)^{\top}\right] \tag{C.15}
\end{align*}
\]

Note that if the disturbance or the measurement noises are not white, the innovation sequence is also not white.

As previously stated, our system is stationary; that is, the matrices of Eqs.(C.1) and (C.2) are time-invariant, also the system is assumed to be asymptotically stable; that is, all the eigenvalues of \(A\) lie inside the unit circle. Therefore, we can introduce:
\[
\begin{equation*}
\lim _{k \rightarrow \infty} P(k+1 / k)=\bar{p} \tag{C.16}
\end{equation*}
\]
which satisfies the following steady-state version of Eq. (C.13) combined with Eq. (C.12):
\[
\begin{equation*}
\bar{P}=A \bar{P}\left[I-C^{\dot{T}}\left(C \bar{P} C^{\top}+R\right)^{-1} C \bar{P}\right] A^{\top}+L Q L^{\top} \tag{C.17}
\end{equation*}
\]

Eq.(C.17) is often referred as steady-state or algebraic Riccati equation. The steady-state version of Eq.(C.12) is :
\[
\begin{equation*}
\bar{K}=\bar{P} C^{\top}[C \bar{P} C+R]^{-1} \tag{C.18}
\end{equation*}
\]

The eigenvalues of the steady-state Kalman Filter all lie within the unit circle, so that the filter is asymptotically stable; this means that:
\[
\begin{equation*}
\left|\operatorname{eig}_{i}[A-\bar{K} C A]\right|<1 \tag{C.19}
\end{equation*}
\]

If the dynamical model described in the Eqs. (C.1) and (C.2) is time-invariant and stationary, but it is not asymptotically stable, it can be shown that Eqs. (C.17),(C.18) and (C.19) still hold as long as the system is at least stabilizable (which means that all the unstable states are controllable) and detectable (which means that all the unobservable states are stable).
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MODELING OF ATMOSPHERIC TURBULENCE

Atmospheric turbulence can be considered in aircraft dynamcs as a two- dimensional random vector \(W(k)\), whose components are \(\alpha_{g}(k)\) and \(\beta_{g}(k)\). These are considered to be mutually independent, Gaussian, white noise random vectors with zero mean and known variances \(\sigma_{\alpha}^{2}=\sigma_{\beta}^{2}=\) 0.0005 , which are the diagonal elements of the Q matrix. The off-diagonal elements of such matrix are zeros because of the mutual independence assumption.

The modeling of atmospheric turbulence has been and still is a topic of massive investigation and research (Ref. [27]-[30]). Several kinds of Gaussian and Non-Gaussian atmospheric turbulence models have been introduced in order to describe life turbulence and to reproduce it in flight simulators. A detailed description of atmospheric turbulence modeling procedures is beyond the scope of this study. However, it is worth mentioning that atmospheric turbulence can be described as components of the velocity \(\left(U_{g}(k), V_{g}(k), W_{g}(k)\right)\) acting on the airplane along the \(X, Y\) and \(Z\) body axes.

These components of the velocity behave essentially as random processes. For such a process the following definitions apply: If we collect an infinite number of time histories, such set is called an ensemble; a random process is stationary if its statistical properties are not dependent on the time of their measurement. In other
words, if we take an ensemble average across the ensemble at time \(t_{1}\) and time \(t_{2}\) and if these ensemble averages are not functions of the time, the process is stationary. A random process is homogenous if its statistical properties are independent of position. Thus, if atmospheric turbulence were homogenous (which is not), its statistical properties would be independent of altitude and geographical location. The lack of homogenoity is an important factor for model ing atmospheric turbulence for STOL flight simulators. Since, in turbulence measurements, it is virtually impossible to obtain ensembles of turbulence data from atmospheric measurements, it is necessary to use time averages to get statistical informations. If such a time average gives the same statistical properties as the ensemble average the process is called ergodic. Note that ergodicity imples stationarity. Realistically, turbulence is not an ergodic process; however, since only relatively short time histories are generally available, we can assume ergodicity. For the generic component \(U_{g}\) and \(W_{g}\) we can define the following quantities:
\[
\begin{equation*}
\text { MEAN VALUE }=\bar{U}=1 / T_{0} \int^{T} U(t) d t=E[U] \tag{D.1}
\end{equation*}
\]
\[
\begin{equation*}
\underline{\text { VARIANCE }}=\sigma_{u}^{2}=1 / T_{0} \int^{T}[U(t)-\bar{U}]^{2} d t=E\left[(U-E[U])^{2}\right] \tag{D.2}
\end{equation*}
\]

AUTO-CORRELATION FUNCTION \(=R_{u}(\tau)=E[U(t) U(t+\tau)]\)
CROSS-CORRELATION FUNCTION \(=R_{U W}(\tau)=E[U(t) W(t+\tau)]\)
POWER SPECTRAL DENSITY \(=\)
\[
\begin{equation*}
\Phi_{u}(f)=\int_{-\infty}^{\infty} R_{u}(\tau) e^{-i(2 \pi f) \tau} d \tau \tag{D.5}
\end{equation*}
\]

The white noise is a particular random process for which the power spectral density is a constant, independent of frequency. We also can define:

CROSS POWER SPECTRAL DENSITY \(=\)
\[
\begin{equation*}
\Phi_{u w}(f)=\int_{-\infty}^{\infty} R_{u w}(t) e^{-1(2 \pi f) \tau} d \tau \tag{D.6}
\end{equation*}
\]

As long as the variables \(U_{g}(t), V_{g}(t)\) and \(W_{g}(t)\) can be translated into an electronic signal, a power spectrum can actually be measured by means of filters or an harmonic analyzer. This is the manner in which turbulence data are usually represented and this is the reason why the turbulence power spectral density is a most important statistical parameter. The most accurate power spectral densities forms were proposed by Theodore Von Karman (Ref. [27]). However, these forms are not very convenient for turbulence model work because they cannot be exactly matched using linear filters.

This problem is usually overcome by assuming the power spectral density suggested by H.L. Dryden (Ref. [27]-[29]):
\[
\begin{align*}
& \Phi_{u_{g}}(\Omega)=\sigma_{u}^{2} \frac{2 L_{u}}{\pi} \frac{1}{\left[1+\left(L_{u} \Omega\right)^{2}\right]}  \tag{D.7}\\
& \Phi_{v_{g}}(\Omega)=\sigma_{v}^{2} \frac{2 L_{v}}{\pi} \frac{\left[1+3\left(L_{v} \Omega^{2}\right)\right]}{\left[1+\left(L_{v} \Omega\right)^{2}\right]}  \tag{D.8}\\
& \Phi_{W_{g}}(\Omega)=\sigma_{w}^{2} \frac{2 L_{W}}{\pi} \frac{\left[1+3\left(L_{w} \Omega\right)^{2}\right]}{\left[1+\left(L_{w} \Omega\right)^{2}\right]} \tag{0.9}
\end{align*}
\]
where \(L_{u}, L_{v}, L_{w}\) are scale lengths;
\(\Omega\) is a spatial frequency \((\Omega=2 \pi f / \mathrm{Vel})\), where Vel is
the aircraft true airspeed.
In general the scale lengths and the variances of each gust component are expected to be functions of the heading angle, altitude, atmospheric stability and mean wind speed relative to the surface. Explicit relationships, results of a massive data investigation, are available (Ref. [30]) and can be implemented on a flight computer. On the other hand, very little is known about the cross spectral densities of the \(U_{g}, V_{g}\) and \(W_{g}\) gust components, particularly with variation of altitude, heading angle and other motion variables. However, such cross effects between the gust components are neglectable at high altitudes since they are mostly due to ground effects. The importance of the Eqs. (D.7), (D.8) and (D.9) is the fact that we can calculate \(\sigma_{u}^{2}, \sigma_{v}^{2}, \sigma_{w}^{2}\) as:
\[
\begin{equation*}
\sigma_{i}^{2}=\int_{0}^{\infty} \Phi_{i}(\Omega) \text { d } \Omega \text { with } i=u, v, w \tag{D.10}
\end{equation*}
\]

Once we calculated these variances we can then calculate \(\sigma^{2}{ }_{\alpha}\) and \(\sigma_{\beta}^{2}\) by using:
\[
\begin{align*}
& \alpha_{g}=W_{g} / U_{1}  \tag{D.11}\\
& \beta_{g}=V_{g} / U_{1} \tag{D.12}
\end{align*}
\]
where \(U_{1}\) is the aircraft forward speed. Therefore, we have:
\[
\begin{align*}
& \Phi_{\alpha_{g}}(\Omega)=1 / U_{1}^{2} \Phi_{W_{g}}  \tag{0.13}\\
& \Phi_{\beta_{g}}(\Omega)=1 / U_{1}^{2} \Phi_{v_{g}}(\Omega)  \tag{D.14}\\
& \sigma_{\alpha_{g}}^{2}=1 / U_{1}^{2} \sigma^{2} W_{g}  \tag{D.15}\\
& \sigma_{\beta_{g}}^{2}=1 / U_{1}^{2} \sigma^{2} v_{g} \tag{D.16}
\end{align*}
\]
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\section*{COMPUTER PROGRAM LISTINGS}

Damaged Mode1 Estimation

A certain number of computer codes have been written for the purpose of estimating the mathematical model of the aircraft following damage. All the non-MATRIX \(x_{x}\) codes have been written in Pascal and implemented on the HP-9000.

First the continuous-time state variable models of the aircraft for damaged and undamaged conditions are calculated by using the program MODELING.P, with the aircraft data of Table I contained in the input file DATAL.DAT. Such a program has been used iteratively for calculating the set of \(N \quad A_{C}\) and \(B_{C}\) matrices. These matrices, discretized by using MATRIXx, are then given as input to the program MODAUX.P. This is an auxiliary program for creating time-histories reflecting the occurrence of the damage in discrete-time with randomly generated noise with desired statistics. The main output files of this program are the data files KALMAN1.DAT and KALMAN2.DAT which contains the state variables data and the control data for Kalman Filter analysis. On the other hand, using MATRIX \(x\), with the user-defined function FILTER. FNC two sets of \(N=12\) and \(N=23\) steady-state Kalman Filter gain matrices (KE), inverse of the covariance of the residual matrices \(\left(S^{-1}\right)\) and \(\beta\) constants are calculated. The \(\beta\) constants, the \(K E, S^{-1}\)
matrices along with the matrices \(A, B, Q, L\) and \(R\) matrices are stored in the data files MODMM1.DAT and MODMM2.DAT, for \(N=12\) and \(N=23\), respectively.

The files KALMAN1.DAT, KALMAN2.DAT along with the files MODMM1.DAT (for \(N=12\) ) or MODMM2. DAT (for \(N=23\) ) are the input files of the program MODMMKF.P which performs the model estimation using the Multiple Model Kalman Filtering. The output of the MODMMKF.P program is the file PROB.DAT, which contains the probabilities associated with each \(A\) and \(B\) configuration.

The probability convergence sensitivity analysis for different values of the \(Q\) matrix is performed by changing the values of the \(Q\) matrices in the program MODAUX.P. A modification of the program MODMMKF. \(P\) is the program FILMODMMKF.P, where the probabilities filtering is performed.

The probability convergence sensitivity analysis for correlated atmospheric turbulence is instead performed using the program CORMODAUX.P where the discrete-time dynamics is simulated with a 10 -th order system rather than a 8-th order system. The corresponding data files CORKALMAN1.DAT and CORKALMAN2.DAT are then used in the program MODMMKF.P which generates the file CORPROB.DAT. The analysis of the differences of the \(S^{-1}\) matrices for correlated and correlated atmospheric turbulence is instead performed with the MATRIX \(x\) user defined functions CORSTEP2.FNC and STEP2P2.FNC. We had to break down the analysis in two user-defined functions because of the large amount of memory required by the manipulation of the large size matrices involved in the analysis.

In the next pages the listings of the following programs are
enclosed:
MODELING.P
MODAUX.P
MODMMKF.P
along with the MATRIX user-defined functions:
FILTER.FNC
CORSTEP2. FNC
STEP2P2.FNC .
```

program modeling <imput,outputy%

```



```

    data4 = armayCH..E.1.,6I af real:
    Ua⿱一𫝀口

```








```

var cdu,odl, ctmb,gtxl,oda,cdde = feal:

```



```

    zu, za,zadot, za, 2de Freal:
    ```



```

    dal1,dclu,dcla,deladat,dcla,dclde real:
    dxu, thetu, dxa, dxdemreal=
    dzu, dza, dzadot, %zQ,dzdemsear=
    ```

```

    <"lat-direz. am&odynamio dimensimmiess and ifimensional derisatio
    ```

```

    clb,olp,clr,clda, ildmm racal;
    ```

```

    ybyypyym,ydayydr=meals
    ```

```

    nb,ntbymp,me, mida,ndr=meal,
    ```



```

    dent, dent⿱⿱亠䒑日心十, tene, dont, dcnda, dcmut=ireal %
    ```



```

    4* comtral derinatives far the macontiguration tash distribution
    ```



```

vat remdzdel yecdzder = real.

```

```

        mecuzdel, recdzder * Feal:
    ```

```

        recdetal,remdituar = real;
        wechadch, mecdracr a weai:
    ```

```

        f%,%,4x= bext%
    var i, %,方, k = integer=
        MGEyside % imemer:
    war al,bisclsdl meal:
    vat" abymag % Hatait%
        GB, 4tht = data3=
    ```

```

    var tum=ana = Ehar=
    ```

```

begin

```

```

writeln%

```

```

woitecin%

```

```

aritelr%

```

```

writeln%
writeln<" This program calculates the contimumus-time Pamd B matrice

```

```

moitel䒜:
writeln<" Hit <Return> to continue.">"
*eaul%%
End:
pugemdure input data%

### % mntegery

begin

```

```

GEaunn<sildat!)
4eset(fif fx|datl)%
mbilye mot eat<ti) da
begin
meadln<fi swe y masmach; %

```


```

reamin<temsty wetys

```








```

mand\#n<timontegonde)

```






```

Teadhn<ts,delde,domdey%

```




```

Emc;
mamertivy
end%

```
procedure set init cond
yau fo integers
begiti

\(9=4=457.3\)
\(T 1=\pi 14573\)
abphat \(=\) alphatastan. 3
thetat \(=\) thetaldr57.3:
ghay = = mindis? 3:
betat m \(=\) betadider. F
and:
procedure stat deriuatives"
const \(9=32 \cdot 1752\)


begin
\(48=4 \% 9\)

QS \(=9 \% 5 \%\)

प50 \(\%=95\) b5:














```

ma

```




```

yty
Yम }=

```








```

献

```





```

ET<br>%
procedure f stab_derivatimes%
conat }9=32.7752
Sar 4,45,950,45\#\#rea⿱%:
* "eal=

```

```

begin
m:= w%g%

```

```

95 = = 5%
950 z= G5 \# 05eg5

```

```

4\#rim: = = 3.957%
tarme ==-32.65% =
tang :=-2.535

```

```

\#\#npt= = %.97%
terpG =- - 4. 984%
dmic m= ma (olde-dclde)%
dma == gna - <cmde-donde) %
dcladat := femplNaclateq
Acmadet = = tempaxdelde5

```


























```

Alia = <astamclday|ixha%

```


```

dntty = = <q5twdenth>>人<25%

```


```

dnda = = Gabmdenda),\zas%
Andi }m={\mathrm{ (abbudentw)yizzs=
end:

```
```

\#t口octury a mattix%

```
#t口octury a mattix%
conet a = 32.1752%
conet a = 32.1752%
Begin
Begin
at= =-{Eamgtal)
```

at= =-{Eamgtal)

```


```

c]== ix5S - <tar(1)(25)<izz5);

```
```

c]== ix5S - <tar(1)(25)<izz5);

```














```

anC!,7] = = 0.0%

```
```

anC!,7] = = 0.0%

```












```

\operatorname{anc}3,2]=-4"=
aadx,z]={ku+m+u;:

```

```

ag[3,5] = = (t-1,w) =
\#\#\#5%]:=0.05
aa[3,\mp@code{\# = wi %}
ames,SS== D.Dm
am[4,}]==0.0

```

```

EaC4=3]:=0.0%
amarmatam}==0.
ame4,5]:0.0%
ag[4,6]==6,0
am[4,7] = = 5in<phit%%

```


```

ami5,2]=0.6%
aa[5,3] z=<-vi,u|\rangle %

```





```

Ba[G.1] ==0.0

```


```

बat5,3] = =0.0%

```






```

arEG, BT= =.0:

```



```

aach, %] ==0.0

```







```

\#GT8, I%=4.0%

```

```

aarg, Z]=m,0%
aa[B=4 = = 0.0;
\#aL6,5] = = D.0%
am[B,G]==1.07

```

```

aacG,at==0.0;
End%
prGcedure bmattixy
begin
bl = ut * <t-<zadat /ul) %;
Cf}

```



```

bet, % %= x.je=

```

```

BEE5, 7 = = 0.0%
bu[G,y]=0.0;
BEET,
St[8, ] = = 0.0;
BET},2]=5=0
bb[2,2]:=0.05
4H[z,2]:= 0.0%
Bt[4,2]==0.05
b\&T5,2] == %da<曻

```


```

bt[g, 2] m= 0.0%
GOE% 3D=0.0%
bLC2=3] :=3. E%
bEL马,3] == 0.0%
5t[4, 3] == 0. B=
bt5,3] == %4F,4%

```


```

bL[B,3] = 0.0%
emG:
procedura d_m_matrix;
ronst}\quadg=32.17E2
begin
\#1:= - - <dzadot<uT);

```



```

Aam[%, I:=Gza<bl:

```



```

SanCt =5]:=\langle-pt<a|> ;
daz[色,GI==\langle-ututh\rangle=

```









```

dacL2,g1 z= Amadot%daall, %]:

```

```

dac[3,2] = =-4 %

```



```

Gat[3.5]=0.0;
dant3,7] == 4 =
dac[3,3]:= 4.5;
Ama[4, 11== 5. 5%
daa[4, 2] == EG\Xi<phil\:
Han[4,3]=5=5%
tan[4,4]= = = 0.0;
damLA,51= = 5.07
maa[4,6]== \#.05
daa[4.7]==-5in(phit)%
Gaa[4,8]== 5.5%

```

```

Gad[5,2]==0.E;

```


```

dan[5,5I := (dyty, \)
dan[5,6]:=\langle<dyp+w|\rangleरu*\rangle %
daa[5,7] == <<dyr-6<br>ut\rangle "

```

```

HadEG, I= 0.D:

```


```

4anTG,37 :=0.3:
4az[s,4] ==0.0

```





```

4acteg %t=0.07
4abl?,I%=0.0%

```


```

daal?,35 = = 0.05
\#ame% 4]=0.0.

```


```

d!) न <dng*12z5|d!\> %

```


```

Marl%,9] = 0.0%

```



```

daa[8,4] =0.4%
daE[B,5]=0.0
Macg,5] = % 0%

```

```

Ga[S,gT %=0.0%
Enct
promedura wec_b_matrizs
var ing = integea=
Gonst g=32.1752;

```

```

    # 5-5al%
    bcam,bspGll,Belausbar = meal=
    Legga
\#== w/95

```


```

750 = = 45 % c5eg%
\square5% = = 95 b5%
Dt = 4u % <t-{dzadotru\) )

```


```

bogn := 1.g%
Gजफ़ब1 = = 2.7%
benew*=T.G%
552 = 5.0]
if <stue= %) then
begin
cher == ade%2.0%
cldel m= molde m- matam"
mader = mmderz. DF
cmelel = bomate - moder:
Facdzder m= - (q5%cldery/f

```

```

        Wecdmatar m = <ase m onderyuyys
    ```



```

        mectuct, 2] = 4acdzder bl%
    ```

```

        croldse z= cidar*(bspailubs2) =
        croldsa \leqq= - graldary
    ```

```

        Gugldcl z= -araldet%
    ```


```

        10t a = 45bmteralder/ax%s%
    ```


```

        1451 == q5b*ctaldalllmas=
    ```

```

        ldel == qsbwergldelyixws:
        fechu[G,T]:= Latel*imws,ci=
    ```



```

    ena;
    \#f (situe=2) then
begin
GREL = GLdE%.D.
clder m= delde - clded;
cmdel = = maderz. n%
cmater = = cmde - Emdel;

```

```

        recdzdel m= -Ggstaluel)<t%
    ```


```

        rectuct, i] = mecdzder/Gi=
    ```

```

        recturl , 21 == mecdzdelrb1:
    ```


```

        ctaldsl %= - crmidsry
        Grolder = = -cldcr* ©can/be2)=
        ctgltacl "= - couldet"
        Grolder *= -cldatm4delevebs)=
    ```









```

        rectutG, 2l z=1delwinma<ctz
    ```

```

        EnG:
    for i==3 to 5 du
        begin
    ```
```

            #GT j %= \ to 2 40
                begin
                    mebtic}=3=\=0.0
                        End:
        254:
    fot 5 = to 2 \a
            hegin
            mecbbrg i m = 0.0
            end%
    ```

```

    "ectzdSi % = - Gatmbidst>um:
    mecdzacl = = - <qs#clacl)/m%
    rectudct == -qg*clucr)/隹
    tecdmdsl #= <asmNomcal)/ig%%
    ```

```

    recdmacl z= <-G5cmemdcly,igy%
    ```

```

    mecthet;z] = recdzdsl,mb
    rechb[4 = = = Ecuzasm /bt%
    ```




```

    mectu[2,5] = recdedel % <dmedatsmectb[1,5]>
    ```

```

    far i := 3 ta Q da
        begiti
            for j : = 3 ta E 4c
            begin
                recthri,j]:=0.0%
            อก免:
        Erd;
    ```


```

    mectut6,5] %= 1dci+1mxa,01;
    ```





```

endy

```


```

begum

```
```

begum

```






```

dbuti, T = dzdarni:

```
```

dbuti, T = dzdarni:

```


```

dtbe?, I %= nkde%

```
dtbe?, I %= nkde%
4t54, 1] = 0.0%
```

4t54, 1] = 0.0%

```
```

4bt[5,1]==0.40

```


```

4BE[S,1] = = 0.0
dGbEt,z]=0.0%
dGEL2,27 ==0.07
\#H4Z,2]=0.0%
d5b[4,2]:=0.0;

```



```

46[g,2]=0.0.
dbuly, 3T== 0. 5%
GbyL2,3]=0.5%
4thry,3\=0=0.0
4BL4, 3]=0.0%
dGOES,2] = = dydratu=

```


```

4btcg, 35 = 0.0%
Emd"
procedure irput displav:

```
\(\qquad\)
```

sar ig% s imteger:
Gegim
writmln<*Enter the name of the file where you want tom saum the coeffici

```

```

readln<tildatz)=
rewitite(f3, filutat3)=
uritaln<f3* A matrim "%;
for ww=T ta % do
Degin

```

```

End;
woltelm<tद" ", %

```

```

for j = = ta 9 to
begmm

```

```

End=
wnitalm<fB,* *)*
writeln<t3,* A matwix ot the damaged aimftatt *)
Tar +m=% ta b da
begin

```


```

endy

```


```

fकt ==0 4a B Wa
GEgun

```

Enct


for \(=1 \mathrm{ta} \mathrm{ta}\) begin
 end:
close (f7):
Estet

Begin
Fntrom
input ditaz
set init comd:
stabydarivativezz
S_stat detitatywee\%
a_matiok
D_mator
A a matrixy
rac matrax
d_b_matrixy

end.
```

program aux (input,outputy%

```

```

    datal = arraymi..d.l..g\ at realy
    ```



```

vat a,na,da a datel=
bont, 4ts = dataz=
L,GL,dl = data4%

```

```

    thalpha, tha, thu, ththeka % datas
    ```

```

    wturbyvturb = data;
    ```


```

    Inars fuct = integer%
    semedy sede, eeedS 3 fnteger*
    ```

```

    ualuar, cometac : real=
    x,dx : %eatm
    betaid,thetald,alphald,phild = real;
    ```




```

    zas= Ghat";
    prgeedure intros
begin

```

```

mitatemm*

```

```

wmyafry

```

```

writelam%

```






```

wnitelm%

```

```

meadln:
Enc:
Function randomls real;
mar vena "% mecu;
Gegin

```

```

If seedt < O then

```
```

5end == 5eedi + 352597

```

```

If seedz < th then
gead2 = 5egd2 + 30307=

```

```

If geedS < ft ther
seed3 := meed3 * 30323%
tamp = = seedt/30269.4 + seed2%30307. 4 + seed3/30323. %%

```

```

Emat
Wusction samdGm2\# meal=
va' tenm % wemi:
beginiz

```

```

if कedt < | then
sedl = =504t + 30269.

```

```

if semp < G then
sedz := 5edz % 3030%:

```

```

if seds < 0 then
sedy = 5ed} * 30323%
4mp 2= 5ed1/30263.0 + 5ed2%30307.0 + sedZ/30323.0%

```

```

end:
Functign nurmalmacel;

```

```

begin

* = ramamat:
d = mandomz=
3+g2 %=5attuakmar)

```


```

End%
pucowdure Impuk datag
sat a = unteget%
begin
witelm|*Eter fhe mame mf the tile mftere vou zawed yout R and g matric

```

```

*agdln<tilumati>%
mesetctu, fumetyy=

```

```

begur

```

```

mme";
TGY == = ta 0 ds
begin

```

```

emd:

```
```

Tor a = = to \& da
begim

```

```

            mbEL,9]%
    enta
For i = to g do
begin

```

```

    dhEy,9]%
    \#nd=
meadlnkt!, thetaldyalphaid, phitdstuetaldy;

```

```

meadna(tl,pl,al, ri>=

```

```

meadluktil valvar, esmatacy;
cloae<\&%)

```

```

        megin
    ```

```

        MCi, 2] = = naCi 5]=
    ```

```

        UC[i, 2J == daci,5]
        End:
    seedl == 10;
seedz := 100,
seed3}==1000
gedt := 100t:
sed2 = = 101%
sed }=|=1
writelnc* ")

```

```

Peankr|jdan) \#
witheln<"Enter the time when mamages have been detechem and idmatitied

```

```

madaln<adaty*
EMadm
Ftacegute mangeuver:
Mat ing = integet"
segin
y z=1%
xy=0.b
ymeat
4EJT= =5.0%G?.35
42E]=-5.0%5,Z%

```

```

    x== % &x:
    \ = = * % %
    4ntin\mp@code{3 4at.}

```
```

Fegeat
4[3]=0.0.57.3%
4EJT=0.0.5%,G
Emacy]:= x%
x=w+dx%
j %=j+ = %
Brtai j = BOT=
\#epeat
425j]=5.4.5?.3:

```

```

    tuma[y] m=x%
    x=x % % % %
    j = = % f=
    4m+il = 1205
mepeat
4ET]=0.0%
42j]=0.0%
EMt*e[j] == w
x z=x* * x w
j== j % i"
4rti⿱亠䒑日, j= 4G!%
-mpeat
G[y]= =- 5. 5%-3*
425]= =-3,0,5%.7%
time[j] m=x
x m=x + dx;
y=j + = %
4TEil j = 701%
mepeat
4T[J]=0.0%
42]%=5.0%
HMELJ]:=%%
m=x+dx
j:= + 1=
matir = 8901%
tepees
\#\#[y]=3.0457.3%
4LET = 3.6457.3%
timecj] = = x=
x==x taxw
3 == % 4,
Matil = 220% =
megeat
GTET=0.E
G2Ey= = 0,0%
tare[j]==x*
x=x+dx=
y= 5 + 1=
untilly> mi\tag
y=

```
```

mepeat
4CJ] = = 4.0457.37
4B5, = = 4.0/5%.3%
y= 5 + ! =
wntal j = 4Gy:
repeat
\#EJ] = G.am
4BEJJ=00.05
y=y % %

```


```

Begin
BEiJ \#= D. D=
:4EII==0.0%
GE[L] = = m.0.t
4E[i] := 0,0%
Gry m= a.D:
End:
enG*
procedine simulations
bypE datas=arxayma. 501 ot weals
vat acf = dataS*
sat lat, tau = amteger"
\ar mojok,kgt % integer:
begin
Bhaphact]=0.05
thatt]=0.4%
fhu[1] = = 0.0%
AthehetaldT := 0.0%
AhGeta[t] =0.07
Abpera = = 0.0y
thmE\] == 0.0:

4hgharfow w= W.G*
Tot 2 = = ts 3 da
begen
FO- 3 = = ta B Ba
begin
B[i,j] == Ma[i g]%
End%
Ent%
Fot i m= = ta b do
begin
Fgr 3 m= 4 40 9 4m
begin
G[i,j] = = nb[i, i]%
EnG;
and"
for i = = \& LO S do
begua

```


```

end;

```
```

\& m=0娄:
4egeat
if <t, y= jugmy then
Geg\#n
|G% = = 有 to do
begun
for j m= to b da
BEg\#t

```

```

            Emd;
        Ent:
        for & = = bogita
        begin
            tat j= = 409 10
            begin
                b[i,j]= ab[i, ]I=
            end:
        erdm
    ```

```

        begin
    ```


```

            End;
            G[k]=-5.4.57,3%
        ent:
    kpl z=k* %
    ```








































```

    k ==k+t=
    GmbiL k = rism:
For ka= 妾O nllmm da
BEghin
thalphark] = = <thalphack]*g7, 3) % alphaldy
Wh[t] 5= <thackjme?.3) % G1=

```



```

    thgKk] = < <thpkkj#57.3\rangle + Bi=
    ```

```

    thphi[k]:= {thphi[g]*57.3) + phitu;
    wturb[k] %= nammal*umt:
    wturb[k] = = marmal#wul%
    ```

```

    42[k] a= 42[k]m57.3%
    ```

```

    wS[k] == wECkJ*57.3;
    Emet:
Tapeat

```

```

    readlm(ans)=
    ```

```

If ars = *y* then
begin

```


```

    *Emdn(fildate)=
    memittectz,fildatzy%
    i z= !
    mepert
    ```

```

        *) %= 年 % 5%
    4mtini i > 249?;
    clese(t2)=
    end:

```
```

repeat
writalnc"Loulat you Iike ta mave your lat-tarectional data on a file (y
-eadlm<anG)%

```

```

if anc = "y" then
begin
mbitelmc*Erter the name gt the file where gou want ta saum the direct

```



```

    i := = 1%
    mepeat
    ```

```

            主= i + 5
    4ntili i > 2497=
    ```

```

\#nd:
mepeet

```


```

    qEadlam(ana)=
    ```

```


## ants=* \#* fhem

gegin
writelm\&"Enter the name of thit file where you want to gave the welgci
writelmc"compmerts of the turbulence *."*
meadlm(fildatG);
Tewrite\&fGg*ildatG%;
\# == \#;
Fepeat

```

```

        i == + + % %
    until i % 2497%
    close(tG);
    End:
repacat

```


```

    reaulamans);
    ```

```

If ans = "%" then
begum

```

```

    seadin<cagy%
    F% %=0 4, lag do
    begun
        actEj] #= %.0%
        tak == muita - j%
        fat i z=a ta (mlin-j) ab
        Begrm
    ```

```

        #ad!
    Emc!
    ```
```

    woitehm<Enter the mame af the file where you want to save theyy=
    ```

```

    FemdMm(fildat7)=
    ```

```

    for i := % ta lag do
    Begin
    ```

```

    Ena;
    ```

```

ends
Mepcet

```


```

    readin(an%)
    ```

```

it घñ = "%" hhen
begxim
writem\&"Fmtar the name of the file for the state variables data : " %
meachm<filuatuy=
*ewithe<ta, taldata>=

```

```

    *EadMn(tildatg)
    Fewritu(f5,fildatS)=
    i a= <jdet+b);
    mppeat
    ```




```

        i := i + 1%
    ```

```

    close(ta)=
    clo5E《程)
    4nc;
end:
Begin
\#ntig%
\mput_data=
mamgemyer*
Simulatzang
eme.

```
```

gmegram madimaf <xmputsoutputy;

```

```

    fconfo,nov, terathoms = intagem=
    ```

```

    dt,tf,time % teal:
    sigymatm % real=
    ```

```

    datal = arrawfl..0.1..9.1. - \21 mf realm
    dataz = arravC1. . S.1..G,T. 12] of meal=
    ```

```

    data4 = array[0. .50,T..G] ot real:
    mectar = arragft..#2] at reals
    ```


```

    ke,a,sine : dataz%
    ```

```

    TE: " dataz*
    act % dacta|y
    ```


```

var ana a char%

```

```

Gegin

```

```

writediz%

```

```

\&olyclin%

```

```

moriteln%

```

```

moitelm;
writeln<" This progham penforms the damaged model mestimatign using",

```

```

writelm=

```

```

mesuln
ena:
Fanction Fandom = rasi;
Uat temap "w meci=
begir

```

```

    if sexdl! < C them
    seedil = = beedl % 30259:
    ```

```

    if seed<t < O then
    seed2t m= 5eedzl * 34Fr?%
    ```

```

    if geedS! < 0 then
    seed31 z= seed31 % 30323%
    temp = = seed11/30269.0 * 5eed21/30307.0 + 5eedB1/30323.07
    randaml == temp'- 'trgncktempy%
    "md:
finctian randomz = real=
yar temp = real:
begin

```

```

    if geedi2< < then
    seed12 = 5eedl2 + 30269%
    5ead22 == 172 * <semd22 mod 175> - 子5 (5ead22 %itu 176)=
    if setd2z< Q them
    seed22 == 5eed22 * 303077
    ```

```

    if =eed32< 0 then
    seedZ2 == 5eedu2 * 3032Z%
    ```

```

    mandamz %= temp - trumb<temp)=
    end:
pracedure normal <sig a mealy var nari = realy%

```

```

begir
u := mandmal=
A z= randomz;
5ig2 = = 0qt(5ig)%
z= 5qr+(-2.0*1n(d))*5ig2%

```

```

end;
pracedure get_data_ing
mar ígisk w iriteger=
gegin
writeln<"Enter the name of tha file where the matrices data and the 5

```

```

    meadlm&icldatly=
    meset<th,filuatly%
    readlu(f1,n);
    mendlm<****)
    feadlu(flgatc)%
    #Ead#meth, fo%%
    readim<<<t, novy*
    readin<t|,dty=
    readlm<ti, tw ;
    ```

```

    meadln<fisseedl2,5eed22,5eed}2%%
    ```

```

            Begin
                Ag% == 1 ta n da
                bagim
    ```


```

        emds
    Enid
    Harkz=1 fogneg do
    Begun
        fot i == i to n do
        begin
    ```


```

    end;
    end:
    for i z= 1 ta nov do
    begin
    ```

```

    end;
    for a = = t to now Ho
    begsin
    ```

```

    end;
    ```

```

    tegin
    for i= = to it do
    begim
    ```

```

    end:
    end;
    fork==1 lo nfoda
    begin
        for i m= l ta now dG
        tegem
    ```

```

                EInv*i,G,kJ%:
    end:
    emit%
    for k := = ta nta do
    begun
    ```

```

    erid:
    Fu%k:= to mito do
    begin
    ```

```

    erdi;
    ```

```

cly5e\fly%
end;
Tatcedure 5inmulatitan

```

```

    sum, 5umb 5um2 = racla
    Magytaw % integery
    ```


```

segan

```

```

    wnitulnc*Emet the mame gf the file with the state variables data = *
    meathoc*itubtz)
    Teset(tz, filidstz)
    ```

```

    FeadHrem, x[5],x[G],x[7],x[8]%:
    ```


```

    mesetcts,f的datzy=
    witelnc*Crtar the mame of the tile where you want to sove fhe probab
    ```

```

    readlm(fildat4)
    ```

```

        for i = = to m dog
        begam
            if<a<3) hhen
                begin
                x[i] = = [4]57. 3%
                    erde:
            x[i] == x[i] - xG[i];
            mats:
            for i %= ba now da
            begrim
            marmalurCi, i], ## IM=
            4nt:
            for i = = ta nov do
            Begin
            smil s=0.0%
                    for j == ! to n do
                    gegin
    ```

```

                wnd:
    ```

```

            end:
            *ar k == f to nfo do
            begim
                    for i = = % ta in do
                    begat
                    xred[izk] m=x[i]%
                    mad=
                    TOF
                    begim
                    Sum = = 0.0;
    ```

```

                Begin
    ```

```

                EME=
    ```


```

            Bnt:
            Tor i }==7\mathrm{ to m da
            begin
    ```
```

        EMm = == 4. in
        *at j % = 1 to mov da
        begur
    ```

```

        巴#4:
        xhatLi,kJ = = xpredCi,kh % sum;
        emit:
    end:
    ```


```

begen
For i z=1 to ngu da
begin
Gurgmi{r[立;i],u[i]);
end;

```




```

    For it = = tom do
    Fegin:
    4[1] = आ[%]/57.3.
    end:
    for i m= btonda
    Gegin
    ```

```

        begin
    ```

```

        Ent,
    <EII= = [i] - xीC+7%
    बतन,
    far i #= l ta row do
    Gegin
    S4mi = = a. 5%
        R0% == 1 ta m 4a
        begin
    ```

```

        End:
    zEi] == sumel * win];
    巴⿰亻⿱丶⿻工二十凵
    fork }z=1\mathrm{ la nitc EO
    Gegim
        far in}=|\mathrm{ to nidy
    #egin
    stme= =0. 5:
        fat J== bendec
        begin
    ```

```

        Ent!
    5um2 = = 0 0 % 
        Faty y= % tamanc
        Begin
    ```

```

        Enc!:
    MgredLi, k] == Eumt % 5Nmz%
    end%
    ```
```

    Fat i = = bo mov do
    begin
    5H% = =0.45
        Tat ja=1 tan n 00
        Begin
    ```

```

        end:
    ```


```

    *M悉:
    ### i == % ta m do
    begit
    Sum:=0.0.
    Fot}%=|\mathrm{ 10 nom erm
    begin
    ```

```

    End:
    Khat[im,k] z= mpredrim,k] 5um%
    Emat
    end:
Fark := 4 Eamfo do
began
Agt == ta now da
begerm
इum = = D. D%
Fot = = ta nou to
begin

```

```

        End:
    ```

```

    end:
    Sum 5= 0.0%
    ```

```

        begin
    ```

```

        End!
    ```


```

    if <sum< < 40.0) thera
        #egith
            #Git }\textrm{E}=-49.0
            Em":
    a[k]== exp(5|a%)
    EmC:

```

```

    Fat & = | ta nte da
    begen
    ```

```

    End%
    Fark = = ta bteda
    begtm
    ```

```

    &f<grabuk] < O. Duth % then
    Begin
    PGECkJ = 0. GOES =
    erd:
    ```
```

            end;
        sum:=0.07
            For k}==1\mathrm{ ta mite do
            begir
            zim z= sum * magb[k]%
            End:
            fork = = to ntede
            Gegin
            PGGBLk] == ptoblk]
            #nd;
    ```

```

    End;
    0105E{44)=
    clकぁe(f)
    ClG5e<t2)=
    repart
        wiriteln<" Once you have the residial data, would you lika to amalyze
    ```

```

        readln(ama)
    ```

```

    ir ans = * then
    begin
    smitelr&"Enter the "lag" of the gutocorfelatian fungtions <igheger>
        readin<lag)=
        for i := fo nov da
        begin
            TGe a = 0 ta lag dor
            Gegin
                    acf[j,i]=0.0%
                    tau = = iteratigmp-j"
                    #ar i主 == i ha (iterations-j) do
                    begm
    ```

```

                    mad:
                emd;
        End:
        writeln<*Entem the mame of the file where qouimart to save the"y
    ```

```

        meadmefildatcy*
        fewrite<tg fildatgy;
        #Gr it = = tay lag to
        Begin
    ```

```

        Enat
        chose<t5%
    enを%
    mnd;
Begin
\#\#永%G:
get fatak, f%%

```

```

End.

```
```

//[pp,ke,pzri,beta]= filter(a,b,f,d,r,q)
for i=1:8,g(i,1)=a(i,1);
for i=1:8,g(i,2)=a(i,5);
gqg = q*q*q';
[eval,k,p]= destimator(a,h,gqg,r);
ke = inv(a)*k;
pp =a*p*a' + qqg;
pzr = h*pp*h' + r;
beta = 1./sqrt(((6.28З2)**G)*det(pzr));
pzri = inv(pzr);
retf

```
```

//[phib,hb;gamqgam] = corstepz(a,b,h,d,r,q)
far i=1:8,g(i,1)=a(i,1);
for i=1:8,g(i,2)=a(i,5);
gqg = q*q*g';
[eval,k,p]= destimator(a,h,gqg,r);
ke = inv(a)*k;
pp = a*p*a' + gqg;
pzr = h*pp*h' + r;
beta = 1./sqrt(((6.2832)**6)*det(pzr));
pzri = inv(pzr);
i8= еye(B);
i2 = eye(Z);
i\epsilon = eye(E);
a11=a*(i8-ト:e*h);
a12=g;
a13 = -a*ke;
a21 = 0.0*eye(2,8);
az2 = [0.5,0.0;0.0,0.5];
a3=0.0*eye(2,6);
a31 = 0.0*eye(6,8);
a32 = 0.0*eye(E,2);
a33 = 0.0*eye( }6,6)
phib = [ a11, a12,a13;a21,a22,a23;a31,a32,a33 ];
g11 = 0.0*eye(8,2);
g12 = 0.0*eye(8, \epsilon);
g21 = i2;
g22 = 0.0*eye(2,6);
g31 = 0.0*eye(6,2);
g32 = iG;
gammab = [g11,g12;g21,g22;g31,g32];
qb12 = 0.0*eye(2,6);
qb21 = O.O*eye(E,2);
qb = [q,qb12;qbこ1,r];
gamqgam = gammab*qb*gammab";
hb1z = 0.0*eye(6,8);
hb=[.h,hb1z];
retf
//[pp1,pzr1,pzri1,beta1]= step2p2(phib,hb,gamqgam,r)
[eval,k;p] = destimatar(phib,hb,gamqgam,r);
pp1 = phib*p*phib" + gamqgam;
pzr1 = hb*ppl*hb' + r;
pzri1 = inv(pzr1);
beta1 = 1.0/sqrt(((E.2832)**6)*det(par1));
retf

```

\section*{Reconfiguration Algorithm}

The reconfiguration algorithm introduced in Chapt IV has been implemented in the program RECONF4.P. The listing of this program is not enclosed because of its size; however, a list of the subroutines with their purposes is reported.

Procedure INTRO: the task of the program is introduced.
Procedure INPUT DATA: the aerodynamic data for the damaged and undamaged conditions, the inertial and geometric characteristics and the flight conditions are given as input to the program.

Procedure SET_INIT_CONDIT: the angular conversions are performed and the deflection limits for the control surfaces are set.

Procedures STAB_DERIVATIVES, A MATRIX, B_MATRIX: the state variable mathematical model of the aircraft for undamaged conditions is built using the dimensional stability and control derivatives. The modeling procedures are taken from Ref.[13].

Procedures D_STAB_DERIVATIVES, D_A MATRIX, D_B_MATRIX, REC_B_MATRIX: the state variable mathematical model of the aircraft for damaged conditions is built using the dimensional stability and control derivatives. The 'RECB' matrix, calculated in the procedure REC_B_MATRIX, is relative to all the available control surfaces.

Procedure INPUT_DISPLAY: the resulting A, B matrices previosly calculated for nominal and damaged conditions are
saved on a file.
Procedure DE_FUN: a certain number of elevator inputs are built to be used for simulation purposes.

Procedure DA_FUN: a certain number of ailerons inputs are built to be used for simulation purposes.

Procedure DR_FUN: a certain number of rudder inputs are built to be used for simulation purposes.

Procedure RK4: a Rounge Koutta 4-th order integration is performed.

Procedure RK4_FUN: the state variable models for all the different flight conditions are implemented.

Procedure RECONF_INPUT: 111 the parameters for the dynamic simulation of the reconfiguration are given by the user, that is:
- Reconfiguration time step;
- Selected elevator manoeuver;
- Selected aileron manoeuver;
- Selected rudder manoeuver;
- Time instant when the damage occurs;
- Time instant when the reconfiguration algorithm is applied;
- Minimum value for \([u(n)-u(n-1)]\).

Procedure WEIGHTS: the weight with which each available
heal thy control surface contributes to the reconfiguration is calculated. The used criterium is shown in

Chapt. IV (Eqs. [4.15] and [4.16]).
Procedure RECONF_CONDIT: all the data and the conditions for
the reconfiguration process are saved on a file for future analysis and considerations.

Procedure WEIGHTED_RECONFIGURATION: the amounts of control needed for reconfiguring the selected states at that particular time instant (calculated in the procedure RECONFIGURATION) are spread among the available healthy control surfaces. A check is made for each control surface such that the resulting input desired for the reconfiguration doesn't exceed the deflection 1 imits. Procedure RECONFIGURATION: the overall dynamic simulation of the reconfiguration is performed, by using the procedures RK4 and RK4_FUN. First, from the initial time to the time when damage occurs, the dynamic responses of the damaged and undameged aircraft are coincident; then, we have a drastically changed dynamics from the time when the damage occurs to the time when the reconfiguration algorithm is applied; finally, the reconfiguration algorithm takes over and the amounts of control power needed in order to reconfigure the key states ' p ', ' \(q\) ' and ' \(r\) ' for that particular time instant are calculated. Such amount is then sent to the WEIGHT_RECONFIGURATION procedure. All the results of the dynamic simulation can be saved, if so desired, on output files for future analysis.

\section*{Feedback Structure Redesign}

A certain number of MATRIX \(x\) user defined functions have been implemented for redesigning the Feedback Structure with the approach introduced in Chapt.V. In the following pages the MATRIX functions \(^{\text {f }}\) used in Step 1, Step 2 and Step 3 of Chapt. V are reported: CONTPOLES. FNC

DAMDYNAMICS.FNC
REDESIGN.FNC
```

//[kl,kld,ac]=contpoles(along,blong,alat,blat);
polesl=[-1.1510+2.8598*.jay,-0.0003+0.089*.jay];
kl=poleplace(al,bl,polesl);
blk=bl*kl;
acl=al-blk;
palesld=[-0.0701+1.6858*jay,-0.5085,-0.008];
kld=polepla=e(ald,bld,polesld);
bldk=bld*kld;
acld=ald-bldk;
z=0.0*eye(4);
ac=[acl,z;z,acld];
retf

```
//[adamcl,eivecdam, eivaldam]=damdyn(adam,bdam,k);
bdamk = bdam*k;
adamcl=adam-bdamk;
[eiverdam, eivaldam]=eig(adamcl);
retf
```

//[redk,redadamcl]= redesign(eivec, eival, ared, bred);
ever=eiver;
1 am=eival;
a=ared;
b=bred;
n=8;
for i=1:n,...
eigveci(i)=ever(i,1);
for i=1:n,...
eigvecz(i)=ever(i,z);
for i=1:n,...
eigvec3(i)=eveに(i,3);
for i=1:n,...
eigver4(i)=ever(i,4);
for i=1:n,...
eigvers(i)=ever(i,G);
for i=1:n,...
eigvece(i)=evec(i,G);
for i=1:n,...
eigvec7(i)=eve=(i,7);
for i=1:n,...
eigvec8(i)=evec(i,8);
eigvecit=eigveci";
eigveczt=eigvecz';
eigvec3t=eigvec3';
eigvec4t=eigvec4';
eigvecst=eigvecs;;
eigvecet=eigvect';
eigvec7t=eigvec7';
eigvec8t=eigvec8';
q=eye(8);
m=eye(8);
id=eye(8);
11=inv(1am(1)*id-a)*b;
12=inv(lam(z)*id - a)*b;
13=inv(lam(3)*id - a)*b;
14=inv(1am(4)*id - a)*b;
15=inv(1am(5)*id - a)*b;
1G=inv(lam(E)*id - - a)*b;
17=inv(lam(7)*id - a)*b;
18=inv(1am(8)*id - a)*b;
11t=11";
1ごt=1玉;
13t=13';
14t=14;
15t=15';
lGt=1E*;
17t=17';
18t=18;

```
```

wIt=eigvec1t*q*11*inv(11t*q*11);
w2t=eigveに2t*q*12*inv(12t*q*12);
w3t=eigver3t*q*13*inv(13t*q*13);
w4t=eigver4t*q*14*inv(14t*q*14);
w5t=eiqvec5t*q*15*inv(15t*q*15);

```

```

w7t=eigver7t*q*17*inv(17t*q*17);
w8t=eigver8t*q*18*iпп人(18t*q*18);
w1=w1t';
w2=wご';
w3=w3t";
w4=w4t';
w5=w5t";
wG=wGt';
w7=w7t';
w8=w8t';
v1=inv(1am(1)*id - a)*b*w1;
v2=inv(1am(2)*id - a)*b*w2;
\vee3=inv(1am(3)*id - - a)*b*w3;
v4=inv(lam(4)*id - a)*b*w4;
v5=inv(Iam(5)*id - a)*b*w5;
vG=inv(lam(E)*id - a)*b*wG;
v7=inv(1am(7)*id - a)*b*w7;
v8=inv(lam(8)*id - a)*b*w8;
w=[.w1,w2,w3,w4,w5,wE,w7,w8];
\vee=[\vee1,v2,\vee3,\vee4,vS,v6,\vee7,v8];
redk=w*inv(m*v);
redadamcl=a+b*redk*m;
retf

```
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