
IMPACT, the LLNL 3-D global atmospheric chemical transport model

for the combined troposphere and stratosphere: Model description

and analysis of ozone and other trace gases

D. A. Rotman, C. S. Atherton, D. J. Bergmann, P. J. Cameron-Smith,

C. C. Chuang, P. S. Connell, J. E. Dignon, A. Franz, K. E. Grant,

D. E. Kinnison,1 C. R. Molenkamp, D. D. Proctor, and J. R. Tannahill
Atmospheric Science Division, Lawrence Livermore National Laboratory, Livermore, California, USA

Received 7 November 2002; revised 15 August 2003; accepted 8 September 2003; published 18 February 2004.

[1] We present a global chemical transport model called the Integrated Massively Parallel
Atmospheric Chemical Transport (IMPACT) model. This model treats chemical and
physical processes in the troposphere, the stratosphere, and the climatically critical
tropopause region, allowing for physically based simulations of past, present, and future
ozone and its precursors. The model is driven by meteorological fields from general
circulation models (GCMs) or assimilated fields representing particular time periods. It
includes anthropogenic and natural emissions, advective and convective transport, vertical
diffusion, dry deposition, wet scavenging, and photochemistry. Simulations presented here
use meteorological fields from the National Center for Atmospheric Research (NCAR)
Middle Atmospheric Community Climate Model, Version 3 (MACCM3). IMPACT
simulations of radon/lead are compared to observed vertical profiles and seasonal cycles.
IMPACT results for a full chemistry simulation, with approximately 100 chemical
species and 300 reactions representative of a mid-1990s atmosphere, are presented. The
results are compared with surface, satellite, and ozonesonde observations. The model
calculates a total annual flux from the stratosphere of 663 Tg O3/year, and a net in situ
tropospheric photochemical source (that is, production minus loss) of 161 Tg O3/year,
with 826 Tg O3/year dry deposited. NOx is overpredicted in the lower midlatitude
stratosphere, perhaps because model aerosol surface densities are lower than actual
values or the NOx to NOy conversion rate is underpredicted. Analysis of the free radical
budget shows that ozone and NOy abundances are simulated satisfactorily, as are HOx
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1. Introduction

[2] From pre-industrial times, the concentrations of key
greenhouse gases such as carbon dioxide (CO2), methane
(CH4), nitrous oxide (N2O), and tropospheric ozone (O3)
have increased. Simultaneously, concentrations of strato-
spheric ozone have decreased. While CO2 is an important
greenhouse gas, the combined non-CO2 greenhouse gases
are also important to the radiative balance of the atmosphere

[Intergovernmental Panel on Climate Change (IPCC),
2001]. A key region of interaction between atmospheric
chemistry and the climate is the region near the tropopause.
This is especially true for ozone and its precursors [Lacis et
al., 1990].
[3] Ozone in the stratosphere is beneficial to the bio-

sphere because it absorbs a significant fraction of the sun’s
shorter wavelength ultraviolet radiation. Ozone in the tro-
posphere is a pollutant (respiratory irritant in humans
and acts to damage crops, vegetation, and many materials).
It affects the Earth’s energy balance by absorbing both
incoming solar radiation and outgoing longwave radiation.
Ozone is an important part of the oxidizing capacity of the
atmosphere, through a photolysis pathway that leads to the
hydroxyl radical (OH). Reaction with OH is the main sink
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of many atmospheric species, so its concentration controls
the distributions of many radiatively important species.
[4] Ozone in the troposphere arises from both in situ

photochemical production and transport from the strato-
sphere [Danielsen, 1968; Chung and Dann, 1985; Holton
et al., 1995]. These two ‘‘sources’’ of ozone vary both
spatially and temporally. Within the troposphere, ozone is
formed in situ when carbon monoxide (CO), methane (CH4),
and non-methane hydrocarbons (NMHCs) react in the pres-
ence of nitrogen oxides (NOx = NO + NO2) and sunlight. In
contrast, stratospheric ozone formation is initiated by the
photolysis of O2 and destroyed via catalytic reactions with
NO, H (hydrogen), OH, Cl (chlorine) and Br (bromine), and
self-photolysis. Transport of ozone-rich stratospheric air
through the tropopause into the troposphere can occur during
tropopause folding events [Danielsen, 1968], decay of cutoff
weather systems [Bamber et al., 1984; Loring et al., 1996],
stratospheric streamers [Appenzeller and Davies, 1992;
Appenzeller et al., 1996; Langford and Reid, 1998], and
transport across the subtropical jet [Langford, 1999].
[5] In the past, attempts to simulate the observed distri-

butions of ozone (and other important gases) have focused
on either the stratosphere or the troposphere, often due to
computational constraints. Stratospheric models either
employed simplified parameterizations to represent tropo-
spheric chemical and physical processes, or assumed the
troposphere behaved as a boundary condition [e.g., Rose
and Brasseur, 1989; Chipperfield et al., 1993, 1994, 1995;
Brasseur et al., 1997; Douglass et al., 1997, Rotman et al.,
2001]. Similarly, tropospheric models used tropopause
boundary conditions or simplified stratospheric chemistry
and transport [e.g., Levy et al., 1985; Penner et al., 1991;
Crutzen and Zimmerman, 1991; Roelofs and Lelieveld,
1995; Müller and Brasseur, 1995; Wang et al., 1998a;
Brasseur et al., 1998; Horowitz et al., 1998; Lawrence et
al., 1999; Bey et al., 2001].

[6] This paper presents a chemical transport model named
IMPACT (version 2.0). IMPACT simulates chemical-trans-
port processes, including the important chemical production
and loss cycles throughout the troposphere, stratosphere,
and tropopause region. This allows for a more physically
realistic simulation of both the upper troposphere and lower
stratosphere, which includes the chemically and climatically
important region around the tropopause. Forthcoming mod-
eling requires this capability to adequately simulate past and
future scenarios. Because the computational needs of these
tasks are substantial, IMPACT is designed to run on large
parallel computers.
[7] This paper describes the scientific and computational

formulation of IMPACT and simulation results for
222Rn/210Pb and photooxidants. The IMPACT model chem-
istry and physics is described in section 2. Tracer simula-
tions are described and presented in section 3, while
section 4 presents selected full photochemistry simulation
results. Results and conclusions are discussed in section 5.

2. Model Description

[8] IMPACT is a global, three-dimensional, chemistry-
transport model that contains both a prognostic troposphere
and stratosphere. Its input meteorological fields are
obtained from either a general circulation model (GCM)
or assimilated data, such as that available from the Data
Assimilation Office (DAO) at NASA-Goddard. IMPACT
uses meteorology from a GCM to address historical, future,
and climatological average studies. IMPACT uses assimi-
lated data to simulate specific historical time periods,
typically for particular regions of interest. This paper
focuses on describing the scientific capabilities of the
IMPACT model and general evaluation of model results;
all simulations and results presented here were obtained
using GCM (see next section on MACCM3) input data.
The IMPACT grid resolution is dictated by the input
meteorological data, although currently IMPACT is using
a version of the advection code [Lin and Rood, 1996] that
requires equal latitude gridding. Hence data not on equal
latitudes (e.g., Gaussian data) is regridded before use.
[9] IMPACT is based on an operator-split method for

emissions, advection, diffusion, deposition, convection,
gravitational settling, photolysis and chemistry. Below,
input meteorological fields and the model processes are
described in greater detail.

2.1. Input Meteorological Fields

[10] Currently, IMPACT uses meteorological fields from
either the NCAR MACCM3 GCM [Kiehl et al., 1998] or
the NASA DAO (Data Assimilation Office) GEOS-STRAT
(Goddard EOS Assimilation System-Stratospheric Tracers
of Atmospheric Transport) [Coy and Swinbank, 1997; Coy
et al., 1997] products. Table 1 lists the meteorological fields
and their units used in IMPACT.
[11] The vertical structure of IMPACT is based on a

hybrid sigma-pressure coordinate system,

P i; j; kð Þ ¼ A kð Þ � PTþ B kð Þ � Psfc i; jð Þ; ð1Þ

in which P is local pressure, i, j, and k are the indices in
longitude, latitude, and pressure, PT is a constant unique to

Table 1. Meteorological Input Fields Used in IMPACT

Variable Units

Surface pressure mbbar
Zonal wind m s�1

Meridional wind m s�1

Temperature K
Specific humidity g kg�1

Surface air temperature K
Downward solar flux at surface W m�2

Boundary layer height mbbar
Surface friction velocity m s�1

Vertical diffusion coefficient m2 s�1

Updraft convective mass flux kg m�2 s�1

Downdraft convective mass flux kg m�2 s�1

Entrainment into convective updraft s�1

Entrainment into convective downdraft s�1

Detrainment from convective updraft s�1

Convective precipitation mm d�1

Total precipitation mm d�1

Rainfall across cell edges mm d�1

Total cloud fraction by random overlap clouds unitless
Large-scale cloud fraction unitless
Convective cloud fraction unitless
Turbulent kinetic energy m2 s�2

Surface drag coefficient unitless
Ground temperature K
Surface roughness m
Condensed water total kg kg�1
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the meteorological data set (1000 for MACCM3), Psfc is
local surface pressure, and A and B are weighting factors
dependent only on the vertical level index, k. The values for
A and B are shown in Table 2. Such a general vertical
system allows the use of pure sigma input data (such as
DAO GEOS-STRAT), pure pressure data, or hybrid combi-
nations of sigma and pressure (such as NCAR MACCM3).
[12] The NCAR MACCM3 input meteorology used for

this paper covered 1 year using conditions representing the
mid-1990s. MACCM3 ran on a T42 Gaussian grid, giving
approximately 3� latitude � 3� longitude horizontal reso-

lution. It has 52 hybrid vertical levels, with the top at
0.006 hPa. The T42 Gaussian grid varies latitudinally from
pole to pole and was regridded by NCAR to 4� � 5�
horizontal resolution. The IMPACT simulations in this
work use this 4� � 5� regular grid. Vertical resolution in
the tropopause region is approximately 1.15 km. The fields
are cell-centered (commonly referred to as ‘‘A-grid’’) 3-hour
averages.

2.2. Velocity//Pressure Adjustment

[13] Divergences in the wind field are inconsistent with
time derivatives of the surface pressure field in both the
DAO and NCAR meteorological fields. This inconsistency
arises for two main reasons. First, we need time-averaged
mass-fluxes rather than time-averaged or instantaneous
winds. Second, the winds may have been re-gridded from
the parent GCM grid system. Such inconsistencies between
the wind and surface pressure fields inevitably lead to one
of the following undesirable consequences: non-conserva-
tion of tracer mass, spurious changes in tracer concentration,
or spurious changes to the surface pressure distribution.
These problems do not arise from a deficiency in the
advection routine, which conserves tracer mass and handles
tracer concentrations properly. Rather, these problems are
inherent in all chemistry tracer models using off-line mete-
orological fields with inconsistent winds and surface pres-
sures, as discussed by Jöckel et al. [2001].
[14] In IMPACT, a method related to Prather et al.

[1987, Appendix B.2] and Heimann and Keeling [1989,
Appendix B], treats the inconsistency between winds and
surface pressure. The IMPACT algorithm is simple, fast, and
ensures exact equality between the surface pressure change
implied by the divergence of the modified winds and the
change in the meteorological field’s surface pressure for
each time step.
[15] The starting point for pressure-fixer algorithms is the

divergence equation,

@PF

@t
¼ �r � F; ð2Þ

where F is the vertically integrated mass-flux derived from
the meteorological field winds by multiplying the wind
speed (m s�1) and the pressure thickness of the layer (Pa)
then summing in the vertical (note that this includes linear
interpolation from grid box centered values to values on
grid box boundaries). F has units of N m�1 s�1. PF (in Pa) is
the associated surface pressure calculated via equation (2).
An equivalent equation also applies to PG, the surface
pressure from the meteorological field, and G, the true
mass-flux that gives rise to PG. Ideally we would like to
determine G, but it cannot be uniquely calculated because
the homogeneous equation r . G = 0 has an infinite
number of solutions. Instead, we want to calculate f, the
smallest change to F that will satisfy

r � F þ fð Þ ¼ r � ðGÞ: ð3Þ

Although equation (3) does not have a unique solution
either, it is much easier to find a solution in which f is small,
rather than to ascertain which of the infinite set of solutions
for G is the most physically realistic. It is more convenient

Table 2. List of Coefficients, A and B, Used in the Hybrid Sigma-

Pressure Coordinate Systema

A B
Pressure

(Psfc = 1000 mbar)

0.0000000 0.9925561 993
0.0012607 0.9692941 971
0.0048032 0.9248458 930
0.0102147 0.8569460 867
0.0170959 0.7706060 788
0.0249684 0.6718278 697
0.0333057 0.5672184 601
0.0411057 0.4693495 510
0.0477359 0.3861593 434
0.0533717 0.3154463 369
0.0581622 0.2553391 314
0.0622342 0.2042469 266
0.0656954 0.1608178 227
0.0686375 0.1239024 193
0.0711384 0.0925237 164
0.0732641 0.0658512 139
0.0750711 0.0431792 118
0.0766070 0.0239077 101
0.0779126 0.0075266 85.4
0.0724582 0.0000000 72.5
0.0611434 0.0000000 61.1
0.0513384 0.0000000 51.3
0.0428911 0.0000000 42.9
0.0356552 0.0000000 35.7
0.0294924 0.0000000 29.4
0.0242733 0.0000000 24.3
0.0198782 0.0000000 19.9
0.0161979 0.0000000 16.2
0.0131332 0.0000000 13.1
0.0105953 0.0000000 10.6
0.0085052 0.0000000 8.51
0.0067935 0.0000000 6.79
0.0053992 0.0000000 5.40
0.0042697 0.0000000 4.27
0.0033597 0.0000000 3.36
0.0026304 0.0000000 2.63
0.0020492 0.0000000 2.05
0.0015885 0.0000000 1.59
0.0012252 0.0000000 1.22
0.0009403 0.0000000 0.940
0.0007180 0.0000000 0.718
0.0005456 0.0000000 0.546
0.0004047 0.0000000 0.405
0.0002857 0.0000000 0.286
0.0001920 0.0000000 0.192
0.0001228 0.0000000 0.123
0.0000755 0.0000000 0.076
0.0000458 0.0000000 0.046
0.0000277 0.0000000 0.028
0.0000168 0.0000000 0.017
0.0000102 0.0000000 0.010
0.0000061 0.0000000 0.006

aP(i, j, k) = A(k) * PT + B(k) * Psfc(i, j).
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to re-express equation (3) in terms of the difference between
the pressure tendencies of PF and PG, which we call Perr,

Perr ¼
@PG

@t
� @PF

@t
: ð4Þ

Perr can be calculated from the meteorological field
variables PG and F via equations (2) and (4) and knowledge
of the meteorological field time step. Equation (3) then
becomes

Perr ¼ �r � f : ð5Þ

IMPACT uses the algorithm described and analyzed by P. J.
Cameron-Smith et al. (manuscript in preparation, 2003) to
solve equation (5) in a manner that is precise and efficient.
The algorithm is as follows:
[16] 1. Subtract any global mean pressure change from

Perr.
[17] 2. Remove the zonal mean distribution of Perr

through zonally uniform values of f in the meridional
direction. Note that the zonal mean of Perr will now be
zero for all latitude bands. Note too that this implies the
meridional component of f at each pole is zero.
[18] 3. In each latitude band, start with any grid box and

set f on its eastern boundary to exactly remove the box’s
Perr. Then consider the next grid box to the east, and set f on
its eastern boundary to remove its Perr plus the value of f on
its western boundary, which was determined in the previous
step. Iterate for the rest of the grid boxes in the latitude
band. Finally, subtract off the zonal mean, so that the zonal
mean of f in the zonal direction is zero. Note that this
solution does not depend on which grid box is chosen to be
the first box.
[19] 4. Distribute the horizontal mass-flux, f, (which is a

column integral) between the different horizontal levels in
proportion to dB(k), the change in B(k) between the top and
bottom of each level (see equation (1) in section 2.1). Since
the divergence of f is equal to the needed correction to the
surface pressure (by equation (5)), this method of appor-
tioning f ensures that the additional air mass flowing into
each grid cell is equal to the increase in its mass implied by
the change in surface pressure (Perr), and hence there will be
no change to the inferred air mass flowing through the top
or bottom of any cell (i.e., no change to the vertical wind in
hybrid coordinates).
[20] This algorithm guarantees that f will exactly satisfy

equation (5), as opposed to the algorithm of Prather et al.
[1987], which finds an f that only approximately satisfies
equation (5). This algorithm generally generates small
values for f, as do the other algorithms, but none of the
three algorithms guarantees to find the absolutely smallest f,
with the caveat that there are several possible definitions for
what constitutes the ‘‘size’’ of f.
[21] Step 1 removes any change in global air mass since

equation (5) only has a solution if the global integral of
Perr is zero. Strictly speaking then, the algorithm does not
solve equation (5), but rather finds a solution that elimi-
nates all of the inconsistency between the meteorological
winds and pressures except for any change in global air
mass. Hence, once changes due to advection have been
calculated, IMPACT uses the modified mass-fluxes (F + f )

to determine its surface pressure, rather than PG, in order
to avoid causing residual mass-conservation/concentration
errors.
[22] We ignore any changes to the air mass distribution

due to sources and sinks of water (precipitation and evap-
oration from the surface) because the effect is small (water
vapor is less than 1% of air mass, and change in column
abundance is a small fraction of that) causing changes in the
wind speed of a few millimeters per second.
[23] With this algorithm, tracer mass is now perfectly

conserved by advection. We see significant changes for
many species, especially in the lowermost stratosphere
where ozone is 40–50% higher without the pressure-fixer
(which is unreasonably high compared to ozonesonde data;
see section 4.3 and Figures 11 and 12). We have not seen
any significant changes in the model results attributable to
altered horizontal advection patterns.

2.3. Photochemical Solution Technique
and Reaction Mechanism

[24] The photochemical species equations within IMPACT
are solved using the SMVGEAR II technique [Jacobson,
1995]. In particular, we use a species-by-species variable
time step within our operator-split 1-hour time step to
increase computational performance and control the relative
and absolute numerical errors. SMVGEAR II also orders grid
cells within each node’s sub-region into blocks according to
similarity in stiffness of the species ordinary differential
equations (ODEs), which essentially optimizes the average
time step. Block lengths are selected according to problem
size and number of processors used.
[25] The photochemistry includes reactions for both the

stratosphere and troposphere. Reactions occurring in the
stratosphere include those for Ox, NOy, ClOy, HOy, BrOy,
CH4, and their oxidation products. Reactions allowed in the
troposphere include those for O3, OH, PAN, NO, NO2, CO,
CH4, HNO3, isoprene, ethane, propane, ketones (including
acetone), formaldehyde, acetaldehyde, higher aldehydes,
and their products [Lurmann et al., 1986]. The mechanism
also includes isoprene reactions [Paulson and Seinfeld,
1992], reactions in the remote troposphere [Jacob and
Wofsy, 1988] and peroxy radical reactions [Kirchner and
Stockwell, 1996]. Where applicable, absorption cross sec-
tions and reaction rate coefficients were taken from DeMore
et al. [1997] and Sander et al. [2000]. This version of
IMPACT does not include extensive sulfur chemical reac-
tions, although other versions do. Even though reaction
rates may be small away from their region of importance,
for example CFC photolysis in the troposphere, all reactive
processes are allowed to occur throughout the model
domain.
[26] Substantial laboratory kinetic experiments on iso-

prene oxidation have been conducted since 1992. In this
work, the isoprene mechanism proposed by Paulson and
Seinfeld [1992] has been updated by incorporating recently
updated isoprene-related reaction rate coefficients, products,
and reaction yields, as denoted in Table A1.
[27] Simulating water vapor provides special challenges,

since none of the input meteorological fields contain the
important source of stratospheric water from methane oxi-
dation and IMPACT does not include a full predictive
hydrologic cycle. Within IMPACT, water is produced pho-
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tochemically in the stratosphere from CH4 and H2. A local
tropopause height is calculated (using local temperature and
pressure information) to differentiate these regions (Jim
Stobie, personal communication, 1999). This photochemi-
cally produced stratospheric water is transported as a
separate tracer, thus enabling exchange into the troposphere,
and loss by wet deposition. The total water vapor used in
the photochemistry subroutines in the troposphere is equal
to this water vapor tracer plus the water vapor read in from
the meteorological data. The supply of water vapor from the
troposphere to the stratosphere, through the so-called ‘‘cold
trap,’’ is simulated by enforcing a climatological average
3 mmol mol�1 lower limit on stratospheric water vapor.
[28] This approach simulates fairly well the observed

quantities of water in the stratosphere in the sense of vertical
profile and meridional gradient (for example, in comparison
with Plate 2b of Harries et al. [1996], with the concentra-
tion increasing to about 6.5 mmol mol�1 near the stratopause
and in polar air returning to the troposphere. Water vapor
mole fraction in air moving from the stratosphere to the
troposphere is tracked into the troposphere; this avoids the
possibility of artificial drying of air in the lowest strato-
sphere were the tropopause to descend from one time step to
the next. Because the model does not include the complete
hydrologic cycle with phase transitions, it naturally does not
represent features of observed water vapor fields such as
thin laminar layers in the lowest stratosphere, seasonal
dependence of the hygropause, and polar dehydration.
[29] Photolysis frequencies are obtained from a clear-sky

lookup table developed using methodologies from Douglass
et al. [1997]. The rates are adjusted in the troposphere
depending on the presence of clouds and the archived cloud
fraction in the meteorological fields. Photolysis rates are
decreased by a factor of 1 to 0.5 for clear sky fractions of
1 to 0. Although this approach is not considered a replace-
ment for a full radiative transport calculation, it is necessary
to account for the global cloud-average albedo of 0.3 used
in producing the clear-sky look-up table. Computational
performance was also considered.
[30] Table A1 lists the reactions and corresponding rate

coefficients. Table A2 gives species names. Additionally,
equilibrium constants are listed for six three-body reactions
in which the products are thermally unstable at atmospheric
conditions. Table A1 also includes six reaction rate coef-
ficients that are expressed using complex mathematical
functions (rather than Arrhenius or Troe expressions). For
these, the reaction rate coefficient evaluated at 298K (k298K)
and the temperature dependence of the activation energy is
listed.
[31] Nine heterogeneous processes are included in the

photochemical mechanism, representing hydrolysis of acid
anhydrides and chlorine activation. These reactions are
listed in Table A3. However, neither the processes affecting
aerosol composition or state in the winter polar stratosphere,
nor the dehydration or denoxification of the stratospheric
polar vortex are included.
[32] The tropospheric aerosol surface area densities used

in N2O5 and NO3 hydrolysis were interpolated from
Chuang et al. [1997]. These surface area densities combine
sulfate, biomass burning, and fossil fuel carbon-containing
particles. Reaction probabilities for tropospheric processes
do not depend on particle type and are assumed to represent

surface interactions with a water coating. Hydrolyzes of
N2O5 and NO3 on dilute tropospheric sulfate aerosol to
produce nitric acid are simulated as pseudo-first-order
processes proportional to aerosol surface area. The pure
water reaction probabilities of gN2O5 = 0.05 and gNO3 =
2.0 � 10�4 [DeMore et al., 1997] are used. These tropo-
spheric aerosol surface densities are smoothly joined to
the stratospheric aerosol loading discussed below. The
tropospheric reaction representing the slow hydrolysis of
NO2 to produce HONO and HNO3 is included (S. Sillman,
personal communication, 1997) at a fixed second-order rate
constant (4.0 � 10�24) relative to water vapor. This reaction
is presumably heterogeneously catalyzed and is an impor-
tant source for HONO to initiate radical production at
sunrise.
[33] Six of the reactions in Table A3 represent strato-

spheric hydrolyzes of N2O5, ClONO2, and BrONO2, and
chlorine activation through surface-mediated reactions of
HCl with ClONO2, HOCl, and HOBr. Climatological dis-
tributions of stratospheric liquid binary sulfate aerosol
surface area density based on 1995 SAGE II observations
[Thomason et al., 1997;World Meteorological Organization
(WMO), 1999] are used in the calculation of the collision
rate of the gas with the surface. The surface reaction
probability, representing the irreversible reactive update of
the gas on the aerosol, is temperature and composition
dependent. Values are tabulated by DeMore et al. [1997],
while the expressions implemented in IMPACT are derived
from the experimental literature cited. Reactions between
chlorine species, HCl + ClONO2 for example, are treated as
‘‘pseudo’’ second order, by dividing the bimolecular het-
erogeneous rate constant by the HCl concentration, thus
assuming all HCl is in the aerosol droplet at the temper-
atures for which such reactions are important. This simple
approach captures the midlatitude conversion of NOx to
HNO3 in the lower stratosphere, as well as a portion of the
NOx reduction and chlorine activation that drives the winter
polar stratospheric ozone destruction. We achieve some
degree of chlorine activation as a result of the nonlinear,
negative temperature dependence of the heterogeneous
reaction parameters. Rates of Cl activation can be fast
enough at sufficiently low temperatures essentially to titrate
the reaction partner in smaller abundance. Although pres-
ence of the enhanced surface area density provided by PSCs
would speed this process, it can be effectively saturated to
polar Cl-driven ozone loss.

2.4. Source Emission Inventories

[34] IMPACT includes monthly (or, in some cases, annual)
average emissions of nitrogen oxides (NOx), carbon
monoxide (CO), methane (CH4), non-methane hydrocar-
bons (NMHCs), nitrous oxide (N2O), and chlorofluorohy-
drocarbons (CFCs). These sources arise mainly from
industrial activities including fossil fuel emissions
(NOx, CO, CH4, NMHCs, N2O, CFCs), biomass burning
(NOx, CO, NMHCs, N2O), vegetation (NMHCs), soils (NOx,
N2O), and lightning (NOx). Emissions for the IMPACT
model are listed in Table 3.
2.4.1. Fuel Combustion and Industrial Activity
Emissions
[35] Global emissions of NOx from fossil fuel combustion

are compiled on a 1� � 1� horizontal resolution by the
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International Global Atmospheric Chemistry Project-Global
Emissions Inventory Activity (IGAC-GEIA) [Benkovitz et
al., 1996] and updated by E. C. Voldner et al. (1�� 1� global
SOx and NOx two-level inventory resolved seasonally into
emission sectors and point and area emission sources, 1997,
available at http://www.ortech.ca/cgeic/poster.html). This
inventory gives surface emissions at two vertical levels for
four seasons, which we then interpolate to monthly averages.
The two levels in the GEIA inventory correspond well with
the two lowest vertical levels of the IMPACTmodel. Aircraft
NOx emissions (0.51 Tg N yr�1) are the monthly mean
emissions inventory of Baughcum et al. [1996] andMetwally
[1995].
[36] CO emissions arise primarily from biomass burning,

fossil fuel combustion, and industrial processes. The 525 Tg
CO yr�1 fossil fuel combustion source [Dignon et al., 1998]
is distributed seasonally with a 1� � 1� horizontal resolu-
tion. This source is consistent with recent fossil fuel
combustion estimates of Khalil [1999] and Pacyna and
Graedel [1995], which show CO emissions as 380–620 Tg
CO yr�1 (best estimate of 500 Tg CO yr�1) and 440 ±

150 Tg CO yr�1, respectively. All CH4 emissions are from
Goddard Institute for Space Studies’ (GISS) 1� � 1�
inventory [Fung et al., 1991; Lerner et al., 1988], with
the exception of methane hydrates and clathrates, which
were not included due to uncertainties in their source
strengths and locations. The industrial sources of ethane
and propane are from Watson et al. [1991], as described by
Atherton [1994]. They are scaled to give annual totals of
8 Tg yr�1 ethane and 12 Tg yr�1 propane [Kanakidou and
Crutzen, 1993]. The industrial acetone source of 1 Tg yr�1

given by Singh et al. [1994] is distributed in a manner
similar to the CO industrial distribution.
[37] The annual emissions of CFC11, CFC12, and N2O

(including natural N2O sources) are obtained from GEIA
[McCulloch et al., 1994; Bouwman et al., 1995]. The
mixing ratio of CH3CCl3 in the lowest two model layers
is specified to be typical of 1998 conditions [WMO, 2002].
2.4.2. Biomass Burning Emissions
[38] The biomass burning sources of NOx, CO, and

NMHCs are from Atherton [1995] based on the work of
Liousse et al. [1996]. The sources are appropriate for the
early 1990 time period. Since Liousse’s emissions are only
for tropical latitudes, the biomass burning CO source
(which includes biofuel other than the liquid mobile source
fuels) also incorporates the work of Dignon et al. [1998]
for higher latitudes. Boreal forests fires are included
although are a relatively small source compared to low
and middle latitudes. The total value of our biomass
burning source is 857 Tg CO yr�1. Recent estimates of
biomass burning CO range include 260–930 Tg CO yr�1

[Olivier et al., 1996], while Pacyna and Graedel [1995]
gives a range of 700 ± 200 Tg CO yr�1. The IMPACT
value lies toward the higher end of this range. Other
published source estimates include 1000 ± 600 Tg CO yr�1

[Conrad and Seiler, 1986], 875 Tg CO yr�1 [Andreae, 1990],
300–900 Tg CO yr�1 [Bates et al., 1995], 520 Tg CO yr�1

[Wang et al., 1998a], and 661.8 Tg CO yr�1 [Brasseur et
al., 1998]. Emissions of CO from biomass burning for the
months of January and July are illustrated in Figure 1.
[39] Biomass burning emissions of acetone total 5 Tg yr�1

[Singh et al., 1994], and are spatially and temporally
distributed according to the CO emissions shown in
Figure 1. Ethane and propane biomass burning sources
[Atherton, 1995] are similarly distributed.
2.4.3. Oceanic Emissions
[40] Carbon monoxide oceanic emissions are distributed

temporally and seasonally based on work by Erickson
and Taylor [1992], but with a total global source of
16.5 Tg CO yr�1 rather than 165 Tg yr�1 given in the
original work. This value is similar to the recent estimate of
Bates et al. [1995] of 13 Tg CO yr�1. Ocean sources of
ethane and propane are 0.9 and 1.6 Tg C yr�1, respectively,
and are distributed spatially and temporally as for carbon
monoxide. These values are slightly larger than the emis-
sions of 0.8 Tg C yr�1 for ethane and 1.1–1.4 Tg C yr�1

for propane estimated by others [Brasseur et al., 1998;
IPCC, 2001]. N2O emissions, as stated earlier, are from
GEIA, and originate from Bouwman et al. [1995].
2.4.4. NOx From Soil and Lightning
[41] Nitrogen oxides are emitted during nitrification and

denitrification activities by natural microbes that live in
the soil. Monthly NOx emissions from soils are from

Table 3. Annual Source Emission Rates in the IMPACT Model

Source
Annual Emission,

Tg yr�1

Monthly (M) or
Annual (A)
Average

CO 1398. Tg CO
Industrial/fossil fuel 525 A
Biomass burning 857 M
Oceans 16.5 M

CH4 506. Tg CH4

Industrial/fossil fuel 38.4 A
Land fills 44.6 A
Biomass burning 91.6 M
Animals 75.8 A
Rice cultivation 79.7 M
Wetland/bogs/swamps/tundra 181.1 M
Termites 20.0 A
Loss via soil absorption �(25.1) A

NOx (emitted as NO2) 38.4 Tg N
Industrial/fossil fuel 21.5 M
Biomass burning 6.4 M
Lightning 5.0 M
Soil processes 5.5 M
Aircraft 0.5 M

N2O 18.1 Tg N2O
Industrial/fossil fuel 1.0 A
Biomass burning 0.4 A
Soil processes 10.6 A
Animals 1.3 A
Oceans 4.8 A

CFC11 0.115 Tg CFC11 A
CFC12 0.15 Tg CFC12 A
C5H8 (isoprene) 568. Tg C5H8 M
Terpenes 135. Tg C10H16 M
CH3COCH3 (acetone) 40. Tg CH3COCH3

Industrial/fossil fuel combustion 1 A
Biomass burning 5 M
Biogenic (primary and secondary) 23 M
Terpene oxidation 11 M

C2H6 (ethane) 15.9 Tg C2H6

Industrial/fossil fuel combustion 8.0 A
Biomass burning 6.3 M
Oceans 1.6 M

C3H8 (propane) 17.6 Tg C3H8

Industrial/fossil fuel combustion 12.0 A
Biomass burning 4.7 M
Oceans 0.9 M
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Dignon et al. [1992] and incorporate monthly emission
fluxes as a function of vegetation type [Matthews, 1983],
temperature, and soil moisture [Willmott et al., 1985].
Soil NOx emissions are shown for January and July in
Figure 2. Totaling 5.5 Tg N yr�1, this estimate compares
well with the inventory given by Yienger and Levy
[1995].
[42] Atmospheric production of NOx from high temper-

ature N2 fixation during lightning strikes is also included in
IMPACT. The lightning source is 5.0 Tg N yr�1 and is

horizontally distributed with the location of convective
cloud activity according to parameterization of Price and
Rind [1992]. The vertical distribution of the lightning NOx

is specified from cloud convection simulations of Pickering
et al. [1998]. The emissions are input as monthly mean
values.
2.4.5. Vegetation
[43] Vegetation is a large source of NMHC emissions;

however, there is considerable uncertainty in this estimate.
IMPACT’s isoprene and terpene source distributions

Figure 1. Emissions of CO in each 4� � 5� grid cell from bio-mass burning used in IMPACT for
(a) January and (b) July, in kg CO s�1.
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are from IGAC-GEIA [Guenther et al., 1995] and total
568 Tg yr�1 and 135 Tg yr�1, respectively. IMPACT uses
a biogenic source of acetone of 34 Tg yr�1, of which
18 Tg yr�1 and 16 Tg yr�1 are distributed as isoprene
and terpene emissions, respectively.

2.5. Advection

[44] Chemical species in IMPACT advect via the Flux
Form Semi-Lagrangian Transport (FFSLT) algorithm of

Lin and Rood [1996]. FFSLT uses upstream differencing
to reduce phase errors and contains multiple monotonicity
constraints to eliminate the need for a filling algorithm.
The scheme’s basic building blocks are one-dimensional
operators based on high-order Godunov-type finite volume
schemes (primarily the third-order piecewise parabolic
method, PPM). Multidimensional transport includes ex-
plicit consideration of the fluxes associated with cross
terms. FFSLT avoids the strict Courant stability problem

Figure 2. Soil NOx emissions in each 4� � 5� grid cell in IMPACT for (a) January and (b) July, in
kg N s�1.
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at the poles by transitioning to a one-dimensional appli-
cation of a modified semi-Lagrangian algorithm (SLT) for
east-west advection (meridional and vertical transport
always uses the PPM based scheme; see Lin and Rood
[1996] for details). This combination of SLT and PPM
allows larger time steps, resulting in highly efficient
advection.
[45] IMPACT can incorporate any linear combination of

pure sigma and pure pressure vertical coordinates (as
described by equation (1)). Vertical mass fluxes in these
coordinates are derived from the three-dimensional horizon-
tal winds in the meteorological fields, conservation of mass,
and the hydrostatic equation. This occurs after the horizon-
tal winds have been modified to ensure mass conservation
by the pressure-fixer, but by construction our pressure-fixer
does not alter the vertical mass fluxes derived here (see
section 2.2).

2.6. Diffusion

[46] Mixing of trace species due to sub-grid-scale eddies
is modeled only in the vertical direction. IMPACT uses the
three-dimensional field of time-varying vertical diffusion
coefficients supplied in the meteorological fields. Vertical
diffusion coefficients in the troposphere may have values as
high as 100 to 1000 m2 s�1, while stratospheric values are
approximately 0.01 to 0.1 m2 s�1. These diffusion coeffi-
cients are applied via an implicit scheme on each column
[Walton et al., 1988]. The scheme conserves mass, will
maintain a flat field, and is not subject to time step
constraints.

2.7. Convection

[47] Transport in convective updrafts is an important
mechanism for moving material from near the Earth’s
surface in the planetary boundary layer (PBL) into the free
troposphere. Convective mass-fluxes in each vertical col-
umn are supplied in the meteorological fields at interfaces
between neighboring vertical layers. The magnitude and
spatial variation of these fluxes vary among GCMs, but
can be as large as 0.1 kg m�2 s�1 and extend as high as
150 mbar above the surface in the tropics.
[48] Detrainment is also supplied in the meteorological

fields. There can be substantial detrainment at multiple
levels in a single convective column or little detrainment,
except at the top of the convective column. Entrainment is
calculated, to ensure conservation of mass, from the differ-
ence between the vertical derivative of convective mass flux
and detrainment. Trace species convective transport is car-
ried out using a modified version of the CONVTRANS
algorithm [Rasch et al., 1997]. Grid boxes within the PBL
are considered well mixed for the convective scheme. The
convection algorithm starts at the first grid box above the
PBL and moves a fraction of each species upward into
the convective updraft (planetary boundary layer height
is provided in the input meteorological fields). The trace
species mixing ratio within the convective updraft (differ-
ent than the bulk grid box mixing ratio) is calculated. An
equal amount of air is assumed to subside elsewhere in
the grid box. Detrainment and entrainment terms then
modify the mixing ratio both in the updraft and the bulk
grid box. This algorithm marches upward in the column
until there is no more convective mass-flux. The algorithm

is fast, conserves mass, and will maintain any initial flat
fields.

2.8. Wet Deposition

[49] Species are scavenged dependent on their solubility
as described by their Henry’s law coefficient. Highly
soluble species such as HNO3 and less soluble species such
as acetone are transported and removed from the tropo-
sphere through a variety of hydrological processes (wet
scavenging). Trace species can be incorporated into drops
and ice crystals within clouds (rainout), collected by falling
raindrops (washout), or be entrained into wet convective
updrafts. IMPACT uses the Harvard wet scavenging model
[Mari et al., 2000; Liu et al., 2001] that enhances previous
models [Giorgi and Chameides, 1986; Balkanski et al.,
1993].
[50] Scavenging within convective updrafts is calculated

within the convective transport algorithm. If these were
independent operators, soluble species could be transported
to the top of the convective column and then dispersed. In
each convective column, beginning at the bottom grid box,
the fraction of each species scavenged is calculated and
directly deposited on the Earth’s surface with no chance for
re-evaporation [Mari et al., 2000].
[51] Rainout, washout, and re-evaporation are each cal-

culated for stratiform and convective precipitation. The
three-dimensional meteorological field supplies rainfall or
precipitable condensation rate, which are separated into
convective and stratiform components. When not supplied
in this form, rain is separated into components by the three-
dimensional fields of convective and stratiform clouds. This
module also operates on a column, but unlike the convective
updrafts, rainout and washout are calculated from the top
down, with the top grid box experiencing precipitation
down to the ground. The horizontal area-fraction of each
grid box experiencing precipitation is estimated [Giorgi and
Chameides, 1986]. A fraction of each species (Fi) lost to
rainout is then calculated from this areal fraction ( f ) and a
Henry’s Law dependent loss rate (ki) in the form

Fi ¼ f 1� exp �ki�t½ 
ð Þ: ð6Þ

Aerosols and HNO3 are assumed to be 100% in the cloud
condensate phase with ki = 0.005 s�1, while loss rates for
other gases are dependent on Henry’s law values.
[52] Washout occurs in grid boxes with no formation of

precipitation and where precipitation is liquid. Re-suspen-
sion is calculated in all grid boxes with no formation of
precipitation.
[53] Wet deposition of nitric acid (HNO3) is shown in

Figure 3. Nitric acid deposition is high near and downwind
of NOx source regions that are typically over populated
continents.

2.9. Dry Deposition

[54] IMPACT calculates dry deposition loss rates using
the dry deposition algorithm of Wang et al. [1998a], which
follows the methodology of Wesely et al. [1985]. At each
time step and for each surface grid box, this algorithm
computes an aerodynamic resistance to deposition, which
is dependent on meteorological conditions and surface type.
A surface resistance is also calculated which depends on
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the physical characteristics of each species (Henry’s Law
coefficient and molecular weight), the meteorological con-
ditions, the surface type, and a seasonal leaf area index
[Wang et al., 1998a]. Surface resistance components for the
deposition land types are from Wesely [1989], except for
tropical forests [from Jacob and Wofsy, 1990] and for tundra
[from Jacob et al., 1992]. The module then employs a
resistance in series approach [Wesely et al., 1985] to
calculate a dry deposition velocity for each species.
[55] Dry deposition velocities for ozone for July are

shown in Figure 4. The highest deposition velocities of
0.5–1 cm s�1 occur in regions of heavy vegetation. This is
consistent with measurements and other global models.

2.10. Gravitational Settling

[56] When modeling aerosol movement in the atmosphere
(e.g., lead), gravitational settling can play an important role
if the aerosols are relatively large, if the time integration
spans several years, or if stratospheric aerosols are involved.
The mass-weighted settling velocity for the aerosol distri-
bution is

Z
vm

dN

d lnR
d lnR

Z
m

dN

d lnR
d lnR

; ð7Þ

where the mass, m, is given by

m ¼ r 4=3pR3 gð Þ; ð8Þ

and the velocity, v, is given by

v ¼ 1

18

4R2rgCc

m
cm s�1

� �
; ð9Þ

where N and R represent the number and radius (cen-
timeters) of a log normal aerosol size distribution, m is the

viscosity (g cm�1 s�1), Cc is the slip correction factor, and r
is density (g cm�3) [Seinfeld and Pandis, 1998].
[57] For a given size distribution, the mass-weighted

settling velocity is a function of pressure and temperature.
IMPACT uses a lookup table of settling velocities as a
function of temperature and pressure that are applied at each
time step to move a fraction of the aerosol from the grid box
above to the current grid box. The advantages of this
method are that the lookup tables are relatively small
(6 � 16 entries for each distribution), apply to an arbitrary
meteorological data grid, and have a much lower computa-
tional cost.

2.11. Computational Description

[58] Three-dimensional atmospheric chemistry models
require large amounts of computational time because of
their complexity, fine grid resolution, short time steps, and
the need to perform simulations of long duration. To enable
multiyear chemistry simulations, IMPACT runs on mas-
sively parallel (MP) computational platforms.
[59] LLNL’s computational framework [Mirin et al.,

1994] uses a logically rectangular, two-dimensional lon-
gitude/latitude domain decomposition, with a computa-
tional processor attached to each subdomain. Each
subdomain consists of a collection of full vertical col-
umns, spread over a limited range of latitude and longi-
tude. Message passing interfacing (MPI) is used to
communicate information between subdomains as neces-
sary. This two-dimensional domain decomposition is effi-
cient because the chemistry and photolysis algorithms take
up the vast majority of the computational cycles, are
column based, and require no communication with neigh-
boring grid zones. However, this decomposition does
impose communication requirements for the horizontal
advection operator.
[60] Nearly all of IMPACT’s code is written in FORTRAN

77/95, with a small amount of C. FORTRAN 95’s dynamic
memory management capability and the MPI message

Figure 3. Amount of nitric acid (HNO3) wet deposited in July, in kg N km�2 month�1.
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passing interface enhance portability. IMPACT’s conditional
compilation at high levels in the code allows machine-
specific constructs that optimize performance and still main-
tain portability across many architectures.
[61] The results presented in this paper were performed

on a Compaq-SC1 computer using 36 processors, and
required 48 hours to simulate a year. IMPACT’s parallel
computational efficiency (simulation time multiplied by the
number of processors relative to a standard case with
36 processors) is nearly 70% up to 92 processors, yielding
a year’s simulation in 28 hours.

3. Model Calculations: 222Rn//210Pb

[62] The gas 222Rn escapes from the ground into the
atmosphere and decays into 210Pb, which quickly attaches to
any nearby aerosol. Comparing 222Rn model simulations to
atmospheric measurements tests a model’s ability to accu-
rately move trace species from the surface into the upper
troposphere, while comparing modeled 210Pb to observa-
tions tests a model’s dry deposition, wet scavenging, and
long-range transport representations.
[63] A 222Rn/210Pb simulation using MACCM3 4� � 5�

meteorology was performed with the IMPACT model.
Beginning with a clean atmosphere, 222Rn was emitted
from land surfaces at a rate of 1.0 atom cm�2 s�1. This
emission rate was reduced to 0.3 atom cm�2 s�1 when
surface air temperature is below 230 K, based on measure-
ments by Larson [1974]. This threshold differs from Jacob
et al. [1997], who assumed 222Rn emissions decreased to
0.005 atoms cm�2 s�1 between 60� to 70� in latitude, and to
zero poleward of 70�. It also differs from the work of Rind
and Lerner [1996], who set land emissions to 0.313 atom
cm�2 s�1 when surface air temperature was less than 273 K.
In sensitivity studies, high northern latitude concentrations
of 222Rn predicted by IMPACT were too low if 222Rn
emissions were severely limited or zeroed poleward of

60�, in particular, measurements made by Larson in the
Yukon Valley showed near-surface measurements of
200 pCi M�3 while IMPACT results showed 20 pCi/M�3.
This conclusion is also supported by current non-zero 222Rn
emission measurements from snowpack in Maine (C. T.
Hess, personal communication, 2001). Emission of radon
from the oceans was assumed to be 0.005 atoms cm�2 s�1.
Global radon emissions were 15.5 kg yr�1.
[64] Except for a small loss of radon through dry

deposition (about 3%), the bulk of 222Rn decays to 210Pb
with a time constant of 5.5 days. 210Pb is stable, quickly
attaches to existing atmospheric aerosols, and both dry and
wet deposits. Because of its relatively short lifetime, 222Rn
reaches a steady state in the atmosphere after only a month
or two, while 210Pb requires a much longer simulation time
for upper tropospheric and lower stratospheric concentra-
tions to come to steady state. Gravitational settling is
included for 210Pb aerosol, as this can influence predicted
aerosol concentrations in the stratosphere. Results from the
final year of a 4-year simulation are discussed and plotted
below.
[65] Figure 5 shows the seasonal variation in 210Pb

surface concentrations for six sites, three each from the
Northern and Southern Hemispheres [Larsen et al., 1995].
IMPACT captures the seasonal cycle and magnitudes of
concentrations for Moosonee (Canada), New York City,
Tutuila (Samoa), and Cape Grim (Tasmania). For Antofa-
gasta (Chile), located directly on the western coast of South
America, the model results are shown for both the grid box
containing Antofagasta, as well as the grid box to the west.
These model results bracket the observations, indicating that
Antofagasta observations may represent a combination of
oceanic and land influenced sampling conditions. Addition-
ally, the exact location of a model grid box may affect
predictions near continental boundaries.
[66] Model results for Mauna Loa, Hawaii, are lower

than observations during the first half of the year, includ-

Figure 4. Calculated dry deposition velocity for O3 in July, in cm s�1.
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Figure 5. Comparison of surface [210Pb], in mBq m�3 from the IMPACT model (dashed lines) and
observations (triangles) from 1990–1993 [Larsen et al., 1995]. Locations include (a) Moosonee, Canada,
(b) New York City, (c) Mauna Loa, Hawaii, (d) Tutuila, Samoa, (e) Antofagasta, Chile, and (f ) Cape
Grim, Tasmania. IMPACT results for Figure 5e, Antofagasta, also include the model predictions for the
grid box immediately to the west of Antofagasta.
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ing spring, during which the region should experience
maximum outflow from Asia [Hoell et al., 1997]. The
Mauna Loa site, at an altitude of roughly 3400 m, should
experience free tropospheric flow. Analysis of IMPACT
results shows the transport of lead from the Asian continent
is too weak in the early months of the year resulting in this
under prediction of lead. Other global models that also
underpredict radon concentrations in the free troposphere
[Stockwell et al., 1998] hypothesize that they underestimate
convective transport and/or vertical diffusion.
[67] Figure 6a shows the June-July-August average of

the zonal mean concentration of 222Rn predicted by
IMPACT, which compares well with Figure 5 of Jacob et
al. [1997] (a model intercomparison study of the 222Rn
cycle). Similar to other models, the IMPACT simulation
shows a peak of 20–50 � 10�21 mol mol�1 between 800
and 1000 mbar over the northern midlatitudes, decreasing to
roughly 5 � 10�21 mol mol�1 at 200 mbar. Small values of
less than 1 � 10�21 mol mol�1 predicted for the middle to
upper troposphere in the polar Southern Hemisphere com-
pare well with other models [Jacob et al., 1997]. The

asymmetry between the Southern and Northern Hemi-
spheres, due to differences in this land-based source (the
Southern Hemisphere has far less land than the Northern
Hemisphere) and accentuated by convection in the tropics, is
also clearly displayed.
[68] Figure 6b shows the model-predicted, annual aver-

age, zonal mean concentration of 210Pb. Similar to 222Rn,
there is an asymmetry between the Northern and Southern
Hemispheres, due to the asymmetry in the land-based
radon source. The model levels of 0.2–0.5 mBq per
standard cubic meter (SCM) at 100–200 mbar agree quite
well with the observed levels of 0.1–0.5 mBq SCM�1 and
an annual average of 0.3–0.4 mBq SCM�1 [Environmental
Measurements Laboratory, 2003] for altitudes between
12.2 and 19.2 km. The IMPACT model predicts a local
minimum in the upper tropical troposphere, most likely
due to scavenging in convective updrafts, as seen in other
models [Guelle et al., 1998; Giannakopoulos et al., 1999;
Liu et al., 2001].
[69] Figure 6c show the simulated annual total deposition

of 210Pb. The maxima are located either directly above or

Figure 6. IMPACT-predicted (a) June/July/August zonal average mixing ratio of 222Rn
(10�21 mole mole�1), (b) annual zonal average mixing ratio of 210Pb (mBq m�3 STP), (c) total annual
deposition of Pb (kg m�2), and (d) IMPACT-predicted and observed vertical profiles of 222Rn (pCi m�3

STP) near Moffett Field, California (37.4�N, 122�W). The lines are observations from individual flights
on seven different days during June 1994 [Kritz et al., 1998]. The shaded area represents 10–90% of
the 720 model predicted hourly vertical profiles of 222Rn off the coast near San Francisco in June.

D04303 ROTMAN ET AL.: IMPACT, THE LLNL 3-D GLOBAL MODEL

13 of 42

D04303



shortly downwind of continental regions, due to the land-
based emission of 222Rn and precipitation patterns. The
maximum values of 200–250 kg m�2 over eastern Asia and
minima of 10–50 kg m�2 over large regions of the southern
oceans are similar to those found by an earlier model
[Feichter et al., 1991].
[70] Figure 6d shows IMPACT-predicted vertical profiles

of radon off the western coast of North America near
Moffett Field, California (37.4�N, 122�W). IMPACT pre-
dicted 720 hourly profiles of radon for June in this region.
The shaded area represents 10–90% of these 720 model-
predicted hourly vertical profiles. Also shown are seven
individual radon profiles measured by Kritz et al. [1998].
Much of the envelope of predicted concentrations lie within
those observed. However, several measured profiles have
high concentrations of radon between 4 and 12 km. As
discussed above, these high measurements in the free
troposphere may not be reproduced by this and other
models [Stockwell et al., 1998, Barrie et al., 2002] due to
the model’s radon source emissions or convective transport
of radon into the free troposphere.

4. Model Calculations: Full Stratospheric and
Tropospheric Photochemistry

[71] The primary model result we report here is a
multiyear, full stratospheric and tropospheric photochem-
istry simulation with emissions, boundary, and initial
conditions representative of the current atmosphere and
meteorological fields from MACCM3. Results are pre-
sented from the last 12 months of a 40-month run initiated
on day 244 (September 1) of a 365-day year. The
initialization and length of this run is a compromise among
dynamical and photochemical time constants in the tropo-
sphere and stratosphere. We specify emissions for many
source gases, which enables the model to simulate tropo-
spheric distributions for comparison to observations. It is
computationally prohibitive to achieve steady state atmo-
spheric burdens for source gases such as N2O, CFCs, and
others relative to their emissions. Thus, although the
simulation is not sufficiently long to establish completely
internally consistent stratospheric distributions of source
gases, distributions and fluxes in the ‘‘middle world’’ of
the lower stratosphere and the troposphere should be well
represented.
[72] To help achieve these goals, the model is initialized

with zonal mean distributions of source gases and product
radical families from the LLNL two-dimensional, zonal
model (for a recent description, see Park et al. [1999]).
The 2-D model solves the IMPACT photochemical mech-
anism presented here, but with CH4, N2O, and CFCs set to
1998 abundances at the surface, rather than current emission
fluxes. Additionally, the ozone distribution in the 2-D
calculation was constrained to the Logan [1999a] zonal
climatology developed from sets of observations. Although
differences in the mean circulation and eddy diffusivity
between 2- and 3-D dynamics will cause a transient in the
IMPACT solution at the commencement of the 3-D run,
stratospheric net fluxes and photochemical rates should still
be characteristic of the solution, without memory of the
initial condition. After more than 2 years of spinup, tropo-
spheric quantities other than integrated burden of the source

gases should have little dependence on the details of
initialization.

4.1. Hydroxyl Radical, OH

[73] Zonal average tropospheric [OH] predicted for Janu-
ary and July is shown in Figure 7. The OH distribution has a
local maximum in the tropical troposphere. In this region,
radiation levels and water vapor concentrations, both of
which contribute to OH production, are higher. A peak of
1.5 � 106 molecules cm�3 is located over the southern
tropics in January. Its size diminishes somewhat in July, as
the Intertropical Convergence Zone (ITCZ), a region with
high water vapor concentration, shifts northward. Peak
OH concentrations in July in the tropical to midlatitude
Northern Hemisphere (near 30�N–40�N) reach 2.0–2.5 �
106 molecules cm�3. These higher levels are due partially
to emissions of NOx and other ozone precursors from the
highly industrialized Northern Hemisphere continents,
which lead to higher O3 and, ultimately, higher OH concen-
trations. The OH concentrations are in very good agreement
with other recent global model values [Hauglustaine et al.,
1998, Wang et al., 1998b; Lawrence et al., 1999; Bey et al.,
2001], although the IMPACT January results tend to be
slightly lower than those of Bey et al. [2001].
[74] The atmospheric lifetime of methyl chloroform,

CH3CCl3, can be used as a proxy for the globally averaged
hydroxyl radical concentration. Methyl chloroform, an
industrial product, is removed predominantly by reaction
with tropospheric OH. Its distribution and budget has been
carefully characterized [Montzka et al., 2000; Prinn et al.,
2001, and references therein]. Atmospheric lifetime can be
defined in a variety of ways, including the ratio of the
atmospheric burden to the loss rate at steady state [WMO,
1999; IPCC, 2001]. It is determined in IMPACT as the ratio
of the total atmospheric mass of CH3CCl3 to the sum of the
modeled loss rate processes given the modeled distribution.
Because the lifetime is around 5 years, the steady state
distribution of CH3CCl3 in the troposphere is essentially
well mixed and is not sensitive to the details of tropospheric
motions. The IMPACT lifetime should thus be close to the
true steady state value.
[75] Montzka et al. [2000] derived a global CH3CCl3

lifetime of 5.2 years (+0.2/�0.3), by observing the decay
of the abundance after emissions were reduced due to the
Montreal Protocol. The lifetime includes losses due to (1) tro-
pospheric reaction with OH, (2) stratospheric reaction with
OH, (3) stratospheric photolysis, and (4) oceanic loss. Values
derived from other observational techniques fall within these
uncertainty limits. The IMPACT simulation described here
includes the first three processes above, but does not include
an explicit oceanic loss term. If an oceanic loss lifetime of
94 years (based on work by Yvon-Lewis and Butler [2002]) is
assumed, the IMPACT calculated global CH3CCl3 lifetime
is 5.3 years. The portion of the loss ascribed to reaction
with tropospheric OH (the first process above) produces a
lifetime of 6.5 years, while the loss ascribed to stratospheric
reaction and photolysis (the second and third processes
above) produces a lifetime of 41 years. The IMPACT OH
tropospheric loss lifetime of 6.5 years is consistent with the
6.3-year value derived by Montzka et al. [2000].
[76] This good comparison is not sufficient to ‘‘validate’’

the related chemical and physical processes in IMPACT.
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For example, IMPACT shows little interhemispheric asym-
metry in OH, where the methyl chloroform decay over the
last several years is more rapid south of the intertropical
convergence zone [Montzka et al., 2000]. However, we can
conclude that the IMPACT troposphere possesses a good
representation of global average tropospheric OH and that

related species and processes that depend on this quantity
should also be quantitatively reasonable.

4.2. Ozone Budget

[77] Global models are useful tools for analyzing the
budget of tropospheric ozone. In the troposphere, the

Figure 7. IMPACT predicted zonal average [OH] for (a) January and (b) July, in 105 cm�3.
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main sources are ozone transport from the stratosphere
(S) and local in situ photochemical production (P), with
the major losses due to photochemical destruction (L)
and dry deposition (D), where the bold quantities are
global integrals over space and time. Other losses are
minor. Within the troposphere, the term P-L represents
a very small difference between two large quantities. If
tropospheric ozone is in steady state, mass balance
gives

Sþ P � Lþ D: ð10Þ

[78] The stratospheric source (S) is essentially indepen-
dent of the troposphere (depending primarily on strato-
spheric chemical production and cross-tropopause air mass
flux). Therefore, in the atmosphere, the globally averaged
deposition (D) and net chemical production in the tropo-
sphere (P-L) must respond so as to satisfy equation (10) at
steady state (even though the distribution of ozone in the
troposphere is strongly affected by in situ production and
loss, which are much larger individually than the strato-
spheric source, deposition, and net chemical production).
Thus it is vital for a model to have a good estimate of the
stratospheric source (S) in order to correctly determine the
net chemical effect of anthropogenic activities on ozone.
Recent tropospheric models have varied widely in their
stratospheric source (391–1440 Tg O3 yr�1 [IPCC,
2001]), which leads to the following observation: ‘‘the
large differences in the stratospheric source are apparently
the driving force behind whether a model calculates a
chemical source or sink of tropospheric O3. Individual
CTM studies of the relative roles of stratospheric influx
versus tropospheric chemistry in determining the tropo-
spheric O3 abundance. will not represent a consensus until
all CTMs develop a more accurate representation of the
stratospheric source consistent with observations [Murphy
and Fahey, 1994]’’ [IPCC, 2001].
[79] Some models have achieved a reasonable strato-

spheric ozone source by fixing the magnitude of the
stratospheric ozone flux in various ways. For IMPACT, in
order to model past and future climates when the strato-
spheric source may be different, we allow the stratospheric
source to be calculated prognostically and interactively
through chemical production in the stratosphere and advec-
tion by the air mass fluxes given in the meteorological
fields.
[80] Table 4 lists the IMPACT calculated annual advec-

tive ozone flux across seven different pressure levels. The
annual flux ranges from 725 Tg O3 yr

�1 (across a pressure

level of 109 mbar) to 945 Tg O3 yr�1 (across a pressure
level of 288 mbar). These fluxes fall well with the range of
391–1440 Tg O3 yr�1 predicted by recent models [IPCC,
2001], although they are somewhat higher than the ranges
of 550 ± 140 Tg O3 yr

�1 inferred by Olsen et al. [2001] and
450 (range: 200–870) Tg O3 yr

�1 estimated byMurphy and
Fahey [1994].
[81] The monthly total tropospheric O3 budget (S, P-L,

D) calculated by the IMPACT model via two methods is
shown in Table 5. For the first method (fixed tropopause),
the tropopause is assumed to be 150 mbar globally. In the
second method (latitudinally dependent tropopause), the
tropopause is defined as 93 mbar for latitudes between
40�S and 40�N and 246 mbar for more poleward lat-
itudes. Table 6 lists the annual tropospheric O3 budgets
calculated recently by other global CTMs, many of
which, however, had fixed stratospheric concentrations
or fluxes.
[82] Note that IMPACT calculates a net positive term

for annual P-L (+17 Tg O3 yr�1 for the fixed tropopause
and +161 Tg O3 yr�1 for the latitudinally dependent
tropopause cases). This lies well within the range of
�855–+600 Tg O3 yr�1 shown in Table 6. However,
the term P-L represents a very small difference between
two large quantities. The P-L term calculated by the
model may increase when higher hydrocarbons are
included in the model. The smallest terms for P-L occur
during October-April, while the largest occur for May
through August. Since ozone is produced by the emission
of many land-based precursors in the presence of sun-
light, and the Northern Hemisphere has much more land
than the Southern Hemisphere, it follows that the
Northern Hemisphere summer is a peak time for in situ
photochemical production. Dry deposition, which also peaks
during Northern Hemisphere summer, is 826 Tg O3 yr�1

for IMPACT, again well within the range of 533 to
1178 Tg O3 yr�1 calculated by other models. Transport
from the stratosphere peaks during March-May for

Table 4. IMPACT Calculated Annual O3 Flux Advected Across a

Single Pressure Surface

Pressure, mbar Advective Flux, Tg O3/yr

288 945
245 929
208 895
177 854
150 805
128 760
109 725

Table 5. Annual Tropospheric Ozone Budget (Tg O3) Calculated

Using IMPACT Model

Month

Net In Situ
Photochemical Change
(Production � Loss)

Advection From
Stratosphere

Dry
Deposition

Fixed
Tropopausea

Latitudinally
Dependent
Tropopauseb

Fixed
Tropopausea

Latitudinally
Dependent
Tropopauseb

Jan. �12.3 1.0 80.5 58.2 53.3
Feb. �8.5 4.1 76.7 59.8 50.1
March �10.5 3.6 79.3 65.4 59.2
April �6.4 7.1 66.3 61.7 63.9
May 16.3 28.2 71.3 62.0 80.1
June 30.9 41.7 58.2 57.0 89.1
July 26.6 36.9 60.0 58.7 92.4
Aug. 17.2 28.2 64.3 51.4 88.7
Sept. 0.7 12.3 55.6 45.5 75.3
Oct. �18.0 �6.5 57.3 48.9 63.6
Nov. �9.2 2.5 58.4 42.1 55.8
Dec. �9.4 2.3 77.7 52.5 54.2

Annual +17.4 161.4 805.6 663.2 825.7
aTropopause defined to be 150 mbar globally.
bTropopause defined to be 93 mbar for latitudes (�40� to +40�) and

246 mbar for more poleward latitudes.
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IMPACT, corresponding to the traditional peak Northern
Hemisphere spring maximum. Note that for the latitudinally
dependent tropopause method, the combined sources of
stratosphere-troposphere exchange and net in situ photo-
chemical production balance dry deposition to within
1 Tg O3 yr�1 showing that the contribution of convection,
diffusion, wet deposition, and convergence to steady state
terms are very small.

4.3. Ozone, O3

[83] Zonal average stratospheric O3 predicted by IMPACT
for January and July is plotted in Figure 8, along with
UARS-HALOE O3 observations, version 18 [Bruhl et al.,
1996; Randel et al., 1998]. The ozone data sets [Bruhl et
al., 1996] are compiled in the method described by
Randel et al. [1998]. The location of peak ozone mixing
ratios, at roughly 10 mbar in the tropics, is reproduced
well by the model in both January and July. IMPACT
predicts a slightly higher peak concentration, by �10%.
IMPACT also captures the slight northward migration of
peak ozone from January to July. Regions of lower ozone
concentrations (toward the summer poles, and at very
high and very low altitudes) are also simulated well by
the model. At the winter poles, the IMPACT/MACCCM3
model appears to isolate the polar mid-stratosphere
meridionally more strongly than the UARS/HALOE data
shows occurs in the real atmosphere. We believe down-
ward motion at the poles is too dominant over poleward
motions, particularly in the Northern Hemisphere winter.
We see this feature in other species (e.g., N2O, not
shown) as well.
[84] Surface ozone concentrations for the months of

January and July are shown in Figure 9. Peak ozone
concentrations are predicted over regions where emissions
of ozone precursors (NOx, CO, CH4, NMHCs) and pho-
tochemical activity are highest. In January, this occurs
primarily in the Northern Hemisphere tropics. In July,
ozone peaks over the industrialized Northern Hemisphere

continents (due primarily to industrialized emissions) and
Southern Hemisphere continents (due primarily to biomass
burning). During January, ozone in the Northern Hemi-
sphere has a longer lifetime (decreased solar radiation
decreases photochemical destruction) and is transported
further across the oceans than during July. This is evident
for both the Northern Pacific and Northern Atlantic
Oceans.
[85] Monthly surface ozone measurements made at a

number of remote locations [Oltmans and Levy, 1994] are
compared to IMPACT predictions in Figure 10. IMPACT
predicts concentrations within 10 ppbv and captures the
seasonal cycle for the Southern Hemisphere sites of Samoa
and the South Pole and Northern Hemisphere sites of
Westman Island, Mace Head, Izaña, and Barbados. The
model overpredicts ozone concentrations at Barrow during
winter, spring, and fall, probably due to ozone depleting
surface bromine reactions that are not adequately repre-
sented in the model [Foster et al., 2001; Oltmans and
Levy, 1994; Barrie et al., 1988]. The model overpredicts
ozone at Niwot Ridge during the summer, which is
possibly caused by not resolving the typically pristine
Niwot Ridge area within IMPACT’s 4� � 5� grid. At
Bermuda, high observed ozone levels can be associated
with transport from the mid-troposphere over North Amer-
ica [Oltmans and Levy, 1994; Moody et al., 1996; Merrill
and Moody, 1996]. IMPACT simulations do not match
observations at Mauna Loa with the model showing an
over prediction of ozone of 20 ppb over the summer/fall
season. These elevated ozone levels near the Hawaiian
Islands persist to approximately 300 mbar, as shown in the
vertical profiles of ozone at Hilo, Hawaii, for summer and
fall (see PEM-TROPICS-Hawaii figure in the auxiliary
materials1). Analysis of IMPACT’s stratospheric ozone

Table 6. Tropospheric Ozone Budgets, Tg O3/yr for Present-Day Conditions From 3-D CTMsa

Model

Transport
From

Stratosphere
In

Situ P-L Deposition Reference

MATCH 1440 �810 620 Crutzen et al. [1999], IPCC [2001]
MATCH-MPIC 1103 �478 621 Lawrence et al. [1999], IPCC [2001]
ECHAM/TM3 768 �86 681 Houweling et al. [1998], IPCC [2001]
ECHAM/TM3b 740 �255 533 Houweling et al. [1998], IPCC [2001]
HARVARD 400 420 820 Wang et al. [1998a], IPCC [2001]
GCTM 696 128 825 Levy et al. [1997], IPCC [2001]
UIO 846 295 1178 Berntsen et al. [1996], IPCC [2001]
ECHAM4 459 75 534 Roelofs and Lelieveld [1997], IPCC [2001]
MOZART 391 507 898 Hauglustaine et al. [1998], IPCC [2001]
STOCHEM 432 430 862 Stevenson et al. [2000], IPCC [2001]
KNMI 1429 �855 574 Wauben et al. [1998], IPCC [2001]
UCI 473 345 812 Wild and Prather [2000], IPCC [2001]
ECHAM4/CBM-4 590 73 668 Roelofs and Lelieveld [2000]
ECMWF-NMHC 565 140 705 Lelieveld and Dentener [2000]
GEOS-CHEM 470 600 1070 Bey et al. [2001]
IMPACT-

Latitudinally
varying
tropopause

663 161 826 this work

aAlthough results should sum such that S+P�L�D � 0, they may not exactly, due to roundoff.
bResults using CH4-only chemistry without NMHC.

1 Auxiliary material is available at ftp://ftp.agu.org/apend/jd/
2002JD003155.

D04303 ROTMAN ET AL.: IMPACT, THE LLNL 3-D GLOBAL MODEL

17 of 42

D04303



transport shows large downward transport during this
region and period of time resulting in this enhanced
tropospheric profile.
[86] Ozonesonde data for four sites in the NOAA/

CMDL network are plotted with IMPACT results for each
of the four seasons in Figure 11. Additional plots for other
CMDL sites are shown in the auxiliary materials. Ozone
mixing ratios are predicted usually within 5–10 nbar for
much of the troposphere at the northern latitude site of
Resolute during all four seasons. The model predicted
stratospheric maximum location and magnitude does vary
from observations, though, especially during March/April/
May.
[87] A ‘‘midlatitude’’ site is operated by CMDL at Boul-

der. The IMPACT model predicts ozone above 100 nbar at
the midlatitude site of Boulder to within 15% during all

seasons except DJF where it over predicts ozone by 20–
30 nbars. While the model predicts ozone levels within 5–
10 nbar in the lower troposphere, it tends to overpredict
ozone levels between 100 and 400 mbars. The cause of the
general problem is likely vertical air mass fluxes from the
meteorological fields.
[88] The IMPACT model predicts ozone at the tropical

site of Samoa within 5 nbar for all four seasons throughout
the troposphere and stratosphere. Much farther south, at
Lauder, the IMPACT model predicted ozone mixing ratios
in the lower troposphere agree with observations within
5 nbar for December/January/February and September/
October/November. As with Boulder, the model over pre-
dicts O3 in the upper troposphere for all four seasons
because of excessive transport of stratospheric ozone. The
model probably overpredicts ozone at Lauder during

Figure 8. Meridional cross sections of ozone mixing ratio (ppmv) observed by the UARS-HALOE
program (version 18) and predicted by IMPACT. The observations are from the extended standard ozone
data set, which includes the baseline observations period (April 1992 to March 1993) as well as
additional sampling time [Bruhl et al., 1996] and are compiled in the manner described by Randel et al.
[1998]. (a) January UARS-HALOE observations, (b) January IMPACT predictions, (c) July UARS-
HALOE observations, and (d) July IMPACT predictions.
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September/October/November, however, because phenom-
ena associated with the ozone hole are not completely
resolved within the model.
[89] Ozonesonde data [Logan, 1999a, 1999b] at 600,

200, 100, and 50 mbar from four locations are plotted,
together with IMPACT predictions, in Figure 12. Addi-

tional plots for other sites are presented in the auxiliary
materials. For 600 mbar, at the higher northern latitude site
of Resolute, predictions from the IMPACT model agree
within 10 ppbv with the mean observations for February to
June. The model, however, overpredicts ozone during
July–December/January by up to 15 ppbv. At 600 mbar,

Figure 9. IMPACT-predicted surface [O3] for (a) January and (b) July, in ppbv.
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the model predicts O3 within 10 ppbv at Boulder, Samoa,
and Lauder.
[90] At 200 mbar the IMPACT model represents the

seasonal cycle at Resolute well, but predicts ozone concen-
trations higher than observed by 10–25% during June, July,
and August. Observations of ozone over Resolute at
300 mbar show large variability because of the movements
in the tropopause which IMPACT is not resolving. Model
predictions capture the seasonal cycle very well at Boulder
and Samoa. At Samoa, the model and observations agree
within 5 ppbv. The largest differences between the model
and observations at 200 mbar tend to be at the Southern
Hemisphere site of Lauder and across all latitudes at

100 mbar. As discussed above, this is likely due to enhanced
transport of stratospheric ozone. At 50 mbar, the model
captures the seasonality of ozone at all four sites, while
generally predicting slighter higher ozone levels (by 10–
15%) than observed.

4.4. Ozone Precursors

[91] In Figure 13 are plotted profiles of ozone and other
species from four different sampling campaigns, ABLE-3A
(Alaska: 7 July to 17 August 1988), PEM-West A (Pacific
Rim: 16 September to 21 October 1991), TRACE-A
(Africa/South Atlantic Ocean: 21 September to 26 October
1992), and PEM-West B (Pacific Rim: 7 February to

Figure 10. Annual cycle of observed mean O3 concentrations (asterisks) and IMPACT-predicted [O3]
(solid lines) for 10 surface CMDL sites [Oltmans and Levy, 1994] located at Barrow, Westman Island,
Mace Head, Niwot Ridge, Izana, Bermuda, Mauna Loa, Barbados, Samoa, and the South Pole.
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14 March 1994) [Emmons et al., 2000]. Additional plots
from these and other campaigns are available in the auxil-
iary materials. The observations correspond to several
particular sampling-intensive campaigns in specific seasons
and years, while the IMPACT model results are monthly
average concentrations obtained using MACCM3 meteo-
rology, representing more of a climatological average.

[92] The IMPACT ozone concentrations match observa-
tions for ABLE3A, but the model slightly underpredicts
ozone for TRACE-A, by 10–20 ppb, and overpredicts
ozone for PEM-West B for altitudes above 4 km, by up to
a factor of 2 above 10 km. This is likely due to the model’s
placement of the tropopause too low, although the observa-
tions do show large variations in ozone above 8 km. The

Figure 11. Observed and model-predicted ozone partial pressures in nbars as a function of altitude at
four CMDL sites [Komhyr et al., 1994] for (a) Resolute, (b) Boulder, (c) Samoa, and (d) Lauder. Rows
show results for seasons December/January/February, March/April/May, June/July/August, and
September/October/November.
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IMPACT model is not able to reproduce the detailed
structure in the ozone profile for PEM-West A. The model
predicts mean NOx concentrations very well at all four
locations. Model HNO3 levels compare well with observa-
tions in TRACE-A and PEM-West B, but are too high by a
factor of up to 10 at PEM-West A (as are the PAN
concentrations). At PEM-West B locations, the model
underpredicts PAN levels below 4 km. Although the model

captures the H2O2 concentrations well for PEM-West A and
PEM-West B, it underpredicts by a factor of 2 the large
H2O2 concentrations observed within the bottom 4–6 km
for TRACE-A. Additionally, the model underpredicts CO
concentrations for 2–4 km for TRACE-A, indicating the
model may not mix some species up as high as they are
actually lofted. CO concentrations tend to agree with
observations for both PEM-West A campaigns, but are

Figure 12. Observed [Logan et al., 1999a, 1999b] and model-predicted ozone concentrations at the
four sites shown in Figure 11 for vertical levels located at (a) 50 mbar, (b) 100 mbar, (c) 200 mbar, and
(d) 600 mbar.
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Figure 13. The observed and model-predicted concentrations of O3 (ppbv), NOx (pptv), HNO3 (pptv),
PAN (pptv), H2O2 (pptv), CO (ppbv), C2H6 (pptv), and C3H8 (pptv) for (a) ABLE-3A (Alaska, 7 July to
17 August 1988), (b) PEM-West A (China east coast, 16 September to 21 October 1991), (c) TRACE-A
(Africa west coast, 21 September to 26 October 1992), and (d) PEM-West B (Japan east coast, 7 February
to 14 March 1994). The box and whiskers indicate the central 50% and 90% of the observations,
respectively, with a vertical bar at the median, and a star at the mean. The IMPACT values are represented
by three lines: the minimum, mean, and maximum monthly average mixing ratios calculated for the grid
boxes which encompass the actual sampling campaigns.
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Figure 13. (continued)
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slightly low for ABLE and slightly high for PEM-West B.
At most locations, the model underpredicts C2H6 concen-
trations between 30% and a factor of 2, indicating that the
model emission source strength is low. A uniform trend is
not apparent for C3H8.

4.5. Ozone-Controlling Radical Photochemistry in the
Tropopause Region and Lower Stratosphere

[93] Data on radical abundances from instrumented air-
craft flying in the lower stratosphere have yielded much
important information on the specifics of this photochem-

istry. Wennberg et al. [1994] and WMO [1999] investigate
ozone removal by radical families for three northern mid-
latitude locations and between 120 and 60 hPa, based on
observations of the abundance of radical family members
during the NASA SPADE ER-2 mission in 1993. Absolute
removal rates and the relative contributions of radical
families are inferred quantities because their derivation
depends also on photochemical mechanism assumptions
and laboratory-derived kinetic information. IMPACT
includes updates to several of the rate constants in the
Wennberg et al. [1994] analysis, of which several act to

Figure 14. IMPACT May average ozone photochemical loss and production rates for 60�N, 50�N, and
38�N presented in units of the percent change in ozone per month. Radical catalytic cycle definitions
follow Wennberg et al. [1994].

Figure 15. IMPACTozone profiles at 95�Wand 100�W, 30�N and 34�N, for 0000 GMTon 30 September
(open squares) and their average (rectilinear solid line) compared to ACCENT WB-57 descent profile
(jagged line) at approximately 30�N and 98�Won 22 September 1999. Simulation results and data plotted
in distance from individual profile tropopause height. Scale height is taken from flight data.
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increase somewhat the importance of the NOx radical cycle
relative to HOx. Comparing IMPACT zonal monthly aver-
ages (Figure 14) for May to Figure 4 of Wennberg et al.
[1994] and Figures 7–16 of WMO [1999], the IMPACT
simulation produces total ozone loss removal rates (in per
cent per month) that show the same trends and magnitudes
as the observationally based inferences. While this may
partly be the result of a buffering effect on ozone as its loss-
controlling processes compete among themselves, it is a
necessary precursor to predict ozone in this region.

[94] In comparing the relative contributions of the radical
families in Figure 14 to the 1993 NASA/SPADE results,
IMPACT shows a greater importance for NOx-modulated
loss cycles, relative to HOx and halogen-modulated cycles.
The HOx cycle contribution to the total is roughly the
correct magnitude. Changes in preferred kinetic values since
the Wennberg et al. [1994] analysis may change the quan-
titative results of their work. The rate-determining step for
NOx mediated ozone destruction is now recommended to
be about 15% faster than the recommendation used by
Wennberg et al. [1994]. While additional recent changes
in kinetic parameters of NOx-NOy conversion would sup-
port a larger proportional abundance of NOx and therefore a
larger role relative to the other cycles, direct observation of
NO by Wennberg et al. establishes the NOx abundance
independent of NOx-NOy partitioning kinetics in their
analysis.
[95] Other parameters, such as aerosol loading, can still

play a role, however. Wennberg et al. [1994] point out that
in May 1993, the presence of aerosol surface area from the
recent eruption of Mount Pinatubo suppresses NOx abun-
dance relative to available NOy and that NOx could be 20–
50% higher in a cleaner stratosphere. The IMPACT simu-
lation uses a relatively clean aerosol loading climatology
based on 1995 SAGE II observations over a period with
small volcanic perturbation. The sensitivity of the IMPACT
simulation to enhanced aerosol loading is a subject of future
studies.
[96] Neuman et al. [2001] characterize observations of

NO, NOx, HNO3, NOy, and O3 in the lower stratosphere
and upper troposphere around 30�N during the NASA
ACCENT WB-57 mission in 1999, when the effects of
Mount Pinatubo have receded into the background. Using
correlations between O3 and HNO3, NOy, and NOx, they
distinguish between chemical regimes above and below the
tropopause between 7 and 18 km. Because ozone can act as
a proxy for the vertical coordinate in these correlations, it is
first important to investigate IMPACT’s ozone profiles near
the tropopause. IMPACT comparisons to ozonesonde pro-
files are discussed above (section 4.3), with the general
result that IMPACT ozone abundance often exceeds the
sonde value. These comparisons are performed on long-

Figure 16. IMPACT nitrogen family abundance as a
function of ozone abundance for points within a 25�
longitude by 12� latitude box around the 22 September
ACCENT flight. Following Neuman et al. [2001, Figure 4].
(a) Fractional abundance relative to total NOy of HNO3

(blue dots), NOx (red dots), and HNO3 + NOx (black dots).
(b) Abundance of HNO3 (open circles) and NOy (solid
triangles). The black solid line is the Neuman et al. [2001]
fit to the aircraft observations for NOy in the lower
stratosphere; the blue line is the lower stratospheric HNO3

fit, and the red line the tropospheric HNO3 fit.

Figure 17. IMPACT HNO3 (pluses) and NOy abundance
(triangles) as functions of N2O abundance, in the region
used in Figure 16. The solid lines are the fits to the
observations depicted by Neuman et al. [2001, Figure 3].
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term temporal averages of both model output and atmo-
spheric observation. Because the IMPACT MACCM3
simulation is not based on data assimilation, specific mete-
orological conditions, for example, those affecting the
ACCENT mission, are not modeled.
[97] Various approaches to comparing model output to

the 22 September 1999 mission results selected for dis-
cussion by Neuman et al. [2001] can be taken. Noting that
the IMPACT simulation is climatological in nature, zonal or
temporal averaging of the model result at the appropriate
season and latitude could be argued. IMPACT ozone results
averaged in this manner tend to be somewhat larger near the
tropopause than the ACCENT observations, which will
affect IMPACT O3/NOy correlation plots such as Figure 2
of Neuman et al. [2001]. Because temporal and zonal
averaging may contribute to making the profile curvature
near the tropopause less sharp, synoptic comparisons,
even in the absence of an attempt to simulate specific
meteorological conditions, may be more appropriate.
Figure 15 shows the comparison of IMPACT simulated
ozone profiles at the four nearest longitude/latitude grid
points (open squares) and their average (thick solid line) to
the 22 September ACCENT WB-57 descent profile ( jagged
line). The vertical coordinate for this comparison is dis-
placement from the local tropopause, reported as 15.3 km
for the ACCENT data, and calculated as the minimum in
the expression

ptropopause ¼ min 0:03*T � log10 pð Þð Þ; 550mbar > p > 40mbar

ð11Þ

for the IMPACT profiles (J. Stobie, personal communica-
tion, 1999). Very good agreement in ozone abundance and
curvature at the tropopause is seen in this figure. The
vertical resolution of the MACCM3 grid in this pressure

region is shown by the stack of lines on the right of the
figure, labeled by vertical index number.
[98] Using the synoptic output for 30 September (the

closest model time saved as a ‘‘snapshot’’ rather than a
monthly average) and the matching longitude/latitude grid
points, the IMPACT correlations for O3 and HNO3, NOy,
and NOy partitioning are shown in Figure 16 (compare to
Figure 2 of Neuman et al. [2001]). Figure 15 shows that the
O3 values in this figure are in good agreement with the
ACCENT observations, so the noticeably larger fraction of
NOy that is contributed by NOx at a given O3 value is a
strong indication that NOx is simulated to be larger in the
lower stratosphere than is observed. This result is reflected
in the smaller fraction of HNO3 and the lower HNO3

abundance relative to the observationally derived least
squares fit shown in Figure 16b. Total NOy abundance is
also lower than observed, so that the model’s NOx problem
appears to be the result of partitioning problems, rather than
NOy source/sink terms. In this case, aerosol loading in 1999
has recovered from the high values following Mount
Pinatubo, so, while the climatological values in IMPACT
may or may not be too low, the effect should be much
smaller than in the 1993 comparison to observations.
[99] Additional evidence that IMPACT stratospheric NOy

is not overpredicted is shown in Figure 17, which shows the
IMPACT N2O/NOy and N2O/HNO3 correlation, where the
lines represent the linear fits from Figure 3 of Neuman et al.
[2001]. The slopes represent conversion efficiency of N2O
to NOy and IMPACT matches the observations in the lower
stratosphere somewhat away from the tropopause. A more
global representation is shown in Figure 18, including
points from all longitudes between 26�N and 62�N, with
pressure below 180 hPa, and N2O between 250 ppb and
310 ppb. The center black line is a fit to results from all
months and has a slope of �0.067. The green lines represent
the envelope to least squares fits for all months individually.
The blue points are for January only and the red points for
July only. Olsen et al. [2001] suggest a slope from com-
bined observations of �0.073, or somewhat greater net NOy

production from N2O in the stratosphere than IMPACT
simulates. We also note slightly smaller peak NOy values
in the IMPACT middle stratosphere than satellite and in situ
observations.
[100] This apparent overprediction of NOx leads to an

overemphasis on NOx cycles in ozone removal rates. Higher
NO2 levels will also suppress active chlorine by converting
ClO to ClONO2, and diminish the simulated importance of
ClOx in destroying ozone. These behaviors may be symp-
toms of aerosol surface area densities that are below actual
characteristic levels in the lower stratosphere, or NOx

conversion and Cl activation rates that are too slow because
of errors in kinetic parameters or, possibly, temperatures
higher than lower stratosphere ambient.

5. Conclusions

[101] In this paper, we present a description of the LLNL
IMPACT atmospheric chemistry model, which treats chem-
ical and physical processes in the troposphere, stratosphere,
and the climatically critical tropopause region, allowing for
physically based simulations of past, present, and future
ozone and its precursors. Being able to model the effects of

Figure 18. IMPACT NOy abundance as a function of N2O
abundance for all points between 24�N and 64�N,
at pressures less than 180 hPa. Blue points are January
averages, red points are July. The black solid line is a
linear least squares fit to all points within the plotting area
for all months. The green line segments represent the
envelope of least squares fits to the 12 sets of monthly
correlations.
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Table A2. Species Within LLNL-IMPACT Troposphere-Stratosphere Photochemical Mechanism

Symbolic Name Atomic Composition Chemical Name

A3O2 C3H7O2 n-propyl peroxy radical CH3CH2CH2OO(.)
ACET C3H6O 2-propanone acetone CH3C(=O)CH3

ACO2 CH2O2 formic acid HC(=O)OH
AHO2 CH3O3 hydroxymethylperoxide radical HOCH2OO(.)
ALD2 C2H4O acetaldehyde (CH3C(=O)H)
ATO2 C3H5O3 RO2 radical from acetone CH3C(=O)CH2OO(.)
Br Br bromine atomic ground state (2P3/2)
BrCl BrCl bromine chloride
BrO BrO bromine monoxide radical
BrONO2 BrNO3 bromine nitrate
C2H6 C2H6 ethane CH3CH3

C3H8 C3H8 propane CH3CH2CH3

CCl4 CCl4 carbon tetrachloride
CF2Cl2 CCl2F2 CFC12
CF2ClBr CBrClF2 Halon 1211
CF3Br CBrF3 Halon 1301
CFCl3 CCl3F CFC11
CH3Br CBrH3 methyl bromide
CH3CCl3 C2Cl3H3 1,1,1-trichloroethane, methylchloroform
CH3Cl CClH3 methyl chloride
CH3O2NO2 CH3O4N methylperoxy nitrate
CH4 CH4 methane
Cl Cl chlorine atomic ground state (2P3/2)
Cl2 Cl2 molecular chlorine
Cl2O2 Cl2O2 chlorine monoxide dimer ClOOCl
ClO ClO chlorine monoxide radical
ClONO2 ClNO3 chlorine nitrate
CO CO carbon monoxide
ECO3 C3H5O3 peroxypropionyl radical CH3CH2C(=O)OO(.)
ETO2 C2H5O2 ethyl peroxy radical H3CCH2OO(.)
ETP C2H6O2 peroxy ethanol CH3CH2OOH
GLYX C2H2O2 glyoxal (HC = O)2
H H hydrogen atomic ground state (2S)
H2 H2 molecular hydrogen
H2O H2O water
H2O2 H2O2 hydrogen peroxide HOOH
HAC C2H4O2 glycolaldehyde, hydroxy-acetaldehyde HOCH2C(=O)H
HACN C3H6O2 hydroxy acetone HOCH2C(=O)CH3

HACO C2H3O4 1-hydroxy peroxy acetyl radical HOCH2C(=O)OO(.)
HBr HBr hydrogen bromide
HCHO CH2O formalydehyde H2C = O
HCl HCl hydrogen chloride
HNO3 HNO3 nitric acid HONO(O)
HNO4 HNO4 pernitric acid HOONO(O)
HO2 HO2 perhydroxyl radical HOO
HOBr HOBr hydrobromous acid
HOCl HOCl hydrochlorous acid
HONO HNO2 nitrous acid
INO2 C5H8NO5 Isoprene-NO3 adduct derivative
IPAN C2H3NO6 HOCH2C(=O)OONO2

ISN1 C5H7O4N organic nitrate (ISNIx in Paulson)
ISOP C5H8 2-methyl 1,3-butadiene isoprene CH2CHC(CH3)CH2

ISNR C5H8O7N peroxy radical from OH addition/abstraction from
MACR C4H6O 2-methyl propenal (methacrolein) CH2 = C(CH3)C(=O)H
MAN2 C4H6O6N MACR/NO3 adduct CH2(OO.)C(CH3)(ONO2)C(=O)H
MAO2 C3H5O2 RO2 radical from MACR H2C = C(CH3)OO(.)
MAO3 C4H5O3 RO2 radical from MACR H2C = C(CH3)C(=O)OO(.)
MAP C2H4O3 peroxyacetic acid CH3C(=O)OOH
MCO3 C2H3O3 peroxyacetyl radical CH3C(=O)OO(.)
MGLY C3H4O2 methyl glyoxal CH3C(=O)C(=O)H
MO2 CH3O2 methylperoxy radical CH3OO(.)
MOH CH4O methyl alcohol CH3OH
MP CH4O2 methylperoxy alcohol CH3OOH
MPAN C4H5NO5 CH2 = C(CH3)C(=O)OONO2

MRO2 C4H7O4 MACR/OH/O2 adduct HOCH2C(CH3)(OO.)C(=O)H
MRP C4H8O4 peroxy alcohol from MACR HOCH2C(CH3)(OOH)C(=O)H
MVK C4H6O methyl vinyl ketone CH3C(=O)CH = CH2

N N nitrogen atomic ground state (4S)
N2 N2 molecular nitrogen
N2O N2O nitrous oxide NNO
N2O5 N2O5 dinitrogen pentoxide O2NONO2

NO NO nitric oxide
NO2 NO2 nitrogen dioxide ONO
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natural and anthropogenic perturbations on ozone in the
tropopause region is important because ozone in this region
exerts a disproportionately greater influence on radiative
forcing than ozone in other atmospheric regions [Lacis et
al., 1990; IPCC, 2001].
[102] IMPACT predicts global, three-dimensional species

distributions in the troposphere and the stratosphere using a
comprehensive chemical mechanism that includes thermal
and photolytic reactions. Detailed modules address surface
and elevated emissions, dry deposition, wet scavenging
from both convective and large-scale clouds, vertical diffu-
sion, convection, and advection. Stiff ordinary differential
equation systems representing chemical equations and rates
are solved using SMVGEAR II. The model was designed
for, and is exercised on, multiple computer platforms such
as UNIX workstations, vector supercomputers, and mas-
sively parallel computers (including the COMPAQ SC1,
IBM SP, and Cray T3E).
[103] In model calculations of 222Rn and 210Pb, IMPACT

captures the seasonal distribution and magnitude of surface
observations of 210Pb at a number of sites. Differences
between model predictions and observations at Mauna
Loa result from insufficient transport of Asian outflows
during the first half of the year.
[104] A model simulation of a full annual photochemical

cycle in the troposphere and stratosphere shows predicted
OH and O3 concentrations agree well with observations.
Concentrations of OH vary, as expected, with proximity to
large water vapor concentrations and sources of O3 pre-
cursors (such as NOx, NMHCs, etc.). The IMPACT
calculated global methyl chloroform lifetime is 5.3 years,
while that calculated using tropospheric OH loss is
6.5 years.
[105] The stratospheric O3 mixing ratios predicted by

IMPACT compare favorably with UARS-HALOE O3 mea-
surements, although polar winter ozone is too low in
IMPACT caused by isolation of the polar region. Ozone
levels predicted by the model at 200 mbar and 100 mbar,
however, tend to be higher than observed by ozonesondes
by 10–25%, and up to a factor of 2 in particular locations,
but are usually within observational error bars. Within the
troposphere, model-predicted ozone concentrations are
higher than observed for some high northern and southern
latitude sites primarily due to excessive transport of

stratospheric ozone. The model predicted ozone concen-
tration in the tropics agrees quite well with observations
there.
[106] The total flux of stratospheric ozone advected

through a vertical surface ranges from 663 Tg O3 yr�1

to 806 Tg O3 yr�1, depending on the definition of
tropopause. The net annual in situ photochemical produc-
tion term (production minus loss) is calculated to be 17–
161 Tg O3 yr�1, with an annual dry deposition amount of
826 Tg O3 yr�1.
[107] Comparison to in situ aircraft observations of

ozone-controlling radicals reveals that ozone and NOy

abundance are simulated reasonably well, as are HOx

catalytic cycles and total production and removal rates for
ozone. NOx is, however, overpredicted in the lower mid
latitude stratosphere, possibly as a result of underpredicting
processes converting NOx to NOy. This could be a result of
climatological aerosol surface area densities that are spe-
cified at levels below actual values, underpredicted conver-
sion rates, or both.

Appendix A

[108] Here we present the IMPACT photochemical mech-
anism. Table A1 includes homogeneous gas phase thermal
and photolytic reactions, their reactants, products, kinetic
parameters, and the literature sources. Table A2 describes
all chemical species included in the mechanism. Table A3
includes the heterogeneous thermal reactions, with gas
phase reactants and products, which are moderated by the
presence of aerosol surfaces.

Symbolic Name Atomic Composition Chemical Name

NO3 NO3 nitrogen trioxide ONO(O)
O O oxygen atomic ground state (3P)
O(1D) O oxygen atomic first singlet state (1D)
O2 O2 molecular oxygen
O3 O3 ozone
OClO ClO2 symmetrical chlorine dioxide
OH HO hydroxyl radical
PAN C2H3NO5 peroxyacetyl nitrate CH3C(=O)OONO2

PPN C3H5NO5 peroxypropionyl nitrate CH3CH2C(=O)OONO2

PRN2 C4H7O6N lumped peroxy alcohols from isoprene oxidation
RA3P C3H8O2 peroxy propyl alcohol (primary) CH3CH2CH2OOH
RCHO C4H8O C3-C5 aldehydes
RIO2 C5H9O3 isoprene/OH/O2 adduct
RIP C5H10O3 RO2 isoprene peroxide, CH2 = CHC(OH)CH3-CH2OOH
RP C4H6O3 methacrolein peroxy acid CH2 = C(CH3)C(=O)OOH
VRO2 C4H7O4 MVK/OH/O2 adduct CH3C(=O)CH(OO.)CH2OH
VRP C4H8O4 peroxy alcohol from MVK CH3C(=O)CH(OOH)

Table A2. (continued)

Table A3. Aerosol Heterogeneous Processes Within the IMPACT

Model

Reaction Location

1. N2O5 ! 2HNO3 stratosphere
2. ClONO2 ! HOCl + HNO3 stratosphere
3. BrONO2 ! HOBr + HNO3 stratosphere
4. HCl + ClONO2 ! Cl2 + HNO3 stratosphere
5. HCl + HOCl ! Cl2 + H2O stratosphere
6. HOBr + HCl ! BrCl + H2O stratosphere
7. N2O5 ! 2HNO3 troposphere
8. NO3 ! HNO3 troposphere
9. NO2 + H2O ! 0.5 HONO + 0.5 HNO3 troposphere
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