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Good management is the art of making problems so interesting and their solutions so
constructive that everyone wants to get to work and deal with them.
Paul Hawken

The essence of mathematics is not to make simple things complicated, but to make com-
plicated things simple.
S. Gudder

There was a young man from Trinity,
Who solved the square root of infinity.
While counting the digits,
He was seized by the fidgets,
Dropped science, and took up divinity.
Anonymous
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PREFACE

We live in a competitive world. Competition, in all its forms, is the name of the game
everywhere: across cultures, times, environments, and whether the economy is in boom
or recession; it is particularly crucial in a free market economy. Business managers are
among the few, at the forefront, who feel the brunt of having to compete in order to,
first, secure their firm’s survival and, second, insure a prosperous and progressive state
of their business. The core of their performance is defined by their ability to make the
best decisions they can and be capable of confronting increasingly complicated conditions
and tangled circumstances, in their own market and beyond. Economic theory and other
supporting fields have proved significantly useful in providing the required efficient tools
to best understand and handle the decision-making process. Managerial economics is an
application of microeconomics as it is bound with its supportive quantitative methods
of mathematics and statistics, business sciences, and decision sciences, all in pursuit of
recognizing and utilizing the optimal treatments of and solutions to managerial problems.
The ultimate purpose is to maximize the firm’s effectiveness and efficiency. This is one
reason why the collective and integrative nature of the material in managerial economics
perfectly reflects the interdisciplinary quality of managerial decisions and the structure of
business firms as a unified whole of different, multifaceted, and multifunctional parts. All
of these parts strive to work in sync for an ultimate collective goal.

This book is reasonably traditional in its scope and coverage, but it is different in its ap-
proach, as compared to the rest of the available books in the field. First, there is a central
theme that encloses all the material together and serves as the spine that tightly holds
the book’s organization. The theme is decision making at four levels: the consumer, firm,
market, and the future. They, along with the preliminary fundamentals, form the five major
units of the book. Second, the approach is mathematical, to stress the problem-solving and
analytical nature of the decisions, as the theoretical concepts are put to practice and testing.
The book is written under the assumption that readers are familiar with micro- and macroe-
conomics, algebra, calculus, and statistics. However, Chapter 2 is dedicated to a general and

Xix



XX PREFACE

brief review of selected mathematical and statistical topics to refresh the readers’ memory.
The exposition of material in this book is intended to strike a good balance between the theo-
retical and technical on the one hand, and practical on the other. The material is presented in
a straightforward, right-to-the-point manner with no “fluff” or extra “fat,” to avoid making it
less relevant or heavy and boring. Concepts and models are presented in multilevel learning
forms and styles to enhance the overall comprehension and to fit into the diverse learning
patterns of all students. They are presented in an integrative combination of description,
tabular analysis, mathematical and statistical expressions, geometrical representation, and
diagrammatical illustration. A great number of numerical, step-by-step-solved, examples
are given after each concept. Throughout the concepts and their examples, the emphasis is
put on economic intuition rather than technical manipulation or mathematical proofs. With
this level of exposure, we hope that the book would challenge and motivate three-fourths
of the students in a standard class and lift them up to the level of the one-fourth already at
the top. Our central objective is to help students comprehend, develop, and appreciate the
ultimate connection between the descriptive concepts and their mathematical face, and be
able to deal with the real and practical decisions they face every day at work and beyond,
particularly in the matter of resource allocation that would lead to maximizing the benefit
and minimizing the cost.

Each chapter ends up with a general summary, a list of key terms, a list of formulas used
throughout the chapter, and review and exercise questions. The main intention behind this
end-of-chapter material is to help students review the concepts, test their comprehension,
and verify their ability to apply the theoretical models and realize their usability, as well as
practice and develop their problem-solving skills.

The book is intended for the upper-level undergraduate and first-year graduate in business
and economics majors, MBA, and other related majors such as industrial organization
and engineering. It also serves as an excellent reference material for business managers,
executives, and researchers. It covers material for more than one semester, but there is a
degree of flexibility in the way this material has been organized so that an instructor can
prioritize and choose what can efficiently fit into his or her own single semester agenda.

The book is organized into five units with a total of 14 chapters. The first unit presents
the methodological preliminaries as an essential introduction to set the tone for the type
of approach and the nature of analytical treatment in this book. It includes two chapters:
Chapter 1 addresses the qualitative fundamentals, and Chapter 2 addresses the quantitative
fundamentals in a brief review of selected mathematical and statistical topics. The second
unit introduces the managerial decisions at the consumer level. It includes four chapters:
Chapter 3 is on the theory of consumer choice, Chapter 4 on the theory of consumer demand,
Chapter 5 on the empirical estimation of consumer demand, and Chapter 6 on the economic
forecasting of consumer demand. The third unit discusses the managerial decisions at the
firm level. It includes three chapters: Chapter 7 is on production theory, Chapter § on cost
theory, and Chapter 9 on the empirical estimation and economic forecasting of cost and
production. The fourth unit addresses the managerial decision at the market level. It consists
of two chapters: Chapter 10 is on market structure and organization, and Chapter 11 on
pricing practices, models, and policies. The fifth unit addresses the managerial decisions in
the long run. It includes three chapters: Chapter 12 is on capital budgeting and investment
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project evaluation, Chapter 13 on risk analysis and decisions under uncertainty, and Chapter
14 on management consultants and information.

Every possible effort has been made to make the book error free, but we believe that there
will always be some flaws and errors that may slip below the radar, despite our diligent
attempt to perfect the work. All the flaws and errors remain our sole responsibility, and
only great appreciation goes to those who lent their hands in the preparation of the book.
Readers, particularly students and instructors, are invited to submit any error they may
catch or suggestions they may have to improve the quality of this book for the next edition.
We are indebted to our senior departmental secretary Peggy Cialek, who typed up the
entire manuscript with exceptional patience and efficiency. We are also very grateful to our
former student, now an architect to be, G. Marius De La Pena, who highly competently
rendered all the graphs and diagrams, and to our former graduate student Don Hedeman for
his continuous help and support. A special word of appreciation goes to our Wiley editor
Susanne Steitz-Filler and associate editor Jackie Palmieri for their professional competency,
understanding, and patience. Many thanks and appreciation also to our production editor
Stephanie Loh and our project manager Baljinder Kaur for their remarkable punctuality and
care. My deep appreciation also goes to our copy editors Asha Kumari and Ammu Ajith
for thoroughly and meticulously checking the manuscript and giving smart and sensible
editing suggestions. The author feels very lucky to have the help and support of his friends
and international artists. Special thanks to the German artist Heike Schenk Arena, who
provided the beautiful image of the book cover, and the British artist Sevina Yates for her
follow-up and continuous support of the project.

M. J. ALHABEEB
Belchertown, MA
April 2012
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QUALITATIVE FUNDAMENTALS

1.1 ECONOMIC THEORY AND MANAGERIAL ECONOMICS

The concept of economic scarcity epitomizes the paradox of the finite nature of resources
and the infinite nature of human needs and wants. This inherent structural contradiction in
our life is not only what characterizes our societies’ natural and human resources in contrast
to their needs, but also what stands as the very phenomenon that necessitates choices and,
therefore, bears the responsibility for the existence of prices. It is also the best reason that
signifies the concept of opportunity cost, which is one of the central premises in economic
theory, where economists consider all costs as opportunity costs in the final analysis, for
they are nothing more than the foregone opportunities of some other alternatives. The
opportunity cost amplifies the economic notion that for any gain there has to be some loss,
for any benefit there is some cost, and for any reward there is a sacrifice. It is because of
this logic that economics has been described as the science to study and analyze human
choices, subject to their constraints.

The macroeconomics side of the theory is concerned with the “whole” versus the
“parts.” It studies the entire economic system and considers the society’s aggregate nation-
wide parameters such as national income and national debt, economic growth, fluctuation
of interest and inflation rates, employment, national budget, and international trade. The
other side of the theory is microeconomics, where the main focus is on the “parts,” or
the components and the comprising agents of that whole system. It considers the behav-
ior of individuals, families, and firms as they seek to maximize their economic utility.
Microeconomics considers consumers’ optimization of their own utility, firms’ maxi-
mization of their profits and minimization of cost, and all of what entails, such as eco-
nomic efficiency, market structure, capital budgeting, production, distribution, marketing,

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.



4 QUALITATIVE FUNDAMENTALS

pricing, revenues, and sales. It is, therefore, the right domain and proper atmosphere to see
where managerial economics stands, for it is how managers can function and make their
business decisions.

Microeconomics is capable of identifying the nature of economic problems, understand-
ing their logic, laying out their structure, and specifying their functions and conditions.
However, since all of that cannot be done only verbally or in a qualitatively descriptive
manner, there has been a growing need to quantify the ranges, estimate the parameters,
analyze and assess the changes, and hence, the need to employ mathematical and statistical
methods within microeconomics. Managerial economics is, therefore, an application of
microeconomics and its supportive quantitative methods (drawn from mathematics and
statistics) in the decision-making process for managers who are in pursuit of recognizing
and utilizing the optimal treatments and solutions to managerial problems and issues in
order to reach a certain level of efficiency in achieving the firm’s objectives.

Managerial economics is concerned with both effectiveness and efficiency of the de-
cisions made by managers and management teams regarding the economic function of
the firm in its utilization of scarce resources. This multifaceted task includes organiza-
tional design, management strategies, finances and accounting of capital management, and
economic analysis of production, distribution, marketing, pricing, consumer demands for
output, controlling the supply of input, monitoring markets and reacting to competition. The
major thrust in undertaking these functions is to identify the general and specific problems,
analyze the opportunities, and evaluate the alternatives in preparation for making the final
choices.

Problems Alternatives Choice Assessment
— Macro = Management |«
1 \ 1
A T SN S
1 1
L Micro ‘\ Finance !
: T 1 \ Quantitative Decision Functional / T 7 !
i economics making fields !
= Math \(. Accounting &
1 1
| v 1 v * |
1 1
— Stat ¢ Marketing <
| |
1 1
1 1
H Managerial H
Moo mmmmmmmmmmmmom oo economics  fTTTTTTTTTTTTTToooossoooomooo- >
FIGURE 1.1

Figure 1.1 shows how managerial economics acquires its essential identity through the
contributions of three components: (1) quantitative economics, (2) the scientific procedure
of decision making, and (3) the related functional fields. Economic theory, especially mi-
croeconomics, provides the foundation for marginal analysis, theory of consumer choice,
theory of the firm, industrial organization and behavior, and theory of public choice and
policy. The quantitative approach would provide many technical tools such as numerical
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analysis, statistical estimation, mathematical optimization, econometrical models, forecast-
ing procedures, game-theoretic scenarios and simulations, information system schemes, and
linear programming. The scientific approach to decision making requires four sequenced
and integrated steps:

1. Identifying and clearly defining the problems and their contexts, as well as setting
clear and feasible objectives to deal with those problems.

2. Exploring all possible ranges of alternatives and their constraints, and evaluating
them comparatively.

3. Deciding on the best choice among the deliberated alternatives.

4. Assessing the final choice as it is put to test in order to move to the next step, which is
benefiting from the entire experience. This step also includes running some sensitivity
analysis in which the chosen best alternative is examined against the possibility of
changing the conditions and circumstances around it.

1.2  SOME METHODOLOGICAL FALLACIES

As stated earlier, managerial economics connects primarily to microeconomics because of
its domain that is more relevant to managers and their business decisions. This does not
mean a total disconnection from macroeconomics. It is more appropriate to say that the
relevance of managerial economics to macroeconomics is not as certain and strong as it is
to microeconomics. In some cases, there will be clear evidence of the connection, and in
other cases, there would be none. Managers make many important decisions that may have
implications for public policy and have to conform to state and federal rules and regulations,
and abide by the local government codes. Also, many firm-specific decisions may be made
in strong connection to macro parameters such as inflation and employment levels. The point
here is that understanding the nature and level of connection with micro- or macroeconomics
requires the problems in question to be well defined, their context to be well set, and the
objectives to be correctly placed. Suffice it to say that borrowing the philosophical logic
of size fallacies may help here. This fallacy is methodological in nature and is about the
possibility of separating the “whole” from the “parts” (its components) and making them
independent entities. Such entities may have their own characteristics, which may or may
not be associated with each other. What has come to be known as the fallacy of division is
about refuting the common logic that whatever is considered true of the “whole” is also true
of the “parts.” It is a fallacy because it is misleading. It may or may not be correct. Consider,
for example, a well-known brand name of a product that has been dominating the market
for a long time, and has acquired strong consumer loyalty. It is possible that one or more of
its specific product lines may not live up to that whole good reputation and may fail in the
market. On the other hand, the reversed fallacy is the fallacy of composition, which also
refute the statement that whatever is true of the parts is also true of the whole because it may
not necessarily be correct. Consider one or a few brilliant graduates who went on to become
renowned scientists, poets, or artists, but their success and fame may not necessarily mean
that the department or school they graduated from is as accomplished, successful, or famous
as they are.

Another common methodological fallacy that should be well understood is the fallacy
of causation and correlation. It simply refers to the fact that correlated events may
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not necessarily stand as causes for each other, since the correlation may only mean that
they happen to occur at the same time or in the same place, but cause-and-effect relation
requires a much deeper organic connection and more complicated structural ties. Consider,
for example, that in inner large cities, there would be a high correlation between high-rise
buildings and crime rates but, of course, it would seem preposterous to suggest that the
existence of skyscrapers increases crime (!) or a high crime rate in inner cities motivates
developers to build high-rise constructions (!!). A similar discussion would hold for the
reverse statement that events known to be a cause or effect to each other may not necessarily
be found correlated at certain circumstances such as in the case when they just happen to be
there for different independent reasons. An example would be about the well-known fact
that Lyme disease is caused by being bitten by a deer tick carrying the bacteria, but it is
highly possible to find none or a weak correlation between being bitten by ticks and having
the disease simply because it is estimated that the chances of contracting the disease after
being bitten by a tick is only 1%.

Considering these fallacies, and going by the logic of serutinizing the generalized
statements would eliminate the stereotypical conclusions and allow a more careful analysis.
The connection of all elements in the economy and their intermingled relations are always
there, but they occur in different degrees and priorities, which need to be tracked down
and investigated. Consider, for instance, a macroeconomic decision by the federal or state
government to increase taxes on consumption and its implications at micro levels on
consumer demand on one hand and on the firm’s managerial decisions on the other. Also
consider the feedback of the firm’s policies on consumers and the effects of both, firms and
consumers, on the public policies in regard to inflation and employment.

1.3 PARADIGMS, MODELS, AND THE SCIENTIFIC METHOD

The overarching paradigm in economics pivots around three major assumptions on market
participants, who are the main constituents in the economic activity (consumers, house-
holds, firms, and other economic agents). The first assumption is that they are goal-oriented,
who tend to engage in a reasonably clear and purposeful participation, centered on the par-
ticipants’ own interest. The second assumption is that they have stable and well-defined
preferences, which enable them to make rational choices that would ultimately maximize
their gain, and to a certain degree, minimize their loss. The third assumption is that those
participants operate in the reality of the scarce resources, which is exemplified by the re-
sources’ inability to satisfy all people’s ever-increasing and changing needs and wants. In
their own right, and as bold assertions as they are about the economic system, those assump-
tions serve as the foundation to build our economic models, which are supposed to depict
the essential state of the economic system and the way it works. As basic and fundamental
representation of reality, theoretical models are often simplistic, abstract, conditioned, and
may very well seem unrealistic in their abstraction and intangible depiction. However,
simplicity and abstraction are necessary characteristics to make models understandable,
as well as make them subject to logical manipulation. Furthermore, such characteristics
have to be reasonable and close enough to reality in order to be credible and capable of
producing meaningful outcomes.
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Figure 1.2 shows the flow of the scientific method by which observations on reality lead
to theories and models, which may transfer to empirical models that can be tested, not only
to validate the logic of the theoretical models but also to improve on them and take the
improvements forward to modify the current realities, and create new realities so that the
whole pattern would be repeated in a continuous cycle of progression.

By this scientific process, we would be sure to get an abstraction of reality that is
objective, consistent, nonarbitrary, and reliable. It would make it possible to devise a set of
testable hypotheses in order to explain, predict, and control that reality for

(a) achieving a higher performance in the current time;

(b) achieving the highest possible level of efficiency in a foreseeable future time. Relying
on objectivity and nonarbitration as crucial characteristics of the scientific method is
to prevent all sorts of possible personal, cultural, and spiritual beliefs from interfering
with the interpretation of reality. It is also to allow the process to undergo evaluation
in order to check for its degree of closeness to reality and eliminate the possibility
of holding the “absolute” truth.

The quantitative approach to managerial economics, which may include optimization,
statistical methods, geometrical depiction, game theory, and capital budgeting, is ultimately
to derive optimal solutions to a wide variety of managerial problems. Proper solutions
require the use of the scientific method to identify and quantify the changes among various
important variables in the active domain of the business performance. The process would
track down the interactions and recognize the major determinants and estimate their impact.
Since the ultimate goal of any society is to reach the level of most efficient allocation of
resources, the three classic economizing questions of what to produce, how much and
how, and for whom, can effectively be answered with the help of economic theory and its
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quantitative models. It would remain true that the best models are those that can make good
sense of a complex reality through an explanatory simplification and reliable prediction.
The key to that is to construct positive and directional hypotheses that can be practically
tested in order to delineate the map of causes and effects, determine how much and how
crucial is the influence on each other, and predict what would happen to them under different
circumstances. Beyond the practical benefits of the scientific process and the quantitative
methods in the managerial world, the analytical approach in general is deemed to be crucial
in modeling our thinking into more logical and structured patterns. It would help build higher
conceptual mentalities and develop more critical thinking skills and fancier imagination,
which would make it possible to creatively apply knowledge across boundaries of time and
place and be better prepared for the real world beyond the present reality.

1.4 THE DESCRIPTIVE AND PRESCRIPTIVE TREATMENTS

The descriptive approach is concerned with positive economics. It is concerned with what
was, is, and will be in actuality, with a certain degree of objectivity and regardless of any
subjective positions. It considers the given conditions and circumstances, investigates any
causes and effects, formulates theories and designs models, and predicts what might happen
and what would change, and in what direction, all in a reasonable of neutrali. On the other
hand, the prescriptive approach adopts a normative stand. It is based on subjective views
and value judgment. It is all about “what ought to be” from a certain perspective. Outcomes,
therefore, are deemed to be presented as good or bad. Economics is basically considered
a descriptive and positive science. It is for this reason that economists have been for long
taking a defensive stand against the charge that their analyses are often cold and heartless.
Positive economic analyses of many contentious issues can appear to be harsh just
because they are deliberately separated from any value judgment and sentimental consider-
ation. Examples of these issues are rent control, minimum wage, welfare system, housing
subsidies, comprehensive healthcare, and many more. Just like economics, managerial
economics is essentially a positive science where managers are not suppose make their
decisions on the basis of their sentiments. They are supposed to observe data and trends
and use a scientific approach to predict consequences of their actions. The other dimension
of their positive approach is that all decisions and actions can be tested empirically either
by research or by plain experience. However, managerial economics does have its own pre-
scriptive side too, especially when it comes to the issues in which managers and decision
makers in general find themselves at a position in which they have to use their own value
judgment and personal positions when only gut feelings can be the determinant.

1.5 THE PROFIT FUNCTION: ACCOUNTING VERSUS ECONOMICS

Seeking profit is a natural, human, and an essential self-interest motive. It is for this
reason that making profit becomes a central characteristic of the for-profit firms in a free-
market enterprise system. It can be stated further that, with bounded rationality and healthy
conscience, making profits can elevate itself to be a virtue, especially if all standard business
ethics are observed and honored. As firms pursue their self-interest, the mechanism of profit
maximization works wonders for the efficient allocation of resources. It would constantly



ENTREPRENEURSHIP, MANAGEMENT, AND LEADERSHIP 9

move resources toward the production of goods and services that are most valued and
demanded by consumers. Other firms may leave less profitable projects and enter more
lucrative markets, and eventually, the aggregate welfare is served. Under this consideration,
profit would represent the society’s reward for the greatest efficiency, while the lack of
profit motive, especially if it translates itself into losses, would signal the lack of efficiency
in the utilization of resources and result in an aggregate detriment to the society.

Conceptually, profit refers to the difference between the total cost of production and
the total revenue brought by the sale of the products. While the total revenue is a clear-cut
concept (referring to the dollar value of the product sold, as generated by multiplying
the product market price by the quantity sold), the concept the total cost introduces the
divergence between business profit and economic profit. In the business culture, the total
cost consists of all the explicit or out-of-pocket expenditures on the major factors of
production such as land, capital, and labor. However, the economists tend to think of the
opportunity cost of all these resources and include their foregone value as an implicit part of
the total cost. For example, according to the economist’s view, the total cost would include
the income the entrepreneur would have earned had he been hired by another firm or the
return on land had it been utilized in a different project. Therefore, the business profit or
the accountant’s profit (;r,) would be different from the economist’s profit (iz.) by

n, = TR — ETC,
7, = TR — (ETC + ITC),

where the latter includes the implicit total cost (ITC) in addition to the explicit total cost
(ETC), and TR is the total revenue. The business profit is a practical concept, especially
for the purpose of calculating the book value, and considering the accounting and taxes,
while the economist’s concept of profit is important for a real understanding of the business
decisions especially on investment, risk, and return.

1.6 ENTREPRENEURSHIP, MANAGEMENT, AND LEADERSHIP

Terms such as “entrepreneur” and “manager” or “owner-manager” are often used inter-
changeably, especially in the small business setting and entrepreneurship literature. For
more accuracy, we can link these terms to the nature of activity of both entrepreneurship
and management, as they are distinct phases of the production process. To a less extent,
there has also been a certain mix-up between the management and leadership functions in
the private and public administration process. Very early on, the French term entrepreneur
meant the person who could organize and direct resources into a production process. At the
start of the nineteenth century, Jean-Baptiste Say, a French economist and businessman,
elaborated on the role of the entrepreneur in creating new values by simply knowing when
and where to employ the economic resources and have them yield a higher return. In modern
times, entrepreneurship is defined as the process of creating a new business by utilizing
resources and taking them through the possible risk and bearing the responsibility for it.
Accordingly, an entrepreneur is the person who has the vision for a business project and
can start it up. That would be the individual who can assemble and combine the necessary
economic resources for a project, employ them, and make a profit out of them. It takes
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a special personality with certain traits to become an efficient entrepreneur. Successful
entrepreneurship requires the following:

* An ability to foresee the right opportunities and perceive their dynamics.

® A capacity to come up with innovative ideas that fit their time, place, and other
circumstances.

* An attitude of courage, energy, and optimism to start up the project, go all the way
with it, assume full responsibility for its ups and downs, and know and count for all
risk involved.

® A spirit of commitment, flexibility, and tenacity, coupled with tolerance and ability
and willingness to learn from mistakes.

* A natural talent for organizing the resources and utilizing them to achieve their highest
yield.

The most important thing to realize here is that entrepreneurship is only the first phase
of production, which is the innovative phase. This phase would end when the project can
stand on its feet after starting production. Next, the project would enter the second phase of
production and earning, which would need a different set of skills and a different process,
and that would be the management phase. Here, the top performer is the manager and the
required skills are managerial as opposed to entrepreneurial (Figure 1.3).

Earnings

Entrepreneurship
phase

Managementifphase

Time

FIGURE 1.3

As for management, it is the effective and efficient use of resources to accomplish
certain economic and administrative objectives for the managed unit. In the production
phase and throughout the life of the project, management involves five integrative functions:
planning, organizing, staffing, directing, and controlling. As for leadership, the focus is
on the capacity and quality of making strategic decisions, oversee operations, and bring
about changes. Leadership is not associated with a specific production phase. It can work
anywhere and it may be required at all levels, any time, and under any circumstances.
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SUMMARY

e The first unit of this book is dedicated to the fundamentals that would establish
the approach and set the tone for the remaining four units. It is the springboard
from which we leap, well equipped, to better understand the whole material on this
subject matter.

e The unit includes two chapters. This first chapter is on the qualitative fundamentals. It
started by defining economics and managerial economics and explained the link between
them. It expanded the discussion to delineate the domains of micro- and macroeco-
nomics and described the scientific approach to the process of decision making. In
Section 1.2, the discussion moved to the most common methodological fallacies: the
fallacy of division, which is about setting the logic that whatever might be consid-
ered correct on the “whole” may not necessarily be correct on the parts of that whole.
The fallacy of composition would stand on the opposite side. Its logic suggests that
whatever might be considered correct on the parts may not necessarily be correct on
the whole. The third fallacy is of the causation and correlation. It refers to the fact
that correlated events may not necessarily stand as causes for each other. The reason
is that the correlation may only mean the events happen to occur at the same time, in
same place, or under same circumstances, but the cause-and-effect relation requires a
much deeper organic connection and more structural ties.

e More methodological clarification was presented in Section 1.3. The assumptions of
the major paradigm in economic analysis were addressed, and they were all about
the main economic players such as individual consumers, households, firms, and other
constituents. Models were explained as basic and fundamental representation of reality,
and the scientific method was presented in a descriptive and graphic way. It showed the
flow from observations on reality to theoretical and, then, to empirical work that could
be tested to either validate or refute the theoretical models.

¢ Positive and normative economics were discussed in terms of their descriptive and
prescriptive approaches. The descriptive approach is concerned with what was, is, and
will be in actuality with a certain degree of objectivity. The prescriptive approach is based
on a subjective view and value judgment. It is more concerned with “what ought to be.”
Managerial economics basically belongs to the positive approach although it may have
some sides of the normative approach too.

¢ Profit is reviewed from two perspectives: the economic and the accounting perspective.
While profit is the difference between the total revenue and the total cost, it is the
multifaceted concept of cost that would cause the difference between the accounting, or
business, profit and the economic profit. The economists tend to think of the opportunity
cost of all the resources as an implicit part of the total cost. Accountants are concerned
with the explicit or out-of-pocket cost.

® Section 1.6 covered the concepts of entrepreneurship, management, and leadership. En-
trepreneurship refers to the process of creating a new business by utilizing resources
and taking them through the possible risk and bearing all the responsibilities of the
task. The requirements of successful entrepreneurship are addressed, and manage-
ment is distinguished from entrepreneurship not only by the nature of function but
also by the timing of their effectiveness in the life of business projects. Management
is defined as the effective and efficient use of resources to accomplish certain eco-
nomic and administrative objectives for the managed unit, while leadership focuses on
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the capacity and quality of making strategic decisions, oversee operations, and being
about changes.

KEY TERMS
economic scarcity macroeconomics microeconomics
opportunity cost managerial economics scientific approach
scientific process methodological fallacies fallacy of division
fallacy of composition fallacy of causation and correlation paradigm
model economizing descriptive approach
prescriptive approach positive analysis normative analysis
accounting profit economic profit entrepreneurship
management leadership
EXERCISES

1. What are the qualitative fundamentals and why are they important to know for the

10.

study of managerial economics?

How different is managerial economics from economics and how is it related to both
microeconomics and macroeconomics?

What is opportunity cost? Is it one of the important considerations for economists?

List and explain the four major steps of the decision-making process according to the
scientific approach.

What are the major methodological fallacies and why should we be concerned about
them? Try to provide an example of each fallacy, especially something that you may
have already contemplated in your daily life.

What is paradigm and how is it different from theory? Can you provide an example to
set the two apart?

What is the scientific method and how is it different from the nonscientific methods?
Why is it important for students to know this kind of material? Does it really have any
significance in real life? If so, try to provide an example.

What is the descriptive approach? How is it different from the prescriptive approach
and where would managerial economics stand?

Explain the concept of profit from both accounting and economic perspectives. What
would make the two different from each other? Will this difference have any practical
mix-up when it comes to the managerial decision making?

Explain the concepts of entrepreneurship, management, and leadership and set the link
between an entrepreneur, a manager, and a CEO of a firm. How do the three work to
set the firm and optimize its efficiency?
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2.1 INTRODUCTION

The quantification of economic principles and analysis remains prominent even today,
many decades after it began in earnest during the twentieth century. Inherently, the use of
mathematics and statistics in economics encourages rigor and precision and is, therefore,
appealing to economic theoreticians and practitioners alike. Even so, and often for different
reasons, there are many naysayers, especially in the popular press (see, Jennings, 1994).
However, this is not new, as the well-known quote by economist Kenneth Boulding explains:
“Mathematics brought rigor to economics. Unfortunately, it also brought mortis.” However,
a quantitative approach to economics continues to flourish in spite of such criticisms. It
is suggested that the use of quantitative methods in economics will continue, but the type
of methods and the way they are applied may change in the future (e.g., Colander, 2000).
We cannot be certain about what the future holds for quantitative economics, but we are
certain that a number of fundamental quantitative methods will remain important in every
managerial economist’s toolkit even if there are some major changes in the way economics
is taught and practiced in the years ahead. The mathematical and statistical fundamentals
and terminology we emphasize in this chapter are used throughout the book. We focus
on the fundamentals that we consider indispensable to rational application of economic
principles under a robust set of circumstances, which will be an essential part of every
managerial economist’s training for years to come.

This chapter is intended as a refresher course on the basic mathematical and statistical
tools that managerial economists use and, as already mentioned, will use in the foreseeable
future. The refresher is intended, along with the rest of this book, to accommodate the
aspirations of students who have fulfilled the prerequisites for an upper division managerial
economics course and have done well in those prerequisites. We begin with the general
notion of a function and follow that discussion with two specific functions, logarithms
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and exponents, which we will use frequently. Then, we review some essentials of dif-
ferential calculus along with multivariate and constrained optimization. Probability and
statistical concepts along with a very important inference method, the method of maximum
likelihood, are covered in the final sections of the chapter.

2.2 FUNCTIONS

Much of the mainstream economics depicts economic phenomena using the notion of a
functional relationship between variables as described in mathematics. The key feature of a
mathematical function is that it associates a unique value of one variable with every distinct
value of other variables. An abstract example of a functional relationship, f, includes the
association of a unique value of a variable, y, with every value of another variable, x;. This
relationship is often expressed as y = f{x).

Similarly, y = flx;, x2, ..., x,) expresses a relationship that associates a unique value
of y with every distinct value of n variables xj, x5, ..., x,. Figure 2.1 shows graphs of
functions with n = 1 in panel (a) and n = 2 in panel (b). The key feature of a mathematical
function is revealed in the graphs by a unique value of y appearing on the curve above each
distinct value of x; in panel (a) and a unique value of y appearing on the surface above each
distinct value of (xj, x») in panel (b).

FIGURE 2.1

As already mentioned, economics abounds with functional relationships. For example,
demand and supply relationships in a market can be depicted using functional relationships
between quantity demanded, D, quantity supplied, S, quantity transacted, Q, and market
price, P:

D = f(P),
S = g(P),
0=D=S5.

This economic model is graphed differently by mathematicians and economists as shown
in Figure 2.2.
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D,S P
Mathematician’s graph Economist’s graph
s=gH P=g-1
D=1fH P=f1
P D=S
(a) (b)
FIGURE 2.2

To examine the difference between the graphs shown in Figure 2.2 more specifically,
suppose that the functional relationships are as follows:

D =14-2pP,
S =2+4P,
0=D=S5.

The mathematician’s graph shows these functional relationships as they are written above.
The economist’s graph shows

where each relationship has been solved for P. Both graphs reveal 0 = D = § = 10 and
P = 2 as the solution to the model.

An important use of functional relationships in economic models is to predict the change
in economic variables due to a change in one of the model’s functional relationships.
Figure 2.3 depicts a shift in the demand function from D; to D5.

Demand shift

FIGURE 2.3
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Now consider the algebra associated with the demand shift as depicted in Figure 2.3:
D =14-2P + A,
S=2+4+4P,
O0=D=S.

Changes in Q and P when the variable A changes from 0 to a number greater than 0 are of
significant interest. This use of economic models to compare the changes in economic vari-
ables is known as comparative statics analysis. Note that comparative statics analysis can
produce either qualitative or quantitative results, depending on how specific the economic
model’s functional relationships are.

2.3 EXPONENTS

Exponents are used throughout managerial economics and should be thoroughly under-
stood. Both exponents and logarithms are examples of functions. We begin with definitions
followed by examples to illustrate the definitions.

By definition, @”, where a is the base (simply a number) and 7 is the exponent (for now,
simply a nonnegative integer) isa a a ... a (n times), that is, the product of a with itself
n times.

Some examples that illustrate the definition of exponents are

@ =aaaaa,

(5 =G

q 9/ \a/)\a/)\q) \q
x4=xxxx,

n+1P=m+Dn+Dn+1),
a®=1if a+#0,

0% is undefined.

Negative exponents are by definition ™" = HL" Some examples to illustrate this definition
are as follows:

a ' = l
a’
1
-3 _
87 = rEL
SR ——
(x2 4+ 5)10

(—10)*> = (—=10)(—10) = 100,
—10*> = —(10 x 10) = —100,



EXPONENTS
1
)= —,
2x
2wl = z
P

There are five general properties of exponents:

1 n . m “+m

.a'a" =a"

2 a —ghm

ogm

3' (an)m — anm
4. (ab)" = a"b"

n

5.(3)" =%

Some examples of these general properties are as follows:

aa*=(aaa)(aa) =a*?=d,
a’ aaa -

—2 = — =d = a,

a aa

(@ = a® a® a® = a* = &b,

(@b’ =@b)@b)(aby=aaabbb=ad b,

(173 aS — a73+5 — a2’

xyP=x7y7

G -5-s

By definition, @”/" = the nth root of ™.
Some examples of fractional exponents are as follows:

a'? = \/a = the square root of a,

a*? = the square root of a,
103 = the cube root of 10° = the cube root of 100,000 = (100,000)3
— 46.42 .. .since (46.42...) (46.42...) (46.42...) = 100,000,

25 _ 43 _ 5 _
472 = 437 = the square root of 4° = 32.

17

We will use exponents repeatedly, so you should ensure that you understand and can apply

these definitions and properties.
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2.4 LOGARITHMS AND THE NUMBER e

The natural logarithm, denoted by In, is defined with reference to Figure 2.4—the graph of
curve 1/t for ¢t > 0. The function In x; is defined as the area under the curve between 1 and
x1 (shown as the shaded area). Hence, In x; is increasing on x; and is positive (negative) for
x1 greater (less) than one and is zero for x| equal to one. The value of x; that makes the area
equal to 1 is the number e (a nonrepeating decimal number that is about 2.71). Moreover,
the value of x; that makes the area equal to y is the number ¢”, where y is a real number.
Note that ¢” is often written as exp(y).

3.0

2.5

2.0

1.5

1.0

0.5

o

FIGURE 2.4

A remarkable property of function In x|, which no other mathematical function has, is
that the natural logarithm of the product of any two positive numbers is the sum of the
natural logarithms of the two numbers, that is,

Inx; xp = Inx; + In x, for all positive numbers x; and x,.

This property of natural logarithm extends to the product of n positive numbers:

In nx,- = Zlnxi for all x; > 0.

If one keeps the definition of logarithm in mind, there is no mystery associated with In x;
or the number e.
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2.5 DIFFERENTIAL CALCULUS

The derivative of a function is used in defining several basic economic concepts including
elasticities and various “marginal” quantities. Derivatives can also be used to characterize
critical values of a function such as a maximum. This section provides a brief review of the
derivative of a function for its use in the later chapters.

The limit of a function, usually written as Lim,, ., f (x1), is defined as the number that
the function f(x;) can be made arbitrarily close to by choosing the value of x; sufficiently
close to a. The notion of a limit underlies differential (and integral) calculus. The derivative
of a function y = f{x;) can be found directly from the definition of the derivative, Lim j _, ¢
[fixi + h) — fix1)]/h, and is usually written as dy/dx;. The geometric interpretation of
the derivative is: “A one unit move to the right along the x; axis will produce a change
in f(x;) approximately equal to the derivative.” Hence, the geometric interpretation of the
derivative of y = f(x;) at a point is the slope of the tangent line to f(x;) at that point.

There are seven rules for finding the derivative of a function. Each rule along with an
example is given below.

Differentiation rule 1: derivative of a constant

y=/f)=a,
dy
dx1 -
Example: y =3
d
2 .
dX]

Differentiation rule 2: derivative of a function involving an exponent (power function)

b

Yy =X,
dd_)i)l = bx{’_l.
Example: y = x;>
jTy] = 2xy

Differentiation rule 3: derivative of a constant times a function

y = af(x1),

d ,
d_)fl = af"(x1).
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Example: y = 3x;

dy
dx1

Differentiation rule 4: derivative of the sum or difference of two functions

y = f(x1) 4+ glxy),

d
—dy = f/(r) + ¢/
x1

Example: y =10 + 5x; + 6 x,2

dy
— =54+ 12x;.
dx, + 12x,

Differentiation rule 5: derivative of the product of two functions

y = fx1)glx),

d
T = FOg ) + gl f ).
Xy

Example: y = 2= (x> +2x +2)

dy

b (F —4) @x1 +2) + (¥ + 201 +2) Qx).

Differentiation rule 6: derivative of the quotient of two functions

_ S
gxp)’
Ay g ') = f)g ()
dx, (g(x1)? '
2 _
Example: y = xl—23xl
X

ﬂ B x12(2x1 —3)— ()cl2 — 3x1) 2x1)
dxi () '

Differentiation rule 7: derivative of a composite function (function of a function)

y = g(u),
u= f(x),
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y = g(f(x),
(@) (&)
dx; <E> dxi )’

2

Example: y = u
u=2x; +5,
y =20 +57%
dy
— = Qu)(?2),
dx; (2u)(2)

= (2(2x1 +5)(2).

The derivative of the natural logarithm function, y = In x;, and the derivative of the
exponential function, y = e*', are needed in the following chapters. The derivative of the
natural logarithm, y = In xy, is

dy 1

dx;  x;’
The derivative of the exponential function, y = e*', is

dy .
— =",

dx1

A derivative of a function is also a function that can often be differentiated. Derivatives
of a derivative are referred to as higher order derivatives. For example, the second-order

derivative of a function is
d ( dy y
dx; (dxl) Cdx? ).

The seven differentiation rules are also used to find higher order derivatives. An example
of higher order derivatives is given below. You should make sure that you can use these
seven rules to reach the same results as shown in the example.

Example: y = 10 X2 4+3x2=5x+6

d

dTy = 3047 + 6x; — 5,
1

d2y

£ — 60x, +6.

dx?

d3

2 =60,

dx;

d4
2 =0.

dx}
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Derivatives of function f(xy, x», ... , x,) are also found using the seven differentiation rules.
The partial derivative of a function y = f(xy, x», ... , x,) with respect to variable x| can be
found directly from the definition of the derivative, Lim ;, _, o [f(x; + &, X2, ..., x,) — flxy,
X2, ... ,Xy)]/h, and is usually written as dy/dx;. Note that the partial derivative is the same
as the derivative previously discussed with all variables other than x; treated as constants.
The geometric interpretation of the partial derivative of f with respect to x; is: “A one unit

move to the right along the x; axis will produce a change in f{x, x2, ... , x,) approximately
equal to the derivative.” The geometric interpretation of the partial derivative of y = f(xi,
X2, ..., Xy)at a point is the slope of the tangent line to f(x;, x», ... , x,) at that point with

variables other than x; treated as constants. The partial derivative for variables other than
x1 is similarly defined and interpreted.
Example: y = x1 x»

dy/dx; = xa,
ay/ox; = xq.

2.6 MULTIVARIATE AND EQUALITY CONSTRAINED OPTIMIZATION

Maximization and minimization are widely used throughout microeconomics and statis-
tics, and sometimes optimization is subject to constraints on the variable(s) of choice. In
this section, the discussion and examples are limited to one or two decision variables;
however, the techniques extend to more than two decision variables. A function, f(x;), can
be maximized by choosing a value x;* so that f(x;*) > f(x;) for all possible values of x;.
Often, it may be possible to find x;* where the derivative of f with respect to x; is zero.
Similarly, a maximization problem can be expressed as choosing values of variables x; and
X, to make the value of the function, f, as large as possible, that is,

Maximize f(xy, x2).

The solution, for example, (x;*, x,™), can be characterized by f(x{, x3) > f(x;, x) for all
values of x; and x,. Frequently, derivatives are used to characterize the solution when the
function f and the possible values of x; and x, permit differentiation. In such cases, the
solution is necessarily a flat spot of the function and could be characterized by a zero value
of the derivative of f with respect to x; and x;:

a
Ay,
8)(?1

a
2 .
3X2

Example: Maximize f(x;, xp) = —5)(12 — 10)(22 + 50x; + 60x,

3
A 50 100, =0,
Bxl

9
2~ 60— 20x, = 0.

8)(2
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Solving these two equations gives x{ = 5 and x3 = 3 as the solution to the maximization
problem.

In some cases, the choice variables, x| and x,, in an optimization problem are constrained
to satisfy an equation. The general equality constrained maximization problem with two
choice variables and one equality constraint is

Maximize f(x1, x2),
Subject to g(xy, x2) = b.

We use the Lagrangian method for solving this equality constrained maximization prob-
lem. The method is based on introducing a new decision variable and forming a new
function using it and the remaining parts of the maximization problem. The new function
often possesses a “flat spot” for values of the decision variables that solve the constrained
maximization problem. Hence, we can use derivatives to characterize the solution to the
original problem.

The three steps that comprise the method for solving the general equality constrained
maximization problem are described below.

First, form the Lagrangian, L(x;, x», 1), where

L(xy, x2, 1) = f(x1, x2) — Alg(x1, x2) — b].

The variable A in the Lagrangian is referred to as the Lagrange multiplier. x; and x, are the
decision variables, f(x;, x,) is the objective function, g(x, x») is the constraint function,
and b is the constraint constant.

Note that the Lagrangian should always be formed as

L(x1, x2, &) = Objective function — A(Constraint function — Constraint constant).

Second, set the derivatives of L with respect to the decision variables and the Lagrange
multiplier equal to O:

aL a a

oL _of ;98 _
8x1 8x1 8x1

oL a a

oL _of ;%8 _
8X2 sz 8X2

oL

o =b—g(x1,x)=0.

Third, solve these three equations for the optimal values of the decision variables and the
Lagrange multiplier.

Example

Maximize x| + x»,

Subject to x7 + x5 = 1.
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The Lagrangian in this case is given by
L(xy,x2,X) =x1 +x2 —)»[xl2 +x§ — 1].

The “flat spot” of the Lagrangian is indicated by

oL

— =1 —2)»)(1 =O,
3)(1

aL

—_— =1—2)\.XQ=O,
3)(2

oL
azl—x%_x‘%:o

The solution to these three equations is (x1, x, 1) = (2793, 2705 2703),

In case the “flat spot” of the Lagrangian is a saddle point (defined below), it has special
significance for the solution to the equality constrained optimization problem.

Let us consider the problem again:

Maximize f(xi, x2),
Subject to g(xy, x2) = b,
with Lagrangian given by
L(x1,x2, A) = f(x1,x2) — A[g(x1, x2) — b].

By definition, a saddle point of the Lagrangian, (x;*, x,*, A*), satisfies

1. L(x}, x5, M%) < L(x{, x5, A) for all A;
2. L(x{, x5, A") = L(x, x,, A*) forall x, y.

Let us first focus on condition 1:
L(x{ x5, 2") < L (x{,x3,1) forall A.
After writing the expression for the Lagrangian explicitly,
FF x3) = 2% [ (xf, x3) = b] < f (x7.x3) — A[g (x], x3) — b] forall .
After eliminating f(xj, x5) from both sides,
—1*[g (7, x3) —b] < —A[g (x},x3) — b] forall A.
The last expression can be simplified as

(A — 2" [g (xf.x3) — b] < O forall A,
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which implies that
g (¥, x3) —b=0.
Keeping the above result in mind, let us now focus on condition 2:
L (xi“, x5, A*) > L (xl,xz, A*) for all x, y.
Upon rewriting,
f (xi‘, xi‘) —\F [g (xi", x§) — b] > f(x,y) — A*[g(x, y) for all b] for all x, y.

This last expression can also be simplified by eliminating —A* [g(x}, x5) — b] from the
left-hand side, since analysis of condition 1 has already shown that g(x}, x3) — b = 0. The
result is

f (XT, X;K) > f(x,y) — A*[g(x, y) — b] forall x, y.
Therefore, it must also be true that
f (xf.x3) = f(x,y) forall x, y including those for which g(x, y) = b.

The last expression implies that a saddle point of the Lagrangian solves the equality
constrained optimization problem.

The derivatives of the Lagrangian can be interpreted in terms of some basic economic
principles that you know from previous coursework. Suppose the problem is simplified to
involve only a single choice variable:

Maximize f(x),

Subject to g(x) = b.
The Lagrangian is
L(x, ) = f(x) — A[g(x) —D].

A graph of the Lagrangian that applies to this problem is shown in Figure 2.5.
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FIGURE 2.5

The marginal conditions associated with the Lagrangian are as follows:

flx) —2g'(x) =0,
b—g(x) = 0.

Let us focus on interpreting the first condition since the interpretation of the second con-
dition is obvious. We envision a simple production problem where a single input is used
to produce a single output and b units of input is employed. Suppose that x = output,
Jf(x) = value of output, A = input value per unit, g(x) = units of the input used, and b =
units of input to be used. Then, the slope of the Lagrangian in the x-direction (the first
condition) can be interpreted as involving familiar economic concepts. First note that, since
x = output and input = g(x), then x = g~!(input), where g~! is the inverse of function
g and is also known as the total product (TP). So dx/d input = d g~!(input)/d input =
dTP/d input = marginal product (MP) of the input. In general, the derivative of a function’s
inverse is the reciprocal of the derivative of the function itself. With this in mind, note that
MP = d g~ '(input)/dx = 1/g'(x). The latter implies that g'(x) is 1/MP. Looking at the
first condition, we see that A g’'(x) = A/MP. However, from your previous coursework in
economic principles, you know that factor price/marginal product is marginal cost (MC).
So the first condition can be interpreted as f'(x) — MC = 0. However, f(x) is marginal
revenue (MR). Hence, the slope of the Lagrangian in the x-direction involves one of the
most important elements of introductory microeconomics, that is, the slope is the difference
between MR and MC.
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The Lagrangian is specified so that in the A-direction, the slope is the difference between
the constraint function and the constraint constant (g(x) — b)). So this slope changes sign
around the constraint. This means that the slope is zero along the constraint.

Therefore, the flat spot of the Lagrangian where the slopes in the A- and x-directions
are simultaneously zero is a significant point. At that point, the amount of output (x) and
resource price (A) are such that (1) the constraint is satisfied (zero slope in the A-direction)
and (2) MR = MC (zero slope in the x-direction). These conditions mean that the flat
spot solves the equality constrained maximization problem. This is the essence ofwhat is
referred to as saddle point sufficiency.

The interpretation of the Lagrange multiplier can be derived as follows. Suppose that
the equality constrained maximization problem

Maximize f(xi, x2),
Subjectto g(x1, x2) = b,
is solved by (x}, x5). Note that, in general, x{ and x3 depend on b.

Assuming that x;*(b) and x,*(b) are differentiable functions of b, then the associated
value of the objective function is also a function of b:

1) = f[x{(b). x3(B)].
The function, f*(b), is called the value function for the problem or the indirect function.
The Lagrange multiplier, A, is the change in the value function due to an (one unit)
increase in the constraint constant, . Denote df/dx; = fi, 3f/9x> = f>, dg/dx; = g1, and
d0g/0x, = g» and define the total differential of f(x|, x,) to be df = df/dx; dx; + 9f/dx,
dxy = f1 dx1 + f2 dxa.
Since f*(b) = flxi(b), X5(b)],
df*(b) = fi [x{(B), ;3(B)] dxi + fo [x{(b), x3(b)] dx3.
From the necessary conditions for a maximum,
fi (6. x3) = hgr (67 x5)
and
f (x’f, xé‘) =12 (xik, xi") .
Substituting for f (x{, x3) and f>(x, x3) in the expression for df*(b) above gives
df*(b) = r g1 (xf, x3) dx{+ A g (x, x3) dx3.

Also, since (x| *, x,*) satisfies the problem constraint,

g, x3) =b
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and
dg (x},x3) = g1 (x{,x3) dxf + g2 (x], x3) dx} = db.
Forming the ratio of df*(b) to db gives

df*(b) ,
db

A value of the Lagrange multiplier that is consistent with this interpretation will al-
ways be obtained from solving for a critical point of the Lagrangian if the Lagrangian is
formed as

L(x, A) = Objective function — A(Constraint function — Constraint constant).
Hence, the Lagrangian should always be formed this way.

Example

Maximize x| + x,
Subject toxl2 + x% =1,
FAb) = f[xi®), x5(b)]

= x{(b) + x3(b)

— 905 p05

Hence,

daf*(b)
db

=0.52%p70,

For b =1,

af=) 05
db

=A.

The working of the Lagrangian method can be described as the result of an equilibration
process to further illustrate the forces behind the method. The method works because a
critical point of the Lagrangian is seen as representing an equilibrium for a resource planner
and a producer using price and quantity signaling, respectively.

In this discussion, an equilibrium is regarded as a state in which none of the parties to
an exchange have an incentive to change their present decisions. This interpretation can be
illustrated in a one good—one factor scenario.
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We begin with the producer’s problem, which is to select output, x, to maximize profit
using an input purchased at price A per unit from the resource planner. So the producer’s
problem is to

Maximize f(x) — A g(x).

Note that g(x) is the amount of resource used, A is the resource price, and f(x) is the value of
the output. Also note that this problem has the same solution, x*, as the following problem:

Maximize f(x) — A g(x)+ A b,

since Ab is a constant with respect to x.
The producer’s objective function can be written as

J(x) — Alg(x) — bl

So the producer’s problem is equivalent to choosing x to maximize the Lagrangian by taking
A as given.

We now turn to the resource planner’s problem, which is to select the resource price,
A, per unit of input to minimize the value of unused (overused) resources by taking x as
given:

Minimize A[b — g(x)],

where g(x) is the amount of resource used and b is the planning goal for resource use.
Note that this problem has the same solution, A*, as the following problem:

Minimize A[b — g(x)] + f(x),

since f(x) is a constant for the resource planner.
The resource planner’s objective function can be rewritten as

J(x) = Alg(x) = b)].

So the resource planner’s problem is equivalent to choosing A to minimize the Lagrangian
by taking x as given.

We now turn to an equilibration process that can occur with price and quantity signals
from the resource planner and producer, respectively. The equilibration process begins with
the resource planner specifying A ;. The producer responds with x;. In response, the resource
planner selects A,. The producer then selects x,, and so on.

Suppose A and x; are such that b — g(x;) < 0. From the resource planner’s perspective,
there is oversupply of x at x; when the resource price is 1;.

The resource planner sees that A; [b — g(x;)] < 0 and raises A to A, (note that a plus
times minus is a minus and a minus is small).

The producer sees the higher resource price A, and maximizes at x;.

The equilibration process ends when A* and x* are such that b — g(x*) = 0. In this
situation, A* [b — g(x*)] = 0. So the resource planner has no incentive to change and sends
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the price signal A* again. The producer then has no incentive to change and sends the
quantity signal x* again.

At the equilibrium, (x*, 1*), the producer has solved Maximize fix) — A* [g(x) — b] by
choosing x = x*.

So fix*) — A" [g(x*) — b] is maximized at x*. Also, g(x*) — b = 0. So x* maximizes f(x)
while satisfying g(x*) = b. Hence, x* solves the producer’s problem. At the equilibrium,
(x*, 1*), the resource planner has solved Minimize fix*) — A [g(x*) — b] by choosing
A =A%

Note that (x*, A*) simultaneously solves Maximize f(x) — A [g(x) — b] and Mini-
mize fix) — A [g(x) — b]. Hence, L(x, A) is simultaneously maximized over x and
minimized over A.

2.7 INEQUALITY CONSTRAINED OPTIMIZATION:
LINEAR PROGRAMMING

Optimization with constraints can often involve inequalities rather than constraint equations.
Decision variables may often be required to be nonnegative. The most popular model
of optimization with such inequality constraints features a linear objective function and
linear constraint functions as well. Optimization models of this form are known as linear
programming models. A linear programming model may involve many decision variables
and many inequality constraints; however, the form of the model when there are two
decision variables and two inequality constraints reveals the characteristics of all linear
programming models. In the following linear programming model, x; and x, are decision
variables and the a, b, and ¢ denote numbers:

Maximize ¢y x| + ¢ X7,
Subject to aj; x; + ajp x2 < by,
az X1 +axn xa < b,
where x;, xo > 0.

Linear programming models can be solved rapidly by computers even when the number of
decision variables is large. For this reason, and for other reasons described in Chapter 7,
linear programming models have been applied in many decision contexts.

2.8 SELECTED STATISTICAL CONCEPTS

The use of sample data to make inferences about uncertain circumstances is an important
component of managerial decision making today. Marketing, production, and finance deci-
sions are no exceptions in this regard. We anticipate that this practice will become far more
sophisticated and important in the years ahead.



SELECTED STATISTICAL CONCEPTS 31

This section focuses on the statistical concepts that underlie the estimation by the
method of maximum likelihood. Maximum likelihood estimation (MLE) is a corner-
stone of statistics. MLE is an appealing estimation method because of its excellent statis-
tical properties, its intuitiveness, and the fact that many other estimation techniques used
by managerial economists can be shown as approximations to MLE. Anyone who aspires
to do estimation with economic data needs to be familiar with MLE. It would be hard
to overstate its importance for anyone who applies statistical analysis to economic data.
In the following, the acronym MLE is used to denote both maximum likelihood estima-
tion and maximum likelihood estimate—the precise meaning will always be clear from
the context.

MLE is the most generally applicable estimation technique. It is applicable for esti-
mation in every sub-area of managerial economics, including demand, production, cost,
and forecasting. The MLE principle is that the best estimator of an unknown parame-
ter is the value of the parameter that makes the sample data most likely. Concepts from
statistics such as random variables (rv), probability (Pr), probability density function
(pdf), and Likelihood (L) must be understood to apply MLE. These concepts are reviewed
here.

It is important to note at the outset that economic (and other) phenomena may actually
be random or they may be simply so complicated and critically dependent on initial
conditions that we cannot analyze them. Some classic statistics texts (e.g., Harald Cramer’s
Mathematical Methods of Statistics) include much more information on this issue than
many modern texts do. Even so, you do not need to look far on the Internet today to find
current discussions on this issue. Nevertheless, we treat economic phenomena as if they
were random. With this perspective, consider the following interpretations of two important
concepts, namely, random variable (rv) and probability (Pr).

We regard any variable whose value cannot always be determined exactly as a random
variable (rv).

Probability (Pr) is the relative frequency with which the value of a random variable
occurs in a sequence of many trials.

Note that neither random variable (rv) nor probability (Pr) can be defined in a manner
that is both intuitively satisfying and rigorous; however, we can use the concepts effectively
by treating their interpretations as if they were definitions.

Example
If we flip a coin twice, the number of heads resulting from the two flips can be regarded as
a random variable. Note that we cannot predict exactly the number of heads beforehand.
We can talk about the probability of getting 0, 1, or 2 heads without being able to define
precisely the term “probability.”
Let us use notation to describe this example. Let X be a random variable, where X is the
number of heads observed from flipping a coin twice: X =0 or X = 1 or X = 2. Assuming
that the flips are independent and the coin is fair, we define

Pr[X = 0] = 1/4, Pr[X = 1] = 1/2, Pr[X = 2] = 1/4.

Note that “pdf” is a common acronym for “probability density function.” The pdf relates
the value of a random variable to the probability of that value. Here is its definition.
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The probability density function (pdf) at a value of an rv is the relative frequency with
which the value occurs in a sequence of many trials.

Example: Flipping a coin twice
Let X = number of heads in two successive flips: X =0orX=1or X = 2.

Pr[X =0]=1/4, Pr[X =1]=1/2, Pr[X =2] = 1/4.

The pdf of X, called fx(x), is fx(0) = 1/4, fx(1) = 1/2, fx(2) = 1/4.
Note that the pdf is indeed a function as described in Section 2.2. That a random variable
X has a pdf fx(x) is usually written as

X ~ fx(x).

Here ~ means “is distributed as.” So this is read as “X is distributed according to fx(x):

fxx)y=1/4, if x=0; 1/2,ifx=1; 1/4, if x =2; 0, otherwise.

The normal probability density function is the most important example of a pdf.

Example: Normal probability density function

X ~ fx(x),

where

fx(x) =

] , where p and o are parameters.

1 1 ,
\/2nazexp |:\/202(x —#

Here X is said to be normally distributed with mean p and standard deviation o; this is
often written as

X ~N(u,0).

Figure 2.6 shows (a) the standard normal (1« = 0; 0 = 1) probability density function, and
(b) the normal probability density function with different values of the parameters (1 = 35;
o = 2). Note that the new parameter values do not change the shape of the pdf but rather
only shift it to the right and flatten it out.
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Recall, from your previous coursework, that the joint probability of n independent events
is the product of the individual probabilities of those events.

Example: Flipping a fair coin
Let X = the outcome of flipping a fair coin (so X is either heads or tails, that is, either H or
T for short). The pdf of X is fx(x) = 1/2if X =H; 1/2if X =T.

The data from a sequence of three coin flips are H—T-H.

The likelihood (joint probability) of these data is

L = fx(H) x fx(T) x fx(H)
= (1/2) x (1/2) x (1/2)
= 1/8.

This means that if we replicated flipping a coin three times over and over again, then we
would observe the sequence H—T—H in about 12% of the replications.

Example: Drawing numbers randomly from the standard normal pdf
Let X = the outcome of drawing a number from a normal pdf (so X is any real number).
The pdf of X is

(1) =—= [—L( - )2]
fx(x) = 27-[026Xp 202)( w .

The data from a sequence of three draws are (0.365725, —0.707673, —0.0657183).
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The likelihood of this sample is

L = fx(0.365725) x fx(—0.707673) x fx(—0.0657183)

1 1 1
= ———(0.365725 — p)* ———(—0.707673 — p)?
T eXp[ 202( ) ] X — eXP[ 202( W) ]
1 1
S ———(—0.0657183 — )?
Xv2n02 exp[ 2‘72( 2 ]
1

1 1
= exp [—ﬁ(o.%sns —w? - F(—0.7o7673 —w?

- F(—0.0657183 - M)z} )
o

Most of statistical inference is concerned with estimating an unknown parameter in a
pdf where, of course, a parameter is an unknown constant. The pdf in the coin flipping
example earlier involved no parameters because we assumed that the coin was “fair”, that
is, we assumed that the probability of getting “heads” was one-half. Had we not assumed
that the coin was fair, but rather that Pr[X = H] = p, then p would have been an unknown
parameter in the pdf of X. For the previous example where X ~ N(u, o), i and o are
parameters that characterize the pdf of X. Because of the widespread use of the normal pdf,
much of statistics involves making inferences about population parameters such as p and
o from data and using the inferred pdf to make predictions about the associated rv.

To perform MLE, it is necessary to know the pdf of the data (observed values of an rv),
at least in form, though unknown parameters will often remain to be estimated. There are
two definitions and three expectation rules that are very helpful in finding the pdf of an rv:

The two definitions are as follows:

Definition: The average value of a random variable in a very large sample, denoted by
E(X), is called the expected value of the rv X.

Definition: The average distance of an rv from its expected value in a very large sample,
denoted by SD(X), is called the standard deviation of the rv X: SD(X) = VE
(X — EX))*].

The three expectation rules are as follows:

Expectation rule I: If E(X) = u, then E(a X) = a E(X) = a u for any constant @ and
any rv X.

Expectation rule 2: EX + Y) = E(X) + E(Y) for any rv X and Y.

Expectation rule 3: If SD(X) = o, then SD(a X) = a SD(X) for any constant @ and any
v X.

Let us apply these definitions and expectation rules to the consumption function of
macroeconomics, which is often illustrated with a linear function. Consider the consumption
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function from macroeconomics (C is consumption; Y is income; @ and b are unknown
parameters; and U is a random error):

C =a + bY + U, where itis assumed that U : N(O, o).

C is a random variable since we cannot predict its value exactly. The mean of the random
error is assumed to be 0, that is, E(U) = 0. The standard deviation of U is

SD(U) = VE[(U — E(U))*] = VE(U*) = 0.
Let us find the expected value of C:

E(C)=E(@+bY +U)
= E(a) + E(bY) + E(U) (because of expectation rule 2)
= a+ bY + 0 (because a and bY are numbers (not rv) and £ (U ) = 0 by assumption)
=a+bY.

Let us find the standard deviation of C:

SD(C) = VE [(C — E(C))*]
=VE[a+bY +U —a —bY)"]
=VEU?
=o.
Using the two definitions and the three expectation rules, we have found that the rv con-

sumption, C, has expected value a + bY and standard deviation o.
Under the assumption of a normally distributed additive error, the pdf of C is

felo) =

1 1
el

where a, b, and o are parameters to be estimated and lower-case letters ¢ and y denote
observed values of the rv C and Y, respectively.

Now let us find L for the case of the consumption function. The consumption function
is again

C =a + bY + U, where it is assumed that U ~ N(0, o).
Suppose now that we have a data sample consisting of n observations on rv C;, denoted by

(c1, 2, ..., Cp), and income variable Y;, denoted by (yi, y2, ... , yn).
The pdf of each C; (using the reasoning we used earlier) is

1
feci) = exp [_F(Ci —a— b}’i)z} .

2ol
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The observations are assumed to be independent so the likelihood L (joint probability) is
the product of the pdfs of the individual observations:

L = fei(c1) X fea(ca) X + -+ X fen(cy) (a shorthand way to write this is 1_[ fei(ci)).

Thus, L is just the product of the pdfs.

2.9 MAXIMUM LIKELIHOOD ESTIMATION

MLE is a general estimation technique (as previously mentioned, the most generally appli-
cable estimation technique). It applies in many areas of estimation in managerial economics,
including demand, production, cost, and forecasting. The MLE principle is that the best
estimator of an unknown parameter is the value of the parameter that makes the sample
data most likely.

To do MLE, recall the following problem. Suppose you have a sample of independent
observations on a random variable and you believe that these observations occur with
relative frequencies given by a pdf that has a parameter, w. In other words, you have some
data and you assume that these were drawn from a pdf with a known form, such as the
normal, bell-shaped curve, but with an unknown parameter, . The method of maximum
likelihood is based on forming the likelihood function (joint probability of the observations),
L, from the pdf and then choosing as the estimate of the parameter u the value that makes
the observations most likely.

Example: Flipping a coin
Suppose that we flip a coin 50 times and get all heads. Our dataset consists of 50 observa-
tions, all of which are heads. The unknown parameter is the probability of heads, which we
call, p.

The pdf of the outcome of a single flip, X, is fy(x) = p; if x = heads, 1 — p; if x = tails,
0; otherwise.

So the data we have are the result of 50 flips of the coin, x;, i = 1, 2, ..., 50, which in
this case is all heads:

L=]]lfxiel =[] fxitheads)] =[] p = p*.

Now let us apply the MLE principle. What value of p makes it most likely that we would
observe the sample we have? The answer to this question is the maximum likelihood
estimate of p.

To find the MLE, solve

Maximize L = pso’

where p, as any other probability, must be between 0 and 1, thatis, 0 <p < 1.

Example: X is an rv and it is assumed that X ~ N(u, o)
Unknown parameters to be estimated are  and o.
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Given a sample xy, x, ... , X, of observations on X, the pdf associated with each sample
observation is

fx(x) =

1 L )?
exp| ———=; — .
2mwo? P 20 "
Assuming independent sampling, the likelihood of the sample data, x|, x, ... , X, is
L= l_[ [fxi(x)].

MLEs of i and o are the values of i and o that solve

Maximize L = H [fxi(x)].

Example: The consumption function from macroeconomics

C = a+ bY + U, where it is assumed that U ~ N (0, o).

The parameters to be estimated are a, b, and o.

Suppose now that we have a data sample consisting of n observations on the rv C;,
denoted by (cy, 2, ..., ¢y), and the income variable Y;, denoted by (yi, y2, ... , Yu)-

The pdf associated with each C; (using again the method we used earlier) is

1
fe.(c) = exp [—E(Q —a— in){| .

2w o?

Assuming that the observations are independent, the likelihood, L, is
L = fei(er) x fea(ea) x -+ x fealen) = [ [ Ufei(en):
MLE:s of a, b, and o are the values of a, b, and o that solve
Maximize L = [ [ [ f¢, ()]

MLEs of parameters such as a, b, and o will, of course, differ from sample to sample taken
from the same population. As a result, the MLEs of population parameters are themselves
rv with pdfs. Computerized statistical packages find the standard deviation of MLEs by
studying the curvature of the likelihood function, L. The estimated standard errors reported
by statistical software are based on the second derivatives of the likelihood function, which
reflect curvature.

2.10  ORDINARY AND NONLINEAR LEAST SQUARES ESTIMATION

Ordinary least squares (OLS) estimation offers an alternative to MLE for estimation prob-
lems that are linear in parameters, whereas nonlinear least squares (NLS) is an alternative
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for estimation of parameters that are in a nonlinear form. OLS estimates of parameters
minimize the sum of the squared residuals in a linear model, whereas NLS pursues a
similar objective for nonlinear models. In fact, the estimates obtained through MLE and
OLS/NLS will coincide in many problems and are very similar in cases where the number of
sample observations is large. Estimated standard errors of parameter estimates will exhibit
similarities.

To see the close relationship between least squares estimation and MLE, observe how
OLS, applied to estimate the parameters of the consumption function considered in the last
section, seeks to solve the following problem by choosing values of parameters a and b:

Minimize Z(c,- —a—>b yi)z.

MLE seeks to solve the following problem by choosing the values of parameters a, b,
and o:

Maximize L = l—[ [feilen],

1 1
where fC, (C,') = ﬁ eXp [—ﬁ(c,‘ —da — by,')21| .
TO

Using the properties of natural logarithm reviewed in Section 2.4, we see that an equivalent
problem can be used to define the MLE:

Maximize In L = Z[ln fe. (el

or

o 1 1 )
Maximize In L = Z [m] - Z [F(ci —a — by;) i| .

Hence, the MLE involves making the likelihood function large, which necessitates
minimizing the second term in the expression for In L. As a result, the OLS and MLE
estimates of the parameters are identical in the case of the consumption function. Moreover,
parameter estimates associated with MLE and minimum distance methods, such as NLS,
have the same large sample distribution in the cases where both estimators are feasible.
In such cases, parameter estimates and their estimated standard errors may be regarded as
equally efficient whether derived via MLE or minimum distance alternatives.

SUMMARY

e Managerial economics relies on quantitative methods because of the precision and rigor
such methods introduce to economic analysis. Functions are special mathematical re-
lationships that have found application in managerial economic models and compar-
ative statics analysis. Exponents and logarithms are important functions that are used
throughout the subfields of managerial economics, including demand, production, cost,
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and forecasting. Calculus tools enable analysis of functional relationships as well as opti-
mization and constrained optimization. Inequality constrained optimization is most com-
monly accomplished in linear programming models. Statistical notions such as random
variables, probability, probability density function, and likelihood provide the foundation
for estimation and economic forecasting based on the method of maximum likelihood
and least squares techniques.

This chapter provided a review of the mathematical and statistical methods needed to fully
understand the topics covered in this book and regularly used by managerial economists.
By “review” we mean that the mathematical and statistical topics covered in this chapter
have been presented to refresh your memory about quantitative material covered in the
prerequisites for an upper division course in managerial economics. The prerequisites
we refer to usually include methods that are introduced as part of courses in interme-
diate microeconomic theory, introductory calculus, statistics and/or econometrics, and
quantitative methods featuring decision analysis and constrained optimization. We hope
that renewing acquaintance with the quantitative foundations of this past coursework
will enable a smooth transition to useful applications that form the field of managerial
economics.

This chapter began with the general notion of a mathematical function. Functional rela-
tionships are prevalent throughout economics and statistics. Understanding of functions
is essential to every quantitative method covered in this chapter as well as compara-
tive statics analysis in economics. The review then focuses on two specific functions,
logarithms and exponents, both of which are used frequently in economic theory and
statistical analysis based on the theory.

Optimization and constrained optimization also lie at the center of both economic theory
and statistical analysis. Because differential calculus plays such an important role in
applied optimization, this chapter provides a comprehensive review of the techniques
you have learned during your previous study of calculus. In particular, ordinary, partial,
first, and higher order derivatives were reviewed with examples to remind you of these
concepts, which are used repeatedly in the chapters that follow. An immediate appli-
cation of the calculus techniques reviewed was made in our review of multivariate and
constrained optimization methods, including the Lagrangian method, which followed
the calculus presentation. The widely used technique for optimization with inequality
constraints, known as linear programming, was also reviewed. Linear programming was
undoubtedly the centerpiece of your previous coursework in quantitative methods for
management.

Following the review of functions, calculus, and optimization, the focus shifted to statis-
tics and estimation, which, once founded on economic theory, form the basis of empir-
ical analysis that is so common in managerial economics. Critical statistical concepts,
including the notions of random variable, probability, probability density function, and
likelihood function, detailed in your previous statistics and econometrics coursework,
were reviewed with examples to reinforce their meaning. Each of these statistical con-
cepts found immediate use in our review of statistical inference based on the method of
maximum likelihood, ordinary least squares, and nonlinear least squares criteria. These
estimation techniques, particularly the method of maximum likelihood, have been used
repeatedly throughout the remainder of this book and throughout empirical analysis in
economics.
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£ = FLEib), x5 b)),
af®) _

A.
db

Linear programming model:

Maximize c; x; + ¢ x7.
Subject to ajy x; + ajp x2 < by,
a1 X1+ axn xa < by,
where x;, x, = 0.

Probability:

X ~N(u,0),

(6) = —= s
fx(x) = 2mﬂexp 2sz w-|.

Expectation:

E(X) = average value of rv X,
SD(X) = «/E[(X — E(X))*] = standard deviation of rv X,
E(X) = unu = E(aX) = aE(X) = a p for any constant g and any rv X,
E(XX+Y)=EX)+ EX)foranyrvs X and Y,
SD(X) = 0 = SD(aX) = a SD(X) for any constant a.

Estimation:

MLE: Maximize L = l_[ Ix ().

EXERCISES

1. What s the difference between the mathematician’s and economist’s graphs for demand
and supply? Take any set of demand and supply functions and graph them according
to both perspectives.

2. How are exponents related to logarithms? Provide an example to illustrate your
explanation.
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. What is a derivative and how important is it to economics?

. What is optimization? What are the types of optimization and how significant is this

mathematical concept in economic applications?

. Explain the following statistical concepts and their need in economics and, specifically,

their application in managerial economics:
e Random variable

® Probability density function

¢ Maximum likelihood

¢ Ordinary squares method

. Evaluate: (3.14159>71828) (3.14159-271828),
. Evaluate: 3.4159>1828 /3 14159271828

. Maximize x + y; subject to x y = 100.

. Interpret the symbol In graphically.

10.

Maximize x, y; subjectto x + y = 10.
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THEORY OF CONSUMER CHOICE

According to the economic theory of consumer choice, consumers are rational enough
to choose the best possible bundle of commodities that they can afford. In other words,
this theory explains the notion of choice, at its core, as a continuous interaction between
people’s preferences and the constraints they face. Therefore, it can be summarized that
consumer choice is often made on the basis of interaction between two major elements:

1. Consumer’s preferences and willingness to trade among the available alternatives of
commodities.

2. Consumer’s affordability or ability to buy those alternatives.

3.1 CONSUMER PREFERENCES

Economists model consumer preferences by assuming that consumers have a set of prefer-
ences that are formed on the basis of personal taste. Since people are substantially different
in their tastes, their preferences of commodity alternatives would be highly subjective, given
certain circumstances. However, on general and universal bases, consumer preferences are
supposed to have specific properties, which confirm the assumption that consumers have
the ability to rank their preferences in a logically consistent manner. Such properties can
be illustrated by the following axioms.

Axiom 1 Completeness
Preferences are said to be complete if the consumer

(a) prefers x-bundle over y-bundle (xi, x2) > (v, ¥2);

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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(b) prefers y-bundle over x-bundle (y;, y2) >(x1, x2); or

(c) prefers them equally well (the consumer would be indifferent to have either of the
bundles).

(x1, x2) ~ (¥1, y2).

This axiom rules out the case where the consumer cannot make any choice among these
alternatives. In other words, the consumer would certainly have one clear choice from the
three possibilities stated above.

Axiom 2 Transitivity
Preferences are transitive when a consumer prefers x-bundle over z-bundle (xj, x;) >
(z1, z2), usually as a result of

(a) preferring x-bundle over y-bundle (x;, x) >(y;, y») and
(b) preferring y-bundle over z-bundle (y;, y») =(z1, z2).

Axiom 3 Nonsatiation

This axiom states that given a desirable bundle of commodities, a consumer would prefer
more over less. Technically, this would require that all first-order partial derivatives of the
utility function or the marginal utilities to be positive:

U= f(-xls XQ,...,XH),
aU

J

Geometrically, a nonsatiated preference can be illustrated as in Figure 3.1. Compared to
the bundle of x and y offered by point Z, all the points in the shaded area such as A, B, and
C would offer

(a) either more of x and equal amount of y;
(b) or more of y and equal amount of x;
(c) or more of x and y.

While all points outside the shaded area, such as D, E, and F, would offer at least one
commodity less, if not less of both commodities, than in Z. Therefore,

A B, C, =72, but Z>=D,EF.

Axiom 4 Convexity
This axiom basically describes the consumer’s tendency to prefer an average of the desired
bundles of commodities over extreme bundles. For example, if a consumer prefers X and



CONSUMER PREFERENCES 49

y
o C
A
D
°
Z .B
E
® ® F
X
FIGURE 3.1

Y over Z, then this consumer would most likely prefer a combination of X and Y or their
weighted average over Z:

BX+(1—BY=Z, 0<pB<l.

Geometrically, and as a matter related to the shape of the indifference curve (IC), a set
of points is said to be convex if any two points within the set can be reached by a straight line
(DE in Figure 3.2) that is entirely contained within the set. This would imply a diminishing
marginal rate of substitution (MRS), which will be explained later. However, the notion
of preference for the average over the extremes can be explained in Figure 3.2.

Point A offers the bundle of (xy, y,), and point B offers the bundle of (x,, y;). Both points
would yield the same satisfaction. In other words, a consumer would be equally satisfied
at both points because if A offers less of x, it certainly offers more of y, and if B offers
less of y, it would offer more of x. Now, if we consider points such as x3 and y3, which are
midpoints between the two amounts of x and y offered earlier, these points would offer the
averages of x and y:

X1+ x2 i+
= and y; = .

2 2

X3

If we extend a vertical line from x3 and a horizontal line from ys, the two lines would meet
at C, which is clearly outside IC;. This indicates that C is on a higher indifference curve
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FIGURE 3.2

such as IC,, which offers a higher level of utility, making the consumer better off than on
either A or B.

3.1.1 Indifference Curve

Based on the preference axioms, economists modeled the theory of consumer choice on a
geometrical tool called an indifference curve. As shown in Figure 3.3, an indifference curve
is a locus of points representing commodity bundles that a consumer would prefer equally
well. These points are supposed to yield the same level of utility, despite the different
combination of commodities they stand for. This tool is called an indifference curve to
signify that a consumer would be indifferent in terms of satisfaction level obtained if he/she
moves to any point on the same curve. This implies that higher or lower levels of satisfaction
can be obtained by different bundles depending on higher or lower ICs running parallel,
above and below the one with which we started. This would lead to the existence of what is
called an indifference space or indifference map. It contains an infinite number of curves
representing all the possibilities of consumer tastes and preferences. The typical shape of
an IC, as shown in Figure 3.3, is convex to the origin, and running from northwest to the
southeast. However, there are exceptions to this typical shape of the IC. The geometrically
different shapes can be obtained depending on the nature of commodities and the extent of
consumer preference toward these commodities. Technically, the shape of the ICs would
be dictated by the marginal rate of substitution (MRS). However, all ICs have to share the
following fundamental properties:

1. Total utility remains constant at any point on a single curve. However, it increases
as the ICs move away from the origin, and decreases as they move toward the origin.
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2. Any single IC is basically one of many in the commodity plane.
3. ICs on a single plane cannot intersect.

Let us consider the following case:
Suppose we make IC; intersect with IC; at point A, and we consider two other points
on the curves, B on IC; and C on IC,, then

A ~ B and A ~ C (based on property #1), then
B ~ C (based on the transitivity axiom), but
C > B (based on property #1 again).

Therefore, if we allow the ICs to intersect, we would be violating the transitivity axiom,
and for this reason ICs must not intersect.

IC,
IC

FIGURE 3.3

Typically shaped ICs share the following properties (see Figure 3.4):

1. They slope downward from the northwest to the southeast. Therefore, they have a
declining (negative) value of MRS.

2. They are convex to the origin:

A~B~ C,
E> (DA B,C),
D > (A, B, Q).
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FIGURE 3.4

3.1.2 Marginal Rate of Substitution (MRS)

The IC provides a great technical tool to analyze how consumers can trade off between
their available alternatives of bundles to reach their best choice. A central concept in this
analysis is the marginal rate of substitution. It is defined as the amount of commodity
() that a consumer is willing to give up in order to have one unit of the other commodity
(x). Therefore, it can be measured by the change in commodity y (a loss) with respect to a
standardized change in commodity x (a gain by one unit). In this case, the MRS would be
equal to the negative slope of the IC at the point of change (see Figure 3.5):

Ay
MRS = Slope of IC = ———.
Ax
Since the change in x is standardized by only one unit (Ax = 1), the MRS would end up
equaling to the marginal value (MV):

Ay —Ay
MRS = —-——=—F- = —-Ay =MV.
Ax 1

Let us assume that a consumer’s choice is to have the bundle (x;, y;) at point A. If this
consumer wants to have one more unit of x (moves to x;), but does not want his overall
satisfaction to diminish as a result of this change, then he must give up some amount of y
in order to gain a unit of x and still enjoy the same level of satisfaction (being on the same
IC). Having this particular slope of IC would dictate that this consumer has to give up an
amount of (y) measured by (y; — y») when he/she moves to point B (x,, y;), which would
offer an additional unit of x (x; — x;). Note that if this consumer would want to have one
more unit of x, he can still move down along the curve to C and D. However, every time
in which one unit of x is gained, the consumer would lose less and less of commodity (y)
than he/she did before. This would illustrate the diminishing MRS (losing 3 units, 2 units,
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FIGURE 3.5

1 unit) consecutively, as the consumer moves from A to B to C, where one additional unit
of x is gained each time.

The essence of the diminishing marginal utility is reflected by the fact that when we
move from one point to another on an IC, for example from A to B, we are going to give up
some of commodity y, and as a result our utility gets reduced. This reduction in utility must
be compensated by an alternative gain in utility by getting more of commodity x. This can
be mathematically expressed as

Ay
Ay ATUT ATU
Bl R ]
|:ATUi|
A
Ay = (=Ax)Frro
bl
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where the left-hand side of the last equation is the MRS, and the right-hand side is the ratio
of the marginal utilities of the two commodities x and y:

A MU,

MRS = — =2 = = —*,

Ax MU,
It is important here to note that a common mistake often made by students is to keep x and
y in the same order when they write the equation above. The right format, though, is to
switch their places between the top and bottom when you equate the ratio of the change in
quantities with the ratio of their marginal utilities.

Using the utility function U = f(x, y), the MRS can be expressed in calculus as

dy
MRS = =
dx

aU
__x
aU
ay
MU,
MU,

)

which can be read as the negative ratio of the marginal utilities of the two commodities x
and y. If we consider, for example, a Cobb—Douglas utility function such as

U =x%""% where a>0,

we can obtain the MRS between x and y from the marginal utilities of x and y and dividing
them by each other. The marginal utilities are the first derivatives of the function with
respect to x and y, respectively:

MUX _ = _ axa—lyl—a

3.1)
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Similarly,
ou Ux,y)
MU, = —=(1- ,
Y=oy ( )
oUu
— _0x
MRS = Yl
dy
U(x,y)
a
_ X
U ’
(1 —a) (x, )
y
_ a4 Uty
1—a X Ux,y)
a y
MRS = — =1 3.2
1—a [x] (3.2)
Example 3.1

If x is the amount of white meat and y is the amount of red meat that Jack purchases in a
week, what would be his MRS between red and white meats for a weekly amount of 8 1b
of hamburger and 4 1b of chicken, given that “a” in the general Cobb—Douglas equation for
a typical consumer is 0.75.

Solution:

This MRS value means that Jack has to give up 1% Ib of hamburger for every additional
pound of chicken he may want to consume.

3.1.3 Nontypical Indifference Curves

For all consumer preferences, where the MRS is not declining, the IC would not be typically
convex to the origin. It would take different shapes (see Figures 3.6, 3.7, 3.8, 3.9, 3.10,
and 3.11):
1. Straight downward line exhibiting constant MRS in the case of the commodities that
are perfect substitutes (Fig. 3.6).
2. L-shaped, exhibiting proportional MRS in the case of the commodities that are perfect
complements (Fig. 3.7).
3. Vertical or horizontal line with unidentified MRS in the case of neutral commodities
(Figs. 3.8 and 3.9).
4. Straight upward sloping line exhibiting an increasing MRS in the case of undesirable
commodities (Fig. 3.10).

5. Concave curve with an increasing MRS in the case of concave preferences (Fig.
3.11).
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3.2 CONSUMER’S AFFORDABILITY

Affordability is the second major element of consumer choice. It refers to consumer’s
ability to buy the alternatives of the commodities he/she prefers. While the consumer’s
preferences were analyzed by the indifference curve as an appropriate technical tool,
his/her affordability would be analyzed by another technical tool called the budget line.

3.2.1 Budget Line

The budget line refers to the geometrical boundary between two zones, what a consumer can
and cannot afford to buy. In particular, it is a tool to depict the two fundamental constraints:
size of income or budget a consumer has, and prices of the commodities to be purchased.
A budget line is, therefore, defined as the line representing all maximum combinations
of commodities that a consumer can buy, given a certain income and specific prices. It
implies that the line would be a locus of all points that refer to the bundles which would
require spending the entire available budget. In this perspective, the whole area below the
line would logically contain an infinite number of points referring to all possible bundles
that are affordable but require less than the maximum budget available. This area is called
the opportunity set or the affordability zone. We can, therefore, conclude that the area
above the line would be the zone of unaffordability.

Let us imagine a consumer having a certain budget such as (/) and that this consumer
is interested in spending that budget on two commodities, x and y, priced at P, and P,,
respectively. In a two-dimensional scenario, a budget line equation would be

xP,+yP, =1

In order to draw the budget line, first we need to find out the two intercepts: the vertical
and horizontal. Those intercepts would represent the extreme affordable bundles. In other
words, each one of them would stand for the maximum possible amount of a commodity if
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the entire budget is spent on that commodity alone. This would require assuming that none
would be spent on the other commodity. For such assumption, we set the expenditures on
the skipped commodity to zero:

xP,+0=1

X

1 . .
R the horizontal intercept.
X

That would stand for the maximum affordable amount of x, which can be obtained if the
entire budget is spent only on x. Similarly, we can obtain the maximum affordable amount
of y, if the entire budget is spent only on y:

O+ypP, =1

y = R the vertical intercept.
¥

The budget line can then be drawn as the line extended between the two intercepts.

Nonaffordable

Oppt. set
affordable oG
) [ )
D
|B X
Py
FIGURE 3.12

In Figure 3.12, we can observe that

A, B are the extreme bundles;

A, B, C are affordable bundles that require the entire budget;

D, E are affordable bundles that require less than the entire budget;
F, G are nonaffordable bundles.
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The fact that points such as A, B, and C require exhausting the whole budget implies that
if a consumer is at any point on the line, the desire to increase any of the commodities
requires giving up some of the other commodity, unless there is a change in either income
or prices. Therefore, a trade-off must occur to achieve any movement from one point to
another on the line.

3.2.2 Slope of the Budget Line

The most important characteristic of the budget line is its slope, especially what it means
and how it changes or stays fixed. Obviously, the slope visually depicts how flat or steep
the line is. The value of the slope is determined by the negative ratio of the prices of the
two commodities x and y. It stands for the rate at which commodity y can be substituted for
commodity x, while still satisfying the budget constraint:

Ay P,

Slope = — = ——~.
PEEA TR

This is why the slope of the budget line is called the marginal rate of transformation
(MRT) in the same fashion as the marginal rate of substitution (MRS) was identified. From
a slightly different perspective, the slope of the budget line or MRT expresses how the
price of commodity x stands, in the market relative to the price of commodity y. From this
perspective, we can understand that the higher the price of x, relative to the price of y, the
higher the slope and steeper the budget line. In contrast, the lower the price of x, relative
to the price of y, the lesser the slope and flatter the budget line. This will be clearly seen
when we discuss how the slope changes in the next section. From yet another perspective
on the slope, economists believe that the slope of the budget line can actually measure the
opportunity cost of consuming commodity x. This notion logically refers to the fact that in
order to increase the consumption of x, you must give up some of the consumption of y,
and that can measure the true cost of the gained amount of x.

3.2.3 Shift, Swing, and Kink of the Budget Line

There are three important changes in the budget line: the shift, the swing, and the kink.

The Shift The shift of the budget line, right and left, occurs due to changes in the size
of the consumer budget or when consumer income increases or decreases. The higher the
budget, the farther the budget line from the origin, making the affordability zone larger, and
vice versa. Technically, this would occur because changes in income would only affect the
intercept term in the budget line equation:

xP,+yP, =1

If we rewrite this budget line equation in the form of the linear function Y = a + bx,

9

where “a” is the y-intercept and “b” is the slope:
yP, =1—xP,,

=— - Xy 33
YT R (3-3)
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In this form, the intercept would be (//P,) and the slope would be —(P,/Py).
Now let us assume that consumer income has changed in the following manner:

1. In period 1, income increases from 7 to /;.
2. In period 2, income decreases from / to /5.

Equation (3.3) would be adjusted to these changes as follows:

11 Px
ly=——2x
P)’ Py
12 Px
2.y=—— —x
P, Py

Since /; > I and I, < I, the y-intercept (/1/Py) in the first change would be higher than
the original intercept (I / Py). Also, in the second change, the intercept //P, would be
lower than the original /,/P,. Furthermore, since the slope — (Px/ Py) did not change in
both cases, the line would only shift right or left, in a parallel manner, following the new
intercepts, respectively.

Example 3.2

Suppose that a consumer budget (/) is equal to $12, and spent on meat (x) and potatoes (y)
where the price of meat is $3 per pound, and the price of potatoes is $2 per pound. Draw
the budget line and show how it would shift in two cases: (1) when the budget increases to
$18 and (2) when the budget decreases to $9. Assume that the prices remain unchanged in
both cases (see Figure 3.13):

Solution:
Pyx + Pyy =1,
3x +2y = 12.
® The horizontal intercept:
Px+0=1,
Pxx = 11
1 12
X =— = — = 4
P, 3
e The vertical intercept:
0+ Pyy=1,
Pyy=1,
1 12
y = —_—= — = 6
P, 2
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1. When the budget or income increases to 18:

y (Potatoes)

I X
6 (Meat)
FIGURE 3.13
e The horizontal intercept:
1 18
= —= — = 6
E
* The vertical intercept:
1 18
Py 2
2. When the budget or income decreases to 9:
e The horizontal intercept:
1 9
XN=— = — = 3
P 3
* The vertical intercept:
1 9
P, 2
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The Swing The other change of the budget line is the inward and outward swing from the
origin point, while pivoting on one intercept. It occurs due to changes in the price of either
of the two commodities. Unlike the shift of the line, which is brought about by changes in
both intercepts, the swing of the line would be characterized by changes in both, the slope
of the line and the intercept of the commodity whose price has changed. Technically, this
time, both terms on the right side of the modified budget equation would be affected:

we can see that any change in the price of x or y would affect the value of the slope (— %),

as well as the value of the intercepts, ( %) and (%), resulting in a certain swing of the line.

Example 3.3

Follow the changes in the budget line of the last example when (1) the price of meat goes
up to $6 one time, and down to $1.50 the other time, while the price of potatoes remains
the same; and (2) the price of potatoes goes up to $4 one time and down to $1 the other
time, while the price of meat remains the same. Also, income would remain the same at
$12 throughout the changes in price:

Solution:

1. Since the change is only in the price of meat (x), y-intercept would not change and
the budget line would pivot over y and swing around x-axis:

Line pivots at y = 6 and

Y= 1 _ 2 ) swings inward to BL,
Py 6 slope = —= = =3 ’
2
Line pivots at y = 6 and
_ 12 8 swings outward to BL,
P 150 L5

lope = ——= = —0.75
slope 7

2. Since the change is only in the price of potatoes (y), x-intercept would be the pivot
point and the budget line would swing around y-axis (see Figure 3.14):

Line pivots at x = 4 and
_ 12 -3 swings inward to BL,

3
lope = —— = —0.75
slope )
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y (Potatoes)

8 (Meat)

FIGURE 3.14

Line pivots at x = 4 and
i 12 12 swings outward to BL,
1 3
By ! slope = 1= -3

The Kink Typically, the budget line is a straight line unless there is a price change related
to a certain quantity of one of the commodities. In such case, the budget line would be
kinked either inward or outward to reflect the nonuniform price of one of the commodities.
Let us consider one of the last swing cases, say when the budget line swung from BL to
BL, due to the decrease in the price of meat from $3 to $1.50 per pound and the resulting
purchase of 8§ Ib of meat (see Figure 3.15).

Now, let us assume that a grocery store sale coupon states that the low price of $1.50 per
pound is good only for the first 2 1b purchased, and the original price of $3 would apply on
all quantities beyond 2 1b. In this case, 2 Ib would be purchased at $1.50 per pound. That
would exhaust $3 from the budget, leaving $9 that would buy 3 additional pounds at $3.00
each.

2 x $1.50 = $3.00,
$12.00 — $3.00 = $9.00,

$9.00 _ 31b
$3.00
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FIGURE 3.15

So, the maximum amount of meat that can be purchased under this two-price system
would be 5 1b, and that is the x-intercept:

2 @$1.50 +3@$3 =5 1b.

If the consumer buys 2 Ib at $1.50 spending $3, the remaining $9 would buy 4.5 1b of

potatoes at $2 per pound, and if the consumer chooses to spend the rest of the money on
potatoes:

2 1b of meat@$1.50 = $3.00,
$12.00 — $3.00 = $9.00,

$9.00

$2.00 = 4.5 1b of potatoes.

This 4.5 1b of potatoes would be the y-intercept and together with the 2 1b of meat, it would
give us point of K| on BL, which is the kink point. The kinked budget line, then, would be
A1 K By, with two segments: A; K; with a slope of —0.75 just like BL, and segment K
B with a slope of —1.5 just like BL.

In addition to this type of kink, the budget line can also be kinked down. Let us assume
there is a different type of grocery store sale that benefits consumers who buy in bulk,
one such sale states: the low meat price of $1.50 per pound is applicable only on large
purchases, that is more than 2 1b. In this case, the consumer would pay the original price of
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$3 per pound for the first 2 Ib, and pay $1.50 for all that he can buy beyond the first 2 Ib.
That would be 4 1b in the remaining budget of $6.00:

21b @$3.00 = $6.00,
$12.00 — $6.00 = $6.00,
$6.00 =41b.

$1.50

This would make the total purchases of meat 6 1b (2 + 4), and that is the new x-intercept
of the kinked line. Now, after purchasing the initial 2 1b of meat and spending $6.00, the
remaining $6.00 would buy 3 Ib of potatoes, if that consumer still wants to buy some
potatoes after buying 2 b of meat. This point, together with the 2 Ib of meat, would form
the kink point K, on the original BL. Therefore, a kinked budget line A, K, B, is formed

with a down kink point of K,. Segment A, K, would have a slope of —1.5, and segment K,
B, would have a slope of —0.75 (see Figure 3.16).

3.2.4 Three-Dimensional Budget

Suppose the consumer in the last example wants to add green vegetables along with meat
and potatoes while his budget is still $12.00, given that the price of green vegetables is $2.40
per pound, we can construct a three-dimensional budget constraint graph by adding a third
axis, Z, to represent green vegetables. We can also find the z-intercept for the maximum
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amount spent on green vegetables, assuming the entire budget of $12.00 would be spent on

them:
. 1 12.00
z-intercept: Z = — = —— = 5.
P, 2.40
y
aPotatoes
6 A
3 P,
Ps < 1
e; 1
C L\ s
] J S/ 4 Meat
4/l Y
25 P,
Chs
Vegetables
z
FIGURE 3.17

Here, the consumer would have four choices to split his budget (see Figure 3.17):

1. between potatoes and meat, along AB line;

2. between potatoes and vegetables, along AC line;

3. between vegetables and meat, along CB line;

4. between meat, potatoes, and vegetables, around the triangle.

For example, we can consider the following bundles:

Py :2x + 3y,
2($3) + 3($2) = $12,
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Py :2x+2.5Z,
2($3) + 2.5($2.40) = $12,
P;:3y+25Z,
2($3) + 2.5($2.40) = $12.

If the budget is split between the three commodities, the fourth bundle, P4, has to be
somewhere inside the cube. Such a bundle would be

Py 15x+2y+1.45Z,
1.5($3) + 2($2) + 1.45($2.40) = $12.

3.3 THE OPTIMAL CHOICE

The consumer’s optimal goal is to gain the highest possible satisfaction that is affordable.
In other words, it is to maximize utility within the constraints of one’s income and market
prices. This ultimate goal can be achieved by combining the two aforementioned elements
of choice and deriving the optimality produced by their interaction. Figure 3.18 shows that
a consumer would like to have his bundles of commodities at the highest possible IC, such
as at D on IC;. But this bundle is not affordable because it is outside the affordability zone.
All of A, D, C, and E are within the affordability zone, but they are on lower ICs. A, B, and
C exhaust the entire budget, but C is on a higher IC than A and B. In fact, C is absolutely the

FIGURE 3.18
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best bundle for it is the only point that is on the highest affordable IC. This would establish
the rule that the consumer’s optimal choice would be at the point of tangency between the
budget line and the highest possible IC. Technically, the point of tangency is where the
slope of the IC (MRS) is equal to the slope of the budget line (MRT):

Slope® IC; = Slope® BL,

MRS = MRT,

MU, - P_y both slopes are negative.

MU, P (No sign is assigned because)
This means that the optimal point implies the equality between the marginal utility (MU)
of x in terms of y marginal value and the relative price of x in terms of y price. If we
rearrange this equality, we obtain

which refers to the general condition of consumer equilibrium. This condition states that
a consumer’s optimal choice occurs at a point when he implicitly equates between the
marginal value of the commodities as they are related to their prices. Specifically, we can
say that a consumer would make an optimal choice of two commodities when the marginal
utility of the last dollar spent on one commodity (x) is equal to the marginal utility of
the last dollar spent on the other commodity (y). This equality is logical for the following
reason:

Let us assume that the marginal utility of x relative to its price MU,/P, is larger than
the marginal utility of y relative to its price MU,/P,. A consumer would then act wisely
by pulling out $1 from the expenditure on y and spending it on x. Such an act would
increase the consumption of x by certain additional units, and as a result, it would reduce
its marginal utility. On the other hand, decreasing the expenditure on y by $1 would reduce
its consumption by certain units leading to an increase in its marginal utility. If this process
continues, MU,/P, would decrease while MU, /P, increases until there will be no incentive
to have either term changed. That would be the point where they experience no changes
and become equal, and that explains the logic behind the equality of those terms in the
equilibrium condition.

3.3.1 Interior and Corner Solutions

Achieving an optimal choice at the point of tangency (C) between the highest possible IC
and the budget line would be called the “interior” solution. It would still be considered
an interior solution as long as that point of tangency lies anywhere on the budget line
between its ends. However, if this point of tangency occurs exactly on either of the budget
line ends, then the solution is called the corner solution and the point is called the boundary
optimum. The corner solution case occurs when a consumer is interested in buying only
one of the two commodities, and his budget would be entirely spent on that commodity
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alone while the other commodity remains irrelevant. In other words, his marginal utility
obtained from the purchased commodity would be larger than the marginal utility obtained
by the skipped commodity. For example, if a consumer is not interested in purchasing a cell
phone and he would rather spend his budget on other electronics, his optimum purchase
would occur on the other electronics intercept.

Technically, he would have

MU, MU,
>
P, P.

’

where (o) refers to the other electronics measured on the x-axis and (c) refers to a cell
phone measured on the y-axis. His optimal choice would be at C in the corner (see
Figure 3.19).

Ic, IC, IC
BL

FIGURE 3.19

Itis important here to remind that having only the tangency point between the budget line
and the IC may not assure optimality of the choice, although it is a necessary requirement.
What guarantees optimality is the second necessary condition, and that is the convexity
of the IC. In the graph shown in Figure 3.20, points A, B, and C are all tangency points
but only A and C achieve optimality of the consumer choice in terms of the utility maxi-
mization. Point B cannot achieve any maximization since it is on the concave segment of
the IC.
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FIGURE 3.20

3.3.2 Utility and Its Measurability

Consumer utility is a term coined by the British philosopher Jeremy Bentham in 1823.
In classical economic literature, utility has been a synonym to satisfaction, welfare, and
happiness. The most commonly used definition of utility states that it is the satisfaction
derived by a consumer through the use or consumption of goods and services. Another
definition focuses on the consumed products more than on the consumer response to them.
Such a concept would consider utility as the ability or power of a commodity to satisfy
consumer’s needs and wants. Yet another view would shift focus to the measurability issue.
Utility, according to this view, would be the index for the consumer’s sense of well-being.
The issue of measurability of utility gave two doctrines:

1. Ordinalism, which assumes that utility can only be measured by ranking the pref-
erences by unspecified and unquantifiable relationships between certain levels such
as higher, lower, or in-between. This ordinal measure and its relative ranking is the
cornerstone of the neoclassical theory of consumer choice despite the fact that it
would not provide a discrete level of satisfaction, nor would it be able to provide the
magnitude of the change in satisfaction. Most economists believe that when it comes
to understanding consumer preferences, it is only important to know which bundle
of commodities is preferred over what?

2. Cardinalism, which assumes that utility can be measured either by (a) units of
absolute values such as a util where a consumer can determine that 6 utils were
obtained by consuming two apples and can also determine the magnitude of change
in the utility as in determining that the second apple added only 2 utils, while the rest
of 4 utils were attributed to the first apple; or (b) quantifying the comparison between
interval levels such as in saying the difference between level 1 and level 2 of utility
is twice as much the difference between level 3 and level 4 of utility.
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Classic economists theorized that consumers’ satisfaction or utility gained out of con-
suming commodity x can be expressed in proportion to the logarithm of x:

Ux)=Inx,

such that as x increases the utility of x would increase in a decreasing rate (Figure 3.21)
where the slope is

u(x)
]
0 X
FIGURE 3.21
du 1
— =->0
dx X
and
U 1
-~

This forms the basis of classifying utility into total utility (TU) and marginal utility (MU)
and establishes the law of diminishing marginal utility. TU is the overall satisfaction derived
from consuming a particular number of units of a product, while the marginal utility is the
change in the total utility that results from consuming the last unit of that product.

Example 3.4
Let us consider that a number of small pieces of chocolate are being offered to a chocolate

lover who is able to translate the overall satisfaction he gets out of chocolate consumption
as shown in the total utility column of Table 3.1.
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TABLE 3.1
0 TU MU
1 16 16
2 30 14
3 42 12
4 52 10
5 60 8
6 66 6
7 70 4
8 72 2
9 72 0
10 69 -3
80 T U
70 <+ TU P
60 +
50 +
40 +
30 +
20 +
10 + MU
0 10— 00— 06— 06— 06— g Q
1 2 3 4 5 6 7 8 9 10
—-10 +

FIGURE 3.22

Considering Table 3.1 and the graph in Figure 3.22, we can make the following obser-
vations:

¢ Total utility is a function that increases all the way but at a decreasing rate. It reaches
its maximum of 72 utils on the consumption of the ninth piece of chocolate.

e Marginal utility is a function that is decreasing all the way. It reaches zero on the
consumption of the ninth piece of chocolate and it continues to decrease to reach a
negative value (—3). This would establish the “law of diminishing marginal utility,”
which states that “consumption of successive units of a given commodity would
eventually cause the marginal utility to decline as shown by adding smaller and
smaller contributions to the overall satisfaction.”

¢ Since the marginal utility represents the change in total utility that is brought about
by the last unit, it is clear that the zero value indicates that the ninth piece consumed
did not do any good because the total utility remains at 72 utils, the same as in the
eighth piece. This is where the consumer has to stop eating. The consumption of the
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ninth piece gave the signal that the total utility has reached its maximum. Any further
consumption would be detrimental. At the consumption of the ninth unit, a consumer

would have reached the point of saturation.
dU(x)

e If the total utility function is known, the marginal utility function would be =7=.

Example 3.5
Given below is the total utility (TU,) and the marginal utility (MU,) that are derived from
consuming a combination of two commodities x and y.

TU,: 7,13, 18, 22, 25,27, 27, 26, 25, 23.
MU,: 4,10,8,6,4,2,0,—-1, -2, -3

(a) Derive a column for the marginal utility of x (MU,), and a column for the total utility
of y (TU,).
(b) On separate graphs, plot the total and marginal utilities of each commodity.

(c) Determine at what unit of each commodity a consumer would reach the point of
saturation.

(d) If the consumer buys a combination of the two commodities and if their prices are
$2.00 for commodity x and $1.00 for commodity y, where would his equilibrium
be?

(e) What would be the consumer budget for his equilibrium combination?

Solution:

TABLE 3.2

1 2 3 4 5 6 7

0 U, MU, U, MU, MU, /P, MU, /P,
1 7 7 4 4 35 4
2 13 6 14 10 3.0 10
3 18 5 22 8 25 8

22 4 28 6 6
5 25 3 32 4 L5 4

[6] 27 2 34 2 1.0
7 27 0 34 0 0.0 0
8 26 -1 33 -1 ~' -1
9 25 1 31 -2 ~ -2

10 23 -2 28 -3 -1 -3

(a) Each value of the marginal utility of x in Column 3 in Table 3.2 is the corresponding
value of total utility minus the one before. So, 7 is (7 — 0), 6 is (13 — 7), and so on.
Opposite to that is the creation of total utility of y. Each value in Column 4 is the
sum of the corresponding value of marginal utility and all other values before it. So,
14is (10 + 4),221is (8 + 10 + 4), and so on.

(b) See Figure 3.23.
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FIGURE 3.23

(c) Point of saturation is reached at the seventh unit for both commodities where the
total utility of x reaches the maximum of 27 and the marginal utility of x reaches
zero. Also, when the total utility of y reaches the maximum of 34 and the marginal
utility of y reaches zero.

(d) Consumer equilibrium is achieved when

MU, MU,
P, P

After creating Columns 6 and 7, we can where the equality occurs: It occurs at 2
and 0. Since the case of zero is negligible, the equality of 2 is the equilibrium. It



76 THEORY OF CONSUMER CHOICE

indicates that the consumer equilibrium is achieved when buying 4 units of x and 6
units of y.

(e) The consumer’s budget would be
xP,+yP, =1

4($2.00) + 6($1.00) = $14.00.

3.3.3 Utility Maximization

The consumer preference that we discussed earlier can be viewed as a utility function
that can be mathematically maximized, subject to the consumer budget constraint. In this
manner, the utility maximizing bundle of consumer commodities can be determined, if not
for estimating the individual optimal consumption per se, it would be more important for
the many interesting implications that can be drawn on the aggregate resource allocation
and the maximization of the efficiency of such allocation.

So, on the basis of mathematical logic, consumer utility can be viewed as a function of
the consumed commodities, the purchase of which is constrained by a certain income or
budget available to a consumer, and by the prevailing market prices of the commodities
that consumer is interested in. Such a function can be maximized using calculus methods:

max U = f(x,y), (3.4)

s.t. xPy+yPy=1. 3.5)

This constrained function can be converted into an unconstrained function in order
to solve the optimum quantities of x and y that would grant the maximum consumer
satisfaction. There are two ways to turn the constrained function into an unconstrained one:

(1) by substituting the budget constraint equation into the original objective function, and
(2) by the Lagrangian method.

1. By substitution: Rearrange Equation (3.5) to express y-value:

xP,+yP, =1,
yPy=1—xPy,
_ I —xP,
y = —Py )
I P
= (3.6)

Substitute the value of y from Equation (3.6) into Equation (3.4):

( 1 Px)
max U =f|x, —— —x|.
Py Py
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Differentiate the function in terms of x, and set it to zero for the first-order condition
(FOO):

aU(x, y) n oU(x,y) dy

0. (FOC)
ax ay d,
Now, we differentiate Equation (3.6) in terms of x:
1 P,
= — — —X,
g Py, Py
d P
= =—= (3.7)
d, P,

d, d
and substitute the value of j from Equation (3.7) into — in FOC:
X X

aU(x,y) n aU(x,y) P,

=0,
ox dy Py
U (x,y) oU(x,y) Py
ax dy P_y’
U (x*, y*)
Oy P,
UGy~ Py
dy
Mu, P,
Mu, B P_y’
or MRS = MRT,

which states that the optimal quantities (x*, y*) would satisfy the condition where the
slope of the indifference curve (MRS) would be equal to the slope of the budget line
(MRT), and that was the case of consumer equilibrium that we have seen before at
point C.

2. By the Lagrangian Method: Using the Lagrangian function developed by the Italian-
French mathematician Joseph Louis Lagrange in 1804, we can maximize our utility
function by first setting the L-function as a sum of the objective function, which is to
be maximized U = f(x, n), and the budget constraint function:

max U = f(x, y),
s.t. xPo+yP, =1,
xP,+yP,—1=0,
max L(x,y, A, )= f(x,y) = AXxPc+yP, —1I).
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First, we obtain the FOC for x, y, and A:

oL U (x*, y*)

— =" AP, =0, FOC (3.8
dx ox * (3.8)
AL AU (x*, y*

OL _UCTYD _p —o, FOC (3.9)
dy dy

oL

o= P.x*+ P,y —1 =0. FOC (3.10)

Dividing FOC (3.8) by FOC (3.9), we get

oU (x*, y*)
. _ B
aU(x*, y*) — P’
dy
MU, P
MU, P,
MRS = MRT,

while FOC (3.10) remains as the budget constraint.

Example 3.6
Maximize the utility function of the Cobb—Douglas form U = fix* y'~%), subject to the
usual budget constraint xP, + yP, =1I:

maxU = f(x%, y'™), (3.11)

s.t. xP,+yPy,=1. (3.12)
Solution:
First, we take the natural logarithm of the objective function (3.11), and then we
maximize it:

InU(x,y)=alnx+ (1 —a)lny,
maxvalnx + (1 —a)lny, (3.13)

s.t. xPe+yP,=1.

o Substitution Solution: First, we obtain MRS from Equation (3.13):

Ux,y)=alnx+ (1 —a)lny,
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U (x y)
MRS =
aU(x,y) ( y)
dy
1
a . —_—
_ X
(I—a)
a
_ X
T l—a
y
4 )
N l1—a
MRS = — 2
(1 —a)x
Obtaining y-value from Equation (3.12),
Px+ Py =1,
Pyy =1- R\’-xv
I — P.x
= . 3.14
y P (3.14)
Since MRS = =, we can use the value of MRS for this particular function that was

obtained in Equatlon (3.14), and substitute for y-value obtained in Equation (3.15) to
get x-value:

ay P
(I—ax P,
I —P.x
a
P, Py
(1—ax Py’
I — P.x
a Py =(1 —-a)P,x,
P,

a(l — P,x) = (1 —a)Pyx,
al —aP.x = P.x —a P.x,
al = P.x,

a _x (3.15)
5 =X .
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Substitute x-value from Equation (3.16) into x in Equation (3.15) to get y-value:

- ()

y= ,
Py

_I—al

y = P, )

_I(l—a)

= 5 .

® The Lagrangian Solution:

maxL =alnx + (1 —a)lny — A(Px + Pyy — 1),

we obtain the FOCs:
JL a
— =——AP, =0, FOC (3.16)
0x X
oL 1-—
L _d-a AP, =0, FOC (3.17)
ox y
oL
a—=Pxx+Pyy—l=0. FOC (3.18)
y

From FOC (3.17), we get

- = )\'PXa
a=AP.x. (3.19)
From FOC (3.18), we get
1—a
y = APy,
1 —a=MAPyy. (3.20)

Adding Equation (3.20) to Equation (3.21), we geta +1 —a = AP,x + AP,y,
1= A(Pux + Pyy),
1 =Al,

= A (3.21)

~| -
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Substituting the value of A from Equation (3.22) into X in Equation (3.20):

a=MAP.x,
1
a=—-P.x,
I
a J—
P
I
I
< (3.22)
Py

Substitute the value of A from Equation (3.22) into A in Equation (3.21):

I —a=APyy,

1—a=f yy,

1—a

p, 0

T
(l—a)l_

P,

3.4 EFFECTS ON THE OPTIMAL CHOICE

There are two major changes that would directly and effectively affect the consumer’s
optimal choice and for which consumer demand would respond accordingly. They are the
change in income and consequently in the consumer’s ability to buy, and the change in
the market price of commodities, and consequently in the willingness to trade among the
alternatives of those commodities.

34.1 Change in Income

We have seen earlier how an increase or decrease in consumers’ budget or income would
only affect the intercepts, resulting in a parallel shift of the budget line to the right or
left, which either expands or shrinks the affordability zone. This, of course, would occur
under the assumption of holding the prices of commodities constant. The question now is
what would happen to the optimum point (C) when the budget line shifts right or left? The
answer would be visually clear in the graph shown in Figure 3.24 where we assume that
an increase in income would cause the budget line, BL, to shift right to BL;. The optimum
point C can literally move to any spot on the new budget line BL;, but here are the five
general representative possibilities:

e (C could move to A, which would offer more x (increase from x, to x,) and more y
(increase from y. to y,).
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¢ (C could move to F, which would offer more of x (increase from x. to x¢), but the same
amount of y.

e ( could move to E, which would offer more of y (increase from y. to y,), but the same
amount of x.

e (C could move to B, which would offer more of x (increase from x, to x;), but less of y
(decrease from y, to yp).

e ( could move to D, which would offer less of x (decrease from x. to x,;), but more of
y (decrease from y, to y,).

Another question is: What would determine which of these moves would be most likely
to occur? The answer lies in knowing the nature of the commodity, especially whether it is
normal or inferior.

Normal and Inferior Commodities A normal commodity is a commodity for which the
consumption would increase as consumer income increases and would decrease as income
decreases. The movement from C to A indicates that this specific consumer would consider
both x and y as normal commodities since the quantities of both increased as income
increased. The majority of the commodities we deal with are most likely to be normal
commodities. Specifically, we can say that good-quality goods and services are normal
commodities. In technical terms, we can say that the demand for normal commodities has
a positive relationship with income. If x is a normal good, then

Ax
— > 0.
Al
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An inferior commodity is the commodity for which the consumption would decrease as
income increases, and would increase as income decreases. The movement from C to B
when the consumption of y decreased and x increased, and the movement from C to D, when
the consumption of x decreased and y increased indicated that y and x, respectively, were
inferior commodities compared with their counterparts x and y in the same movements.
Generally, as shown in Figure 3.24, the consumption of whichever commodities decreased
were inferior commodities. In other words, income had a negative effect on the consumption
of the inferior commodities. If x is an inferior commodity, then

Ax
— < 0.
Al

Income—Consumption Curve In the graph shown in Figure 3.24, we saw the possibilities
of how the initial optimal point C may move to either A, B, D, E, or F depending on the
consumer preference and the type of commodities. If we follow any of these movements by
connecting the points with a line, we would get what is called the income—consumption
curve (I-CC), which is defined as a locus of all the points representing the optimum pattern
obtained as income changes while prices of commodities are held constant. In Figure 3.24,
we can identify a number of major I-CCs associated with movements of the optimum point.
Here are five types of I-CCs:

1. I-CCq,, which is an upward sloping curve indicating a pattern of normal commodities.

2. I-CC, which is a horizontal straight line indicating a pattern of having more of x
and keeping y unchanged.

3. I-CC,, which is a vertical straight line indicating a pattern of having more of y and
keeping x unchanged.

4. I-CC¢q, which is a backward sloping curve indicating a pattern of having normal y
and inferior x.

5. I-CC, which is a downward sloping curve indicating a pattern of having normal x
and inferior y.

Engel Curve: Nominal and Real The first scientific survey research on the way families
spent their income was conducted by a German statistician Ernest Engel in 1857. It was
famous for coining what is now known as the Engel curve that describes the relationship
between income and quantity demanded for commodities. This curve is defined as a locus
of all points representing the quantities of a commodity demanded at various levels of
consumer’s budget. Such a curve can be geometrically derived from the I-CC. But since we
can look at the value of income in two ways, the nominal income and the real income, we
can actually produce two curves: an Engel curve based on nominal income and an Engel
curve based on real income:

1. Nominal Income Engel Curve: Let us assume a certain consumer’s nominal in-
come of level /; which has increased to level /5, and let us assume that this con-
sumer is interested in increasing the consumption of both x and y, which are normal
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commodities. The optimum would move from C; to C, producing an I-CC;. Now,
in a panel (see Figure 3.25), let us set the nominal income on the y-axis and keep the
x commodity on the x-axis. To draw a nominal income Engel curve on this panel, we
take the following steps to mark two points A and B:

(a) Drop two vertical lines from the optimum points C; and C».

(b) Extend two horizontal lines from the two levels of nominal income Iy
and /.

(c) Mark the intersection of the first vertical and first horizontal by A, and the
intersection of the second vertical and second horizontal by B.

(d) Connecting A to B would produce a nominal income Engel curve, for commod-
1ty x.

. Real Income Engel Curve: Real income is basically what nominal or money income

can buy. In other words, it is the consumer budget after consideration of the market
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prices of goods and services. So, if we have nominal income (/), real income would
be %. Specifically, we would have a real income for x and y.

1 1
RI; = — and RI, =—.
P, P,

Therefore, we can obtain the following real income Engel curves (see Figure 3.26):

(a) Engel curve for x in terms of y prices: Raise verticals from C; and C, and cross
them with horizontals from the y-intercepts y; and y,. Reach the two points of
intersections A and B to produce a real income Engel curve AB.

(b) Engel curve for y in terms of x prices: Extend horizontals from C; and C, and
cross them with verticals raised from the x-intercepts x; and x,. Reach the two
points of intersections C and D to produce a real income Engel curve CD.

Engel Curve and Income—Consumption Curve for Homothetic and Quasi-Linear
Preferences A homothetic preference means that a consumer would increase or de-
crease his demand of a commodity by the same proportion of his increase or decrease in
income:

XXy xn_ax
L L I, oI’
ox;
al

This equality in the way demand is scaled up or down with income results in a straight
[-CC through the origin as well as a similar straight line Engel curve. As for a quasi-linear
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preference, it is where a consumer would divert any change in income only toward one of
the commodities, say y, while the other, x, stays unchanged, the result would be a perfectly
vertical [-CC, as well as a vertical Engel curve (see Figures 3.27 and 3.28).

Income Elasticity of Demand We have seen the effect of income on the demand of
commodities but only in general terms. Now, we will be able to see to what extent the demand
responds to income change. That would be what is called the income elasticity of demand
that measures the degree of responsiveness of demand to income change. Specifically, the
term “income elasticity” is defined as the percentage change in the demand of a commodity
as a response to a 1% change in income. So, for example, the demand for commodity
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(x) in response to a change in income (/) can be measured by the income elasticity of
demand (¢):

% Ax
&y =

Do A1

Ax

— x 100
_ X
- Al

— x 100

1
_Ax 1
T x Al
_Ax 1
N

X2 — X 1

12—11 x'
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Elasticity can tell us about the shape of the [-CC and Engel curve as well as about the
type of commodities for a certain consumer. Although consumers consider commodities in
a subjective way, we can generally categorize commodities according to their elasticities
in this manner:

e For normal commodities, > 0.
e For inferior commodities, ¢ < 0.
e For necessities, 0 < ¢ < 1.

e For luxuries, ¢ > 1.

Example 3.7

Calculate the income elasticity of demand for music CDs when Jack purchased 8 CDs in
October, at a time his monthly income was $2000, and 10 CDs in February when his income
raised to $3000 (Table 3.3).

TABLE 3.3

1 1x
October 2000 8
February 3000 10

X2 — X1 1

& = —

I 2 — 1 1 X

10—-8 2000

= . = 0.5 at the lower level.
3000 — 2000 8

This is the elasticity at the lower level. Note that we can use / = 3000 and x = 10 to in
substituting for (//A) get the elasticity at the upper level, and we can use an average of (/)
as well as of (x) to get what is called the arc elasticity:

10 -8 3000

~ 3000 — 2000 10
10—8 2000 + 3000

e = 3000 - 2000 8+ 10

&x = 0.6 at the upper level,

= 0.55 Arc elasticity.

3.4.2 Change in Prices

In the budget line discussion, we have seen how the budget line would swing inward or
outward when the price of x decreased or increased, or swing downward or upward when
the price of y decreased or increased. This, of course, would occur under the assumption
that consumer budget or income as well as the price of one of the commodities remain
constant. Similar to the income change discussion, we can ask again. “What would happen
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to the optimum point when such a swing in the budget line occurs?” The answer can be
seen in the graph given in Figure 3.29. Let us assume that the price of x has decreased, and
let us recall that such a decrease would cause the change of both the slope of the budget
line and the x-intercepts. The slope value would be smaller, leading to a flatter budget line,
and the intercept would move right, which would mean causing the line to swing outward
on the x-axis, away from the origin.

The original optimum point C on BL; can move to any spot on the new budget line BL,.
It would depend on consumer’s specific preference and the type of commodities. Generally,
we can identify the following five typical possibilities, where consumer equilibrium at C
could move to:

1. D, which would offer more of x (an increase from x, to x;) and more of y (an increase
of y. to ya);

. B, which would offer the same amount of x but more of y (an increase from y, to yj);

. E, which would offer the same amount of y but more of x (an increase from x, to x,);

. A, which would offer less of x but much more of y (a big increase from y, to y,);

N AW

. F, which would offer less of y but much more of x (a big increase from x. to xy).

Because the move from the original optimum point C to any of the alternative points above
is induced by a change in price, the nature of commodities in regards to their price change
would play a major role in those moves. Commodities, in this respect, can be categorized
as Giffen and non-Giffen.



90 THEORY OF CONSUMER CHOICE

Giffen and Non-Giffen Commodities A Giffen commodity is a concept coined after the
nineteenth-century economist Robert Giffen who made a unique observation on the Irish
poor who increased their consumption of potatoes when their prices rose during a local
hardship. Since then, a Giffen commodity concept became known as any commodity that
would defy the common law of demand, which states a rise in price would cause a drop
in demand, and that the demand curve would be downward sloping. A Giffen commodity,
therefore, would be demanded more as its price rises and demanded less as its price drops.
Therefore, its demand curve would have a positive slope:

0x
oP,

> 0.

Practically, it is very rare to find such a commodity. Logic dictates that for any commodity
to be Giffen, there would be two general conditions that have to be satisfied:

1. This commodity has to be an inferior one in the first place.

2. It has to be in a time and place that makes it requiring a substantial proportion of
consumer’s budget despite its inferiority.

The Irish potatoes at Giffen’s time must have satisfied these conditions, but generally
speaking, it is very uncommon to find a Giffen commodity for today’s consumers, and
therefore, this notion remains only a theoretical concept.

A non-Giffen commodity is the ordinary commodity that would normally obey the law
of demand and would exhibit a negative sloping demand curve:

ax
0P,

<0,

which reflects the inverse relationship between the demand for a commodity and its own
price. The vast majority of the commodities in our life are non-Giffen commodities.

Price-Consumption Curve Just like we did in our discussion of income change, we
can follow the movement possibilities of the optimum point to create a general pattern
curve called price—consumption curve (P-CC). We can also define such a curve in the
same manner we defined the [-CC. Price—consumption curve is, therefore, a locus of all
points representing the optimum pattern obtained as the price of a commodity changes
while income and price of the other commodity are held constant. Following the possible
movements outlined earlier, we can identify five major P-CCs:

1. P-CC.q, which is an upward-sloping curve indicating a pattern of consumer prefer-
ence toward having more of both commodities. Here, the decrease in the price of x
not only offered the consumer an opportunity to buy more of x, but also allowed the
consumer to buy more of y.

2. P-CC,, which is a horizontal line indicating that the consumer entirely dedicated
the gain offered by the decrease in the price of x to increase his consumption of x.
None was spared to buy more of y.
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3. P-CC,,, which is a vertical line. Here is the opposite case to the previous one. The
opportunity obtained by the decrease in the price of x was not used to buy more of x
but entirely dedicated to buy more of y.

4. P-CC,, which is a downward sloping curve indicating that this consumer takes the
opportunity of the drop in the price of x to significantly increase the consumption of
x even on the expense of dropping the consumption of y.

5. P-CCq,, which is a backward bending curve to confirm that x is an inferior commodity
and its consumption is reduced despite the drop in its own price. All benefits gained
from the price decrease are directed toward increasing the consumption of y.

Price Change and the Demand Curve Since the demand curve describes the relationship
between consumption of a commodity and its own price, this curve can be traced out of
the change in the optimum point and the resulting changes in the quantities induced by the
price change. Let us create a new panel below the previous graph as shown in Figure 3.30.
In this panel, the vertical axis would be the price where we mark the original price (P;) and
the dropped price (P;). The horizontal axis would measure the quantities of x. A demand
curve can then be obtained by

¢ dropping a vertical line from the first optimum point C, passing through XC; in the
first graph and down to the x-axis in the second panel to mark x;;

¢ dropping a vertical line from the second optimum point, C,, passing through XC, and
down to mark x, on the second panel.

Mark the intersection between the first vertical and a horizontal line extended from P as
point a, and mark the intersection between the second vertical and a horizontal line extended
from P, as point b. Join a and b to form a demand curve D-curve.

Price Elasticity of Demand Just like in the case of income change, we can measure to
what extent the demand for commodities responds to the change in their own prices. This
kind of measure is what we call “the price elasticity of demand,” which is defined as the
percentage change in the quantity demanded of a commodity in response to a 1% change
in its own price, given that consumer budget and the price of the other commodity remain
constant:

_ % Ax
= AP,
Ax
— - 100
_ X
Ny = —APX s
- 100
X
Ax P,
Me=—"—7"
x AP,
_ Ax Py
Ay
X2 — X1 Px
Ny =

P2—Pl x°
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P
Just like with the income elasticity of demand, the second term of this formula — can be
X
specified to calculate three types of elasticity: (1) at the lower level, where P, is the lower
price and x is its corresponding quantity of x; (2) at the upper level, where P, is the upper
price and x is its corresponding quantity; and (3) arc elasticity, where P, is the average of
the lower and upper prices and x is the average of the quantities:

X=X le—i-PXZ
narc_sz—P,l X1+ X2

X

arc elasticity.
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Example 3.8
Find the lower, upper, and arc price elasticities of demand for eggs (x) if Jim buys the
following dozens a year (Table 3.4).

TABLE 3.4

Eggs (x) Price (P,)
22 2.25
30 1.95

Solution:

xp—x1 Py

TP
30—-22 195 -
Ny = . = 1.73 elasticity at the lower level,
1.95-2.25 30
30-22 225 -
Ny = = 2.72 elasticity at the upper level,

1.95-225 22

_ 0-2 195+225 2.15 arc elasticit
Twe =995 225 "30+22 - v

Note that since the demand would typically change in the opposite direction of the price
change according to the demand law, price elasticity would usually be negative for all
ordinary commodities. The resulting number of elasticity would just reflect the rate of
change in demand with respect to price change.

Substitutes and Complements We have seen how the price elasticity of demand measures
the response of demand to a change in the commodity’s own price. What if the demand for a
commodity responds to a change in the price of the other commodity? That would produce
the cross price elasticity of demand. But before we get into that, we need to define two
related types of commodities, the substitutes and the complements.

The substitutes are the commodities in pair for which an increase in the price of one
would cause an increase in the demand for the other commodity, or a decrease in the
price of one would cause a decrease in the demand for the other commodity. Basically, the
cross-relationship between the price of one and the demand for the other is positive:

0
x >0 or Y > 0.
P, 0P,

Typical substitutes are the commodities such as Pepsi and Coke or regular and herbal tea
that can easily replace each other. Usually the effect of a change in the price of x would go
to the quantity of y through the quantity of x. For example, a person is used to buying Pepsi
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(x). But, if the price of Pepsi (P,) increases, the purchased quantity of Pepsi (Q,) would
decrease because this person would most likely switch to Coke (y) leading to an increase in
the purchase quantity of Coke (Q,) would increase, assuming its price P, has not changed:

Pt — 0, J/_>QyT,
il

also

Pil—> 01— 0.
| N |

The complements are a pair of commodities for which an increase in the price of one
would cause a decrease in the quantity of the other, or a decrease in the price of one
would cause an increase in the quantity demanded of the other. In other words, there is a
negative cross-relationship between the price of one commodity and the demand for the
other commodity:

ax ay

— <0 or
P,y 0P,

< 0.

Typically, the complements are the commodities that are put to use together so that
they are needed at the same time and the demand for them is connected for an integrated
consumption. A classic example is cameras and films or cars and tires, or pancake and
syrup. The connection in use dictates that the effect of a change in price of one (P,) would
be passed on to the purchased quantity of the other (y) through the own quantity (x). Suppose
that the price of cameras dropped, people would buy more cameras and as a natural result,
they would buy more films:

Px»l|/_> 01— QyT

or

PxT—> Ox | — Qy|¢-

Cross-Price Elasticity of Demand We can modify the price elasticity formula by intro-
ducing the price of one commodity and the quantity of the other commodity:

Ax P,
“ = ap N
)
X2 —x1 Py
ey y = ——— - — lower and upper.
Y P2-—Pl x
¥ ¥
1 2
x,—x; Py + P
eyy = . arc.

Pf—P; X1+ x2
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Example 3.9
Find the three forms of cross-price elasticity for the following data of the prices of cameras
(Py) and the purchased quantities of film (x) (Table 3.5).

TABLE 3.5
Py X
$400 2000
$200 5000
Solution:
= 2o X 2
+ Py — Py X

_ 5000 —2000 200

X = 0.6,
200 — 400 5000

wpper 9000 —2000 400
eyy = X =3,
200 — 400 2000

ae 9000 — 2000 o 200 + 400
(4 = =
Y 200 — 400 5000 + 2000

3.5 INCOME AND SUBSTITUTION EFFECTS

The change in price of a commodity usually affects the quantity demanded in two inter-
twined effects, the substitution effect and the income effect. The substitution effect is
about the change in the relative price and the marginal value of the commodity. It reflects
the change in the balance between the marginal value and the new price because consumers
usually would not buy any commodity whose marginal value is less than the price paid. That
is why when the price of a commodity increases, a consumer would buy less so as to avoid
buying any extra units whose price became above their marginal value. By the same token,
if the price of a commodity falls, a consumer would want to buy more of a commodity
whose marginal value became more than what is paid for. Such consumer adjustments of
the quantity demanded refer to the substitution effect or the Hicksian substitution after the
British economist J.R. Hicks.

The income effect is about the change in the alternative opportunity offered by the
change in the consumer’s purchasing power brought about by the change in the price of
one of the commodities. So, if the price of a commodity falls, the consumer would be able
to buy more for the same money available. In other words, there will be some gain in real
income that would be translated into buying more commodities. Let us see how the entire
change in price can be decomposed into those two effects, substitution and income effects.
In the graph shown in Figure 3.31, suppose a consumer is originally at the optimum point
A, buying x, and y,. If the price of x falls, BL; would swing to BL,, and the consumer’s
optimum point would move to another point such as C on a higher IC, offering more of
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FIGURE 3.31

x. This increase in x from x, to x. is the full price change that includes two parts by two
effects, substitution and income. In order to separate these two parts, we can assume that
the decrease in the price of x offered the opportunity to have a higher real income or higher
purchasing power. It became possible for the consumer to achieve the same satisfaction or
level of utility of bundle A with less money. We can represent that assumption by creating
another budget line such as BLj that represents a lower budget than what BL, projects.
This new budget line would touch IC; at B as a third optimum point that offers the same
previous level of utility of A but with lower budget. The bundle offered by B is x; and
vp. Therefore, the movement of the optimum from C to B refers to the income effect
while the movement of the optimum from A to B refers to the substitution effect. In other
words, the entire price effect (x, to x.) is divided by the substitution part (x, to x;) and the
income part (xp to x.).

3.6 SLUTSKY EQUATION

Slutsky equation is a mathematical formulation that shows how the full change in
price is decomposed into the substitution and income effects. It is named after the
nineteenth-century Russian economist Eugene Slutsky. The original budget constraint



SLUTSKY EQUATION 97

equation is rewritten after a price change such as fall in the price of x from, say P,
to P

Px+ Py =1,
Px+Pyy=1, P]<P,.

Such a fall in price from P, to P; would cause a total effect on the quantity in a form of
increase from x to x|, where

0
Total effect = 3 al <0

X

when the optimum point B was introduced on the new budget line BL3, in Figure 3.31 it had
to be to the right of the original optimum A because of the strict convexity of the IC, and be-
cause of the need to keep the original level of utility at IC;. This implies that the new bundle
at B would have more of x and less of y, hence the substitution effect has to be negative:

xS
P,

<0, where dU=0.

This would define what is called the compensated law of demand where for a constant
level of utility, price and quantity would have an inverse relationship.
As for the change in income it would be expressed by:

=.X,
P,

a decline in P, to P, leads to an increase in the real income /,:

= —_X’
P,

where the minus sign refers to the negative relationship between price and real income. As
price decreases, the purchasing power and real income would increase. The income effect
can be obtained by multiplying two elements:

al,
aP,

s

which refers to the impact of the change in the price of x over real income, and

ox
oI’

which refers to the impact of income on the quantity of x:

al,  0x
X —
apP, 9l

Income effect =
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Since — = —x, then
X
0x
Income effect = ——x.
ol

The full effect can, therefore, be formulated by adding both, the substitution and income

effects:
0x ox* ox
= - —Xx
aP, aP, al
—— —— ——
Full price  Substitution = Income
effect effect effect

and this is the Slutsky equation.

SUMMARY

This chapter establishes that consumer choice is based on the interaction between his
preferences and willingness to trade among the available commodities and his afford-
ability.

Consumer preferences are characterized by four major properties: completeness, transi-
tivity, nonsatiation, and convexity. Preferences and the consumer’s willingness to trade
among the commodities are represented by a technical tool called the indifference curve,
which has a certain shape and characteristics and a capacity to depict all the bundles of
commodities for which the consumer would be indifferent to choose.

The marginal rate of substitution (MRS) is another technical tool to show how much a
consumer is willing to give up one commodity in favor of another. MRS is equal to the
negative slope of the indifference curve.

Consumer’s affordability to obtain the desired goods and services is represented by
his budget line, which, in turn, is determined by consumer’s income and the price of
commodities. Analogous to the marginal rate of substitution is the marginal rate of
transformation (MRT), which is the ratio of the market prices of the commodities, and it
is equal to the negative slope of the budget line. The budget line has been shown through
its major changes: the shift, swing, and kink that can be brought about by changes in
income and the market prices. Also, a three-dimensional budget line has been constructed
as an example of dealing with three desired commodities.

Consumer’s optimal choice has been addressed by matching his preferences to his af-
fordability. It is shown technically by combining the two technical tools, the indifference
curve and the budget line, such that his optimal choice is located at the point of tangency
between the highest possible indifference curve and his available budget line.
Consumer utility and the way of measuring it have been discussed and the concepts
of total utility, marginal utility, and diminishing marginal utility have been addressed.
Utility maximization is detailed technically and examples have been given.

The most common effects on the optimal choice are addressed under the topic of changes
in consumer’s income and changes in market prices. Changes in income lead to classifying
commodities into normal and inferior and result into deriving the income—consumption
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curve, Engel curve, and the income elasticity of demand. Price changes lead to the Giffen
and non-Giffen goods, price—consumption curve, demand curve, and the price elasticity
of demand, as well as substitutes and complements.

¢ The effect of the change in market price lead to the discussion of income and substitution
effect, which is a technical analysis to dissect the effect of price change into two parts:
one that is related to the change in the marginal value of the commodity in the eyes of
consumers when the commodity price changes, and the other that is related to the change
in consumer’s real income that would result from the price change. Finally, the Slutsky
equation is constructed to echo the income and substitution effects.

KEY TERMS

consumer preference

consumer affordability

transitivity

nonsatiation

convexity

indifference curve

indifference space

indifference map

utility

Cobb-Douglas function

marginal utility

total utility

marginal rate of substitution

marginal rate of
transformation

diminishing utility

LIST OF FORMULAS

® Marginal rate of substitution:

® Marginal value:

e Marginal utility of x:

budget line

optimal choice

consumer equilibrium

interior solution

corner solution

utility maximization

Lagrangian method

income change

price change

normal commodity

inferior commodity

Engel curve

income—consumption
curve

income elasticity

homothetic preference

Ay MU,
MRS = — =2 =

Ax MU,

quasi-linear preference
necessities

luxuries

Giffen commodity
non-Giffen commodity
price elasticity
price—consumption curve
substitute goods
complement goods
cross-price elasticity
income effect
substitution effect
compensated law of demand
Slutsky equation
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* Budget line for x and y:

xpx +ypy = 1.
* Horizontal intercept:
1
xX=—.
Px
e Vertical intercept:
1
y=—.
Dy

* Marginal rate of transformation:

Py
MRT = Slopeg; = B
y

e Consumer equilibrium condition:

MU, MU,
Px Py
¢ Cobb-Douglas Utility function:
U= fx'y'™.
* Income elasticity of demand:
_ X2 — X1 1
T 12 — Il X

e Arc income elasticity:

Xy — X1 L+ 1

Eare = .
L -L x4x
* Price elasticity of demand:
X2 — X1 Py
Te="5_ 1 4
Py —DPx X
® Arc price elasticity:
1 2
X2 — X1 .+
Tarc = : B P

pi—pl xi+x
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e Cross-price elasticity:

X2 — X1 Dy
-2 1
py_py X

® Arc cross-price elasticity:

arc __
X,y

X2 — X1 P; + p§
I’% - P} xi+x
e Slutsky equation:

0x ox*® 0x
= — —x
apx apx al

EXERCISES
1. Explain how convexity of the indifference curve indicates that consumers generally
prefer average choices over extremes.

2. Compare the marginal rate of substitution (MRS) with the marginal rate of transfor-
mation (MRT) and explain what would each one convey about consumer choices.

3. Explain what would logically justify the equality of the following terms in the consumer
equilibrium condition:

4. Think of two more examples of each of the following and determine the type of MRS
and draw the appropriate indifference curve for each:

e Perfect substitutes

¢ Perfect complements

e Neutral commodities

® Undesirable commodities

5. Explain why it is rare to find Giffen commodities in real life.
6. Find the optimal choice for Martin who buys ham (H) and potatoes (P) when their
prices are: P, = $4.00 and P, = $1.50. His utility function is

U =5H +21/4P.

7. Where would the consumer equilibrium be if the utility function is: U = 3x + 6y and
the price of x is $2.00 and the price of y is $4.00?
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8.

10.

THEORY OF CONSUMER CHOICE
If a CES utility function is
U(xy, x2) = x7 + x5,

where « is a positive constant. Find the MRS.

Tina has $40 to spend between chocolate (C) and milk (M) where the price of chocolate
is $8.00 and the price of milk is $4.00. Draw her budget line and redraw when (a) the
price of chocolate drops by 50% and the price of milk increases by 25%, (b) the price
of milk decreases to $2.00 and the price of chocolate remains the same at $8.00, and
(c) the price of chocolate decreases by 75% and the price of milk remains the same at
$4.00.

Using both the substitution and Lagrangian solutions, maximize the following utility
function:

U =5x+3y

s.t. 2x + 4y = 100.
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CONSUMER DEMAND:
THEORETICAL ANALYSIS

4.1 DEMAND AND SUPPLY: FUNCTIONS AND LAWS

The model of demand and supply is the cornerstone of economics and a striking feature
of its theoretical analysis. It is an applicable model in the market that can be tested and
utilized as a significant analytical tool in market predictions.

Demand and quantity demanded are often used interchangeably, but it might be helpful
to distinguish between the two terms, especially at the technical observation and the sepa-
ration between the individual and the aggregate scales. Demand (D) is a set of quantities
of a good or service that consumers are willing and able to purchase at certain prices in
a specific frame of time and place. Quantity demanded (Q,) is the amount of a good
or service that consumers would buy at a certain price among alternative set of prices.
An individual demand function is often expressed by Qp and it shows the relationship
between the individual demand of a good or service in relation to some major determinants.
For example, we can write the demand function for coffee (Qg) as

0% = f(P., P, P, Y),

where the amount of coffee a person purchases is determined by related factors such as the
price of coffee (P.), the person’s income (Y), as well as the prices of related goods such
as tea (P,) and soft drink (Py). There are many determinants that can be included in the
function as the theory and life experience dictate. Suppose that this function is empirically
translated as

Q0% =80 — 18P + 15P, + 7P, +2Y.

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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However, the typical demand function in economics textbooks includes only the price
of the good. This is because the analysis focuses on the influence of price, holding the other
factors constant. We can do this, for instance, by assuming that income and other prices are
held at their average values. Suppose that the average price of tea is $5 and of soft drinks
$3, and let us assume that the consumer’s income is $25,000. We can adjust the function as

05 =80 — 18P, + (15 x 5) + (7 x 3) + (2 + 25)

¢ =226 — 18P..

This is the typical format of the demand function from which we can draw the demand
curve, derive the demand table, and observe all of their characteristics. In the same manner,
we can talk about supply, quantity supplied, and the supply function. Supply (S) is a set of
quantities of a good or service that producers (sellers) are willing and able to offer at certain
prices in a specific frame of time and place. Quantity supplied (Qs) is the amount of a good
or service that a producer or seller would produce (sell) at a certain price among alternative
set of prices. An individual supply function of a firm is often expressed by Qg, which is
determined based on some factors such as the price of the good or service offered, the cost
of producing this commodity, and other production-related factors such as technology of
production. As for the last example of coffee, we can express the supply function as

0§ = g(Pc, Py, P, T),

where the amount of coffee that can be produced and offered in the market by this firm
depends on the selling price of the produced coffee P, the purchase price of coffee beans
(Pp), the price of labor (wages) the firm pays to its employees, and the cost of technology
(T). As with the demand function, we focus on the selling price of the produced coffee
(P¢) after holding the rest of the variables constant. The final typical supply function after
such adjustment can be given as

0$ =170 + 35P¢.

This equation can be used to draw the supply curve and derive the supply table in a way
analogous to the operations on the demand function.

In drawing these two functions, the common way in economics is to put the price on the
y-axis, and both quantity demanded and supplied on the x-axis. This is different from the
typical way in mathematics, where the dependent variable (in this case Q) is assigned to
the vertical y-axis and the independent variable (in this case P) is assigned to the horizontal
x-axis. This difference in the axis assignment leads to the fact that the slope of both the
demand curve and the supply curve is equal to the reciprocal of the derivative of their
functions:

Op = 226 — 18P,

d9p =—18
dP¢ ’
1 1
SlopeD = E = —_18 = —0.055.
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Similarly for the slope of the supply curve (Slopeg),

05 = 170 + 35P,

a0s

=35,
dPc

1 1
—— | = — = 0.028.
dQs 35
dPg

Slopeg =

The slope can also be found by dividing the change on the vertical axis (the rise) by the
change on the horizontal axis (the run):

AP
Slope = —.
AQ

The slope in this direct sense describes how the quantity demanded by consumers and the
quantity offered by firms relate to the price change. The slope of the demand curve of
—0.055 means that consumers would be willing to buy one more unit for each 5.5 cents
reduction in the price. Also, the supply curve slope of 0.028 means that firms would be
encouraged to produce one more unit if the product price rises by 2.8 cents.

Assuming that the demand and supply functions are continuous and differentiable,
their derivatives express demand and supply laws, respectively. The derivative of demand
function is negative, indicating that consumers would buy more of a commodity if its price
drops, and vice versa:

d0p

— <0,

dapP

which is a direct expression of the demand law.
Also, the derivative of the supply function is positive, indicating that the firms tend to
produce and offer more of their products if the selling price goes up:

a0
dP

> 0.

This is a direct expression of the supply law. However, demand and supply curves can take
shapes other than the typical downward sloping and upward sloping, respectively.

4.2 DERIVING A DEMAND FUNCTION FROM UTILITY MAXIMIZATION

We can derive a demand function directly from the utility maximization process. Suppose
that we have a household utility function of two commodities x and y:

U= fx, ),
U=9Inx+7Iny,
max U =9Inx +7Iny,
s.t. xPy +yP, = 1.
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Forming the Lagrangian function gives us
L(x,y,A)=9Inx+7Iny — A[P, + P, —I].

Taking the first-order conditions (FOCs):

oL 9

— = —PA*=0,
dx x*

oL 7

— =— - P2 =0,
ay y*

oL

— =P X*+P,y"—1=0.
I +ryy

Getting the marginal rate of substitution (MRS) (y for x) from the first two FOCs,

* P,
MRS = 2 = P
Tx* Py

and solving for y*,

This equation represents the income consumption line, which can be substituted into the
budget constraint in its FOC format to obtain the demand function:

PXX*+Pyy*=1,

7 (P,
Px*+ P | == )x*| =1,
9\ P,

7
Pox* + §Pxx* =1,

P.x* 1+7 1
xX =] =4
9

6,
7PXX =1,
91

= 16P,°

*

which is the demand function for the commodity x. It can be rewritten as

=9/ !
0. = (16PX)‘

9 -
Or QX:R_PXI
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To make sure that the demand curve is negatively sloping, we take the first derivative of the
function with respect to the price of x, and see if it has a negative value:

9
Qx = E[le,
% — _21]);2,
P, 16
00,
& < O.
P,

By taking the second derivative, we can test if the demand curve is convex to the original
when the second derivative is positive:

82& = 2]1)—3’
P2 g 7
320,

0 > 0.
9P]

Now we can obtain the demand function for commodity y by substituting the obtained
demand function for x into the budget constraint equations:

P.x*+ Py* =1,

P <
*| 6P, wo=50

9
Py =1-—I,

16
9
Py =1(1-=),
vy < 16)
LT
P, 16
.71
Y T lep,
7o
or Qy=1—61Py.

Similar to the demand function of x, the demand function of y has a negative slope with
convexity to the origin due to the negative first derivative and positive second derivative:

99, _ —lIP’Z
dP, 16 >’
20,

& < O’

P,
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3’0, _ zIP’3,
BP)? 8 7
82

0, > 0.
8Py2

For graphing the demand curve from these derived functions for x and y, we can assume
certain values for income and prices of x and y (Figure 4.1). Suppose that income is $100,
and the price of x rises from $5 to $10,

1
X =91 y
¢ (16&)

1
0.1 = 9(100) [T(S)il = 11.25,

Q2 = 9(100) [m}

5.62 11.25

FIGURE 4.1

As for y, let us assume the price rises from $3 to $6, and income remains at $100 (see
Figure 4.2):

1
=71 —),
Qy <16Py>

1

0,1 = 7(100) [_16(3)i| = 14.6,

1

0,2 = 7(100) |:_16(6):| =17.3.



HOMOGENEITY AND THE NUMERAIRE 109

7.3 14.6
FIGURE 4.2

4.3 HOMOGENEITY AND THE NUMERAIRE

Consumer demand function is said to be “homogeneous of degree zero.” This is illustrated
by

Q% = f(P, Py, ...... D
= f(kPy, kPy, ... ... k), fork >0,

which means that if all prices and income are multiplied by any positive constant, the
real optimal quantity demanded of a commodity would remain the same. This is basically
because the budget constraint

Px+Py=1

is essentially the same as

5Px + 5P,y =51
and also as

kP.x + kPyy = kI.
The common implication of this characteristic is that if people’s income is raised by the
same proportion as inflation, there will be no change in their cost of living, given that it is
pure consistent inflation, and people would not have what is called “money illusion.”

Homogeneity of the demand function can be shown by the graph below (see Figure
4.3) in which the consumer budget line BL would remain the same as both the slope
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and intercepts do not change, and therefore the equilibrium point would not change
either.

/
Py v . -P_ -5P _ —kP,
Slope= == —p— =5
5/ y 5 y y
5P,
_ K
kP,
¥ e
"X I _ 5l _ Kk
P, ~ 5P, kP,

FIGURE 4.3

The numeraire price is an extension to the homogeneity in the demand function. It is
one of the prices of the commodities that would become the base for relative measurement
of other prices and income. If we consider that the k constant equals one of the prices, either
X price or y price, and this time we divide all the terms of the budget constraint by it, then
we would actually count that price as having the value of 1:

Px+Pyy=1,

Poo B L

P, P, P,
Px+y=1

This last equation can be understood as if P, was equal to 1. This would practically mean
eliminating the price of y and measuring the price of x relative to the price of y. This is why
the ratio of prices is called the relative price, and the ratio of income to price is called the
relative or real income.

We can also divide by income to get

Px+Pyy=1,
P P
Dy,
i 77

and in both ways setting either one of the prices or income to 1 would not change the
essence of the budget constraint.
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4.4 INVERSE DEMAND FUNCTION

The typical demand function is a direct function in that the quantity Q, is a function of price
P., meaning that the quantity is the dependent variable and the price is the independent
variable. In the inverse function, price P, would be the dependent variable and the quantity
would be the independent variable. The common example is the auction where price usually
follows the quantity demanded. The more people want an item, the higher the price goes.
Another example would be the bulk buying in which higher quantity demand would lower
the price per unit.

The implication of having an inverse function on the MRS is to flip the ratio of the
change in commodities around between the MRS of a direct function (MRS,) and the MRS
of an inverse function (MRS;):

A AQ.
MRS, = — AQy — MRS, = 0,

0. CAQ,

This means how much a consumer would be willing to give up of commodity x in order to
have more of commodity y.

4.5 DEMAND AND SUPPLY: TABLE AND CURVES

Demand and supply functions of two variables allow us to obtain values for these variables
and tabulate them in a demand and supply table in which a set of quantities that would
be demanded and supplied are shown corresponding to a set of prices. Let us consider the
following set of demand and supply equations for a certain market product:

Op =200 — 1.75P,
Qs = 12+ 1.5P.

We can plug in possible product prices, for example, from $10 to $110 and calculate the
corresponding quantities demanded and supplied, as shown in Table 4.1.

TABLE 4.1
D S
v ! v
Op P Os
182.5 10 27
165 20 42
147.5 30 57
130 40 72
112.5 50 87
95 60 102
77.5 70 117
60 80 132
42.5 90 147
25 100 162

7.5 110 177
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We can, then, plot both columns of Qp and Qg on the horizontal axis against price on
the vertical axis. Each curve we obtain would be a locust of all the quantities demanded or
supplied at their corresponding prices to form the whole Demand or Supply into demand
curve or supply curve, respectively, as shown in Figure 4.4.

Py

120
100 —
7
80 )\5\,0 0.‘5/

60
57.8

40

20
D

1 ! ! ! ! ! ! !
1220 40 60 80}' 100 120 140 160 X

8 ®

98.8

FIGURE 4.4
Observations:

(a) To technically distinguish between quantity demanded (Qp) and demand (D) on the
one hand, and between quantity supplied (Qs) and supply (S) on the other hand,
we go back to the definitions stated earlier. Op and Qg are any single quantities
demanded or supplied displayed at any price. D and S are the whole set of quantities
demanded or supplied at the corresponding set of prices, namely, that the combined
columns of Qp and P constitute the demand (D), and the combined columns of Qg
and P constitute the supply (S).

(b) As prices go up, the quantities demanded go down and the quantities supplied go
up. These types of relationships result in having a downward sloping demand curve
and an upward sloping supply curve. It confirms the negative relationship between
price and quantity demanded (demand law), and the positive relationship between
price and the quantity supplied (supply law):

P1t— 0Op
Pl—0p?

P 1= 051
Pi— 05

} © Demand law,

} @ Supply law.
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(c) As one column goes down and the other goes up, there has to be a point when they
meet. That occurs when the price is $57.85, resulting in the equality between the
quantity demanded and the quantity supplied at 98.77. This is where the demand
curve and supply curve cross each other. The point of intersection is called the
equilibrium point, the $57.85 is called the equilibrium price, and the 98.77 is
called the equilibrium quantity.

(d) At all prices below the equilibrium price, such as $20 or $40, the quantity to be
demanded would exceed the quantity to be supplied, creating an excess quantity
demanded called “shortage.” It would be the difference between quantity demanded
and quantity supplied at all the prices below the equilibrium price:

Shortage = Op — Oy
= 165 — 42 = 123 at price $20
= 130 — 72 = 58 at price $40.

It is illustrated by the lines between the two curves such as AB and CD at the prices $20 and
$40, respectively. For all prices below the equilibrium price, there will be shortages, and,
therefore, all the area between the two curves below the equilibrium point would represent
the market shortage (Table 4.2).

TABLE 4.2
P Op Os Shortage Surplus
10 182.5 27 155.5 -
20 165 42 123 -
30 147.5 57 90.5 -
40 130 72 58 -
50 112.5 87 25.5 -
Equilibrium 57.85 98.77 98.77 0 0
60 95 102 - 7
70 71.5 117 - 39.5
80 60 132 - 72
90 425 147 - 104.5
100 25 162 - 137
110 7.5 177 - 169.5

Similarly, for all the prices above the equilibrium price, such as $80 or $100, the
quantity to be supplied would exceed the quantity to be demanded, creating an excess
quantity supplied called “surplus” (Figure 4.5). It would be the difference between quantity
supplied and quantity demanded:

Surplus = Qs — Op
=132 —-60 =72 for price $80
=162 — 25 =137 for price $100.
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PX

120+
100122 G 137 H
80 60 £ 72 z

Surplus
60 —
57.8 e

D

40 72 C 58

Shortage
20 42 A 123 B

D
Qx
4260 72 98.8 130 132 165

FIGURE 4.5

It is illustrated by the lines between the curves such as EF and GH at the prices $80 and
$100, respectively. Also, for all the prices above the equilibrium price, the whole triangular
area between the curves above the equilibrium point would represent the market surplus.

4.6 MARKET EQUILIBRIUM

There is a natural universal conflict in the interests of buyers and sellers. Each would want
to deal with a price that serves them best. For the buyer, the price better be the lowest
possible, and for the seller, the price better be the highest possible. Any market for any
product includes this implicit conflict among traders until they agree with each other in
an implicit and aggregate sense. From that agreement, their product price is born, and the
product market would be in equilibrium.

Market equilibrium is a case that reflects the mutual satisfaction for both sides of the
market traders so that there “are” no frustrated buyers who will bid prices up, nor any
desperate sellers who cut prices down. There will be no incentive for either party to change
their mind. Figure 4.6 illustrates that the equilibrium occurs only at point e for the following
reason: at a price lower than P,, for example, P, buyers would love to buy the largest amount
of the commodity they can afford, for example, O, but sellers would not find it in their
interest and would offer less quantity, for example, Q7 . In this case, buyers will be willing
to offer a higher price as an incentive to make sellers offer more and also because their
marginal value is higher than the price they pay. So, they would be willing to bid the price
up for more commodities. For those reasons, the price will go higher than P, to anywhere
between P and Py on the second panel. Similarly, at a higher price than P,, for example,
Py, sellers would be glad to sell the largest amount they can, for example, Qf,, but buyers
may not afford this high price and fewer of them would be willing to buy less amount, for
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example, Q},’,. So, automatically all prices lower than the equilibrium price would go up
and all prices higher than the equilibrium price would go down until they are on P,, where

QD ZQS =Qe-

P p
D s
P
- Pr
l *P MV
P v
Pe e e >
P
P, L
Q
a ey q, oS a o a
FIGURE 4.6

Mathematically, we can obtain the equilibrium price and equilibrium quantities by setting
the demand and supply functions equal to each other and solve for the price, then substitute

for it to get the quantities:
QOp =200—-1.75P,
Qs =12+ 1.5P,
Op = QOs,
200 — 1.75P =12+ 1.5P,
200 — 12 = 1.75P + 1.5P,

188 = 3.25P,
188
E = i
5785 =P.

We can plug this equilibrium price in any of the equations to get the equilibrium quantity:

Op =200 — 1.75P
= 200 — 1.75(57.85)
=98.77.
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Os =12+ 1.5P
— 12 + 1.5(57.85)
— 98.77.

Example 4.1
Suppose the individual demand function for a specific contractual project (measured by
millions of dollars) is given by

Op=12-2P,
and the individual supply function for the same project is given by
Qs =20P.

Suppose also that there are in the market 1000 contractors willing and able to submit their
bids to the 100 offices which want to contract out these projects:

(a) Find the market demand and supply functions for this project.

(b) Mathematically derive the equilibrium price and quantity.

(c) Construct the demand and supply table and mark the equilibrium price and quantity.
(d) Plot the demand and supply curves and show where the market equilibrium occurs.

(e) Add to the table obtained in point (c) above the market potential shortage and surplus
quantities and mark their areas on the graph.

Solution:

(a) Market demand:
Op = 1000 Op
= 1000(12 — 2P)

= 12,000 — 2000P,

and market supply:
Qs = 10005
= 100(20P)
= 2000P.
Op = Qs

12,000 — 2000P = 2000P

(b) 4000P = 12,000
12,000 - s . .
= = 3 million the equilibrium price of the project.
4000
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We substitute the equilibrium price into either market demand or supply function
to get the equilibrium quantity:

Op = 12,000 — 2000P
= 12,000 — 2000(3).

(c) Op = 6000 project (see Table 4.3).

TABLE 4.3

P Qd Qx

0 12,000 0

1 10,000 2,000

2 8,000 4,000

3 6,000 6,000 Equilibrium price and quantities
4 4,000 8,000

5 2,000 10,000

6 0 12,000

(d) See Figure 4.7.

Surplus

6000

FIGURE 4.7
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(e) See Table 4.4.

TABLE 4.4

P Op Oy Shortage Surplus
0 12,000 0 12,000 -

1 10,000 2000 8000 -

2 8000 4000 4000 -

3 6000 6000 0 0

4 4000 8000 - 4000

5 2000 10,000 - 8000

6 0 12,000 - 12,000

Example 4.2

The following set of simultaneous equations represents the demand and supply functions
for beef (B) and chicken (C) fillets in the barbeque market:
For beef Qdp = 82 —3Pg + Pc,
QOsp = =5+ 15P3.
For chicken Qdc =92 — 2P +4Pc,
Qsc = —6+32P¢.

(a) Mathematically, find the equilibrium condition (price and quantity) for beef and
chicken.

(b) Show the equilibrium on a graph for each product.
Solution:
(a) First, we set the equilibrium condition for beef:

Qdp = Oss,
82 —3Pg + Pc = —5+ 15Pp,

Pc = —87 + 18Pp. @.1y
Second, we set the equilibrium for chicken:
Qdc = QOsc,
92—2PB +4PC:—6+32PCa (42)

98 = —2Py + 36Pc.

Now, we substitute P value from (4.1) in (4.2):

98 = —2Pp 4 36(—87 + 18Pp),
98 = —2Pp — 3,132 + 648 P,
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3230 = 646P;,
3230
646 ©

$5 = P equilibrium price of beef.

We substitute the price of beef into (4.1) to get the price of chicken:

Pc

—87 + 18Pp
= —87+ 18(5)
= $3 equilibrium price of chicken.

Now we substitute the price of both beef and chicken in either of the functions in
the first set to get the equilibrium condition for beef:

Qdp =82 —-3Pg + Pc
=82-3(5)+3
=170
or
Qsg = =5+ 15Pp
= -5+ 15(5)
=70 equilibrium quantity of beef.

(b) See Figures 4.8 and 4.9.
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FIGURE 4.8
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We also substitute the prices in the second set of functions to get the equilibrium
condition for chicken:
Qdc =92+ 2P —4P¢
=924 2(5) —4(3)
=90
or
Osc = —6+32P¢
= —6+32(3)

=90 equilibrium quantity of chicken.

4.7 FROM INDIVIDUAL TO MARKET DEMAND

Market demand is an aggregate concept obtained by adding up all the individual demands
for any commodity for any price at any market. Technically, the market demand function
is the mathematical sum of all individual demand functions comprising a specific market.
Let us take, for example, three hypothetical individuals who are demanding commodity x,
facing the same prices (P,) but having three different incomes (I}, I, I3). Their individual
demand functions are written as

O, =a1+piP+ 1,

02 =y + BoPy + Iy,
0 = a3+ B3P + Ix.
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Adding up these three functions would give us the market aggregate demand function
for commodity x, Q%':

Q7 =0,+0:+0]
=a+piPi+hi+ar+ PP+ h+oas+ P+ 13
=(ar+ar+o3)+(B1+ B+ BIP ]+ 11 + 1+ 13)

n
:Z[ai+ﬂip,v+li]i=172a3"-~1n'

i=1

As for the market demand curve of a certain commodity, it is too a horizontal summation
of all the individual demand curves for that commodity. Figure 4.10 shows how the market
demand curve D™ is derived by adding the three individual curves representing the following
demand equations for commodity x:

[
18
129
7.3
5
H
[
d
5 7 9102 15 22.5 25 49
FIGURE 4.10
Q! =9-05pP,
02 =15-12P,,
Q? =25-5P,,

oY =49 —6.7P,.
The aggregate demand curve D' is the kinked line abcd. The kink points b and ¢ are on
horizontal lines originating from the upper extreme points of D2 and D?3. These points
indicate that consumer 2 cannot afford to buy x if its price exceeds $12, whereas consumer
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3 can only afford it if its price is less than $5. We can, for example, observe how much of
commodity x each of those individuals would buy if its price is $4:

0! =9-054)=1,

02 =15-1.2(4) = 10.2,
Q3 =25-54) =5,
O™ =49 — 6.7(4) = 22.2.

X

Graphically, a horizontal line extended from $4 price would intersect with three individ-
ual demand curves as well as with the market demand curve. From the intersection points
e, f, g, h, we can drop vertical lines to mark the individual quantities demanded, that is, 7,
10.2, 5, as well as the market quantity demanded, that is, 22.2.

Note also that the market demand of 22.2 units of commodity x is the mathematical sum
of the three individual demands of 7, 10.2, and 5, that is, 22.2.

4.8 DEMAND AND NETWORK EXTERNALITIES

When we defined market demand as the horizontal summation of all individual demands,
we assumed that consumers in the market made their purchase decisions independently.
However, reality shows a different picture in which consumers are increasingly influencing
each other, and their tastes and preferences get intertudine as the means of communication
increase rapidly and efficiently. This kind of mutual influence forms what is called a net-
work externality, which describes the extent to which the demand of individual consumers
can be affected by the demand of other consumers in a specific market.

This externality can be either positive, which is also called the “bandwagon effect,” or
negative, which is called the “snob effect.”

4.8.1 The Case of the Bandwagon Effect

The bandwagon effect on market demand appears when consumers tend to increase their
demand of a particular commodity just because it is demanded more by others. The utility
of these consumers is derived from “going with the joneses,” or being fashionable, or
desiring to own a popular brand, or just to be associated with other. Firms understand
this economic externality very well and prefer to spend hundreds of millions of dollars on
celebrity endorsements to their products. Such endorsement campaigns have proved time
and time again to have significantly increased the demand for the endorsed products. It
would still do more of boosting the demand, the more famous and likable the endorsing
celebrity is.

When the bandwagon effect is counted for, the derived market demand becomes more
price elastic and tends to look flatter than any individual demand for that product. Let us
see this in Figure 4.11. Suppose we start with one demand curve such as D; representing a
certain group of popular consumers buying a particular commodity, the quantity demanded
of which is initially 2000 units at a price of $100. Now suppose that the price falls down to
$80. This group of consumers will increase their quantity demanded to 2500, moving from
a to b on D;. This drop in price will enable even larger groups of consumers to buy this
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FIGURE 4.11

commodity for its popularity or the popularity of its initial consumers. The second group is
represented by the demand curve D, and will buy 4000 more units at the reduced price of
$80. Let us assume that the price falls again to $60. This will encourage the second group
to increase their consumption from 4000 to 5500, moving from c to d on D,. However, the
increasing popularity of the product and the two consecutive drops in its price will again
entice another group of consumers such as those who are represented by D3 to buy 8000
more units. In deriving the market demand curve D,,, we connect points a, ¢, and e for they
are the transfer points based on the bandwagon effect. They are different from points such
as b and d, which are the transfer points based on the pure price effect and each lies on its
own curve, namely, D; and D, respectively.

Market demand curve is more price elastic, as we calculate its price elasticity, compared
with the individual demand (Table 4.5).

TABLE 4.5

D] Dz D3

P 0 P Q P 0

P, 100 2000 @Q; P; 80 4000 ©Q, P, 100 2000 O,
P, 80 2500 Q, P, 60 5500 Q, P, 60 8000 Q,
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_ -0 At h

P -P 01+ Q)
2500 -2000 100 + 80
07 7902100 2000 + 2500
= -1,

, 5500 —4000 80+ 60
07 776080 4000 + 5500
—1.10,
8000 — 2000 100 + 60
60 — 100 2000 + 8000
—24.

m __
No =

If we consider one movement on the market demand curve D,,, for example, moving from
¢ to e, we will observe that the whole price effect on the market demand was to increase
the quantity demanded from 4000 to 8000 as the price dropped from $80 to $60. But only
1500 units were increased due to the pure price effect and the rest of 2500 units were up
due to the bandwagon effect.

4.8.2 The Case of the Snob Effect

The snob effect on market demand is the opposite case of the bandwagon effect. It appears
when certain groups of consumers are driven to have an exclusive consumption of a
commodity. They derive their utility from seeing fewer and fewer of other people buying
the commodity they desire. They would reduce or even stop their purchase if they see more
consumers obtaining that commodity. Rare collectible items are typical for the commodity
that becomes a subject for the snob effect.

As shown in Figure 4.12, it is assumed that there are three groups of snob consumers
who, for some commodities, prefer to be the exclusive buyer. Those groups are represented
by the demand curves D, D, and D3. They are set in a way that the higher the demand (D35 is
the highest), the fewer the potential snob consumers who would be willing to buy this highly
collectible item, and vice versa, the lower the demand (D is the lowest), the more the snob
consumers who would be willing to purchase this item. Suppose at a price $60,000 there
would be 10 snob consumers on D willing to buy, and if the price goes up to $100,000, those
consumers would be only 3. This is the movement from point a to point » on D. The rise in
price and the reduction in the number of people buying the item would entice consumers of
D, to buy eight items. The third group, who are the most snobbish, are waiting to see even
fewer others to buy no matter how much the price will be. Now suppose the price goes further
up to $200,000 where only the group of D5 is willing and able to buy five items. The market
demand curve would be derived by connecting points a, ¢, d each on an individual curve
representing the transfer points due to the snob effect. Point » on D; would not be included
because it is the transfer point from point a due to the pure price effect. The whole reduction
in the quantity is 7 (from 10 to 3), but 5 of which is due to the snob effect. The market demand
curve is steeper than any of the individual demand curves for it has the lowest elasticity
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of all. Compared with D, market demand curve (D,,) has —0.62 price elasticity while

Dy has —2.15.
200,000 d
100,000 b ¢ 5
3
\ D,
a
60,000 D,
D
3 5 8 10
| Snob effect
. ©® (2)
Pure effect (7)
FIGURE 4.12
Individual demand:
D] D2
P 0 P 0
P, 60,000 10 0, P, 60,000 10 0,
P> 100,000 3 [ P> 200,000 5 [
L 3—-10 60,000 + 100,000
o = 100,000 — 60,000 10+3
= —2.15,
o 5—-10 60,000 + 200,000
2 = 500,000 — 60,000 10+5

—0.62.
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4.9 DERIVING A MARKET DEMAND FUNCTION UNDER EXTERNALITIES
Mathematically, we can show the effect of the positive and negative externalities on

market demand. Let us first assume that we have two households, A and B, represented by
the following demand functions for commodity X:

Xp = > [14],
4P,

Xp = > [1g],
4P,

where 14 and /I are the two households income, respectively, and P, is the price of X.
First, we find the market demand function without any effect of an externality. It is
simply the horizontal summation of the individual demand functions:

Xy =X4+Xp
I+
4p, M T 4p,
5

4P,

[/]
43)

[la+ Ig].

Now, let us consider the effect of the positive externalities where households positively
affect each other. Their demand functions can reflect this mutual effect as

5 1
Xa=—[I - X3,
A 4PX[A]+2 B
Xp = > [1 ]+1X
B—4PX B F XA
where
0X 4 1 0Xp 1
— =—- and — = —.
8)(?3 2 BXA 2
Substituting X into X, function, we get
Xo= (104 | e+ Lx
A_4Px A 2 4Px B 2 A ’
X4 = > Iy + > 1 1X
A—4PXA 8P, By A4
3X _ Is+ > I
470 T qp M T RR Y
51 51
X, = A 2

3P, 6P,
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and substituting X4 into X, we get

5 1 5
Xp = [IB]+—[

1
[14]+ §X3i| ,

4P, 2 4P,
Xp = 45“[: + %%XB,
I
Xp = ;;fi + 25__:1

Market demand would be

Xy =Xa+Xp
51, 51y 51 5l,
_3ﬂ+6ﬂ+3ﬂ+6&
15[ + 1]
o 6Py

[{a+15].

4.4)

5
2P,

Finally, let us consider the effect of the negative externalities where households affect each
other negatively. Their demand function can reflect this mutual negative effect as

Xp= > [14] — lXB,
4P, 2

Xp = = [Ig] — lXA-
4P, 2

Substituting X into Xy, we get

57 1[51 1
Xp= A——|: b —XA],

4P, 2 |4P, 2
51, 5Ip 1
X, = - X,
A= ap 8P, T4t
3 51, 51
—X) = AL
4 4P, 8P,
51, 51
XA: A_ B

3P, 6P
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Substituting X4 into Xz, we get

5 1751, 1
Xp = Ig — = — =X,
4P, P T 24P, 2
SIp 51, 1
Xp=2— —Xp,
5=3p. 8P, T 34°°
3 51 SI
-Xp = E_ 4
4 4P, 8P,
51y 51
Xg=-2_24
3P 6P,

Market demand would be

Xy =Xa+Xp
SIA 513 513 SIA

3P, 6P, 3P, 6P,
101, — 515 + 1015 — 51,
6Py
5[4+ 1] )
6P,
= > [1a+Ig].
6P,

If we assume that household A income is $20,000, household B income is $40,000, and
the market price for X is $5.00, then market demand for X before any externality effect and
as determined by Equation (4.3) would be

5

Xy =
M 4P,

[I4+ Ip]

— —~__[20,000 + 40,000
4(5.00)[ + ]

= 15,000 units of X.

Market demand for X under the positive externalities effect as determined by Equation (4.4)
would be

5

Xv =
M= P,

[1a+1g]

= ———[20,000 + 40,000
2(5.00)[ + ]

= 30,000 units of X.
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Market demand for X under the negative externalities effect as determined by Equation
(4.5) would be

5

X =
M= 6P,

[/a + 1]

— 20,000 + 40,000
6(5.00)| + ]

= 10,000 units of X.

As shown in Figure 4.13, the market demand curve would shift right under the positive
externalities and shift left under the negative externalities.

PX
5.00 ¢----————---————--"@--———--—--————— B

i ! i %

i t— D, b | (+extern.)

! I (—extern.) !

i i i

I I I

I I I

I I I

I I I

I I I

I I I

I I I

¢ ¢ ® X

10,000 15,000 30,000
FIGURE 4.13

4.10 CHANGES IN 0 AND Qs VERSUS CHANGES IND AND §

We have already distinguished between the terms quantity demanded/supplied and de-
mand/supply. The changes in them ought to be distinguished too, for they occur due to
different reasons. Those reasons are related to the affecting factors (independent variables)
and their changes as mentioned below:

1. Changes in the commodity’s price would result in changes in the quantities demanded
or supplied, causing movements along the same curve (demand or supply).
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2. Changes in any of the affecting factors other than the commodity’s price would result
in shifting the entire curve right or left. Those affecting factors in case of the shift
in demand curve are, for example, consumer income, price of related commodities,
government interventions such as taxes and subsidies, consumer expectations, tastes,
and preferences, and alike. In the case of the shift in supply curve, those factors could
be cost of production, level of production technology, market expectations, and alike.

The vertical axis of the graph below shows that as the price of x increases from P; to
P>, the quantity demanded would decrease from Qp; to Qp,, and if the price drops from P,
to Py, the quantity demanded would increase from Qp, to Op;. This type of change in the
commodity’s price can be traced down as a movement along the demand curve Dy from a
to b or the other way around, from b to a (Figure 4.14).

d — N
Py
\DX
—
e —
Q

Qs1 Qpp Qp Qs

FIGURE 4.14

Also, along the supply curve we can observe a similar type of movement. If the price
of x goes up from P, to P,, the quantity supplied would go up from Qg; to Qs» and point
d would move up to point c. If the price drops from P, to Py, the quantity supplied would
follow, dropping from Qs to QOs; and point ¢ moves down to point d along the supply curve.
If any affecting factor other than the commodity’s price changes, the effect on the demand
or supply curves would be shifting the whole curve right (for more) or left (for less). If,
for example, consumer income increases and as a result consumer demand of commodity x
increases too, this demand change would be represented by a shift in the demand curve to
the right such as from Dy, to D,, in graph 4.15. The curve would shift to the left from D,
to D, if income decreases, causing a decrease in demand. Similarly, supply curve can shift
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right to indicate higher supply due, for example, to a decrease in the cost of production or
it could shift left to indicate a lower supply for facing an increase in the production cost
(Figure 4.15).

FIGURE 4.15

It is the shift in either demand or supply curves or both that would lead to a change in
equilibrium, as it is illustrated in the following case of taxes.

4.11 CHANGES IN EQUILIBRIUM

Changes in equilibrium point, price, and quantities occur only when there are shifts in
demand or supply. Normally in the free market system, any shift in either of the curves or
in both would automatically trigger the price mechanism that would control the situation
and bring back equilibrium. It is usually the price that follows any change in either demand
or supply, and then the quantities follow the price into a new equilibrium. Figure 4.16
illustrates the possibilities of shift in both demand and supply and in both directions, rise
and fall. In the upper panel we see four possible cases, increase and decrease in demand,
and increase and decrease in supply. In the first case, only demand increases and its curve
shifts right causing the price to rise from P, to P, and the quantity from Q. to Q.»,
establishing a new equilibrium point at e2. In the second case, demand would fall shifting
left and causing the price to drop from P, to P., and the quantity to drop too, from Q.
to Q,». In the third case, supply would increase and demand remains the same as before.
This would cause the price to drop from P, to P, but for an equilibrium quantity that
is higher than before. In the fourth case, supply would decrease and shift left. The price
would increase but for an equilibrium quantity that is lower than before.
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What happens when both demand and supply change in the same time? We can see
this possibility in the lower panel of the graph, assuming the changes occur in the same
proportion for simplicity. The first case combines cases 1 and 3 discussed above, that is, a
rise in demand and supply that causes the price to stay at the same level of last equilibrium
but for new equilibrium quantity that is higher than before. The second case combines cases
1 and 4 discussed above, that is, an increase in demand but a decrease in supply. That would
be a double reason to increase the price probably to a double of the previous level but for
the same equilibrium quantity as before. The third case combines cases 2 and 3 discussed
above, that is, a decrease in demand but an increase in supply. This would be a double
reason to lower the price, probably to half as it was before but for the same equilibrium
quantity as it was before. The last case combines cases 2 and 4 discussed above, that is,
a decrease in both demand and supply that would keep the price at the same equilibrium
level as before but for lower quantity than before.

The chances of both demand and supply to change in exactly the same percentage
are only a hypothetical situation that is good for the illustration of theory. In reality, the
magnitude of the changes in the equilibrium price and quantity depends not only on the
differential in demand and supply change but also on the shape and slopes of the curves, as
it is shown in the following cases.

4.11.1 The Case of Thanksgiving Turkey

In this case, we show that the changes in equilibrium price and equilibrium quantity also
depend on the nature and slope of the curves. The largest ever surge in sales of turkey
(fresh and frozen) usually occurs in the week before Thanksgiving. Figures 4.17 and 4.18
show how the difference in the slope of supply curves between the fresh and frozen birds
affect the equilibrium price and quantity for an assumed same surge in demand. The right
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shift in demand from D and D, represents the surge in demand for the turkey in the days
before Thanksgiving and it is kept the same in both panels. The supply of the fresh birds is
relatively price inelastic and its curve is steeper than the supply for frozen birds. The reason
is that producer’s and retailer’s capacity to prepare frozen birds and build up large stocks
of them during the year is much higher than their capacities to raise birds and prepare their
fresh meat for that week before Thanksgiving. That is why the supply of the fresh birds
is somehow limited even when the price rises substantially, such as from P, to P, in the
upper panel, resulting in increasing the equilibrium quantity only from Q,; to Q,». On the
other hand, the large supply of frozen birds stocked ahead of time would naturally allow
the price to perhaps rise just a little or stay unchanged. In some cases, it can even go down
a little bit.

S fresh
P$2 X
P el &1
\ D,
D,
—
Qe1 Oez
FIGURE 4.17
P
S frozen
P, e2 T el
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\ D,
Dy
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FIGURE 4.18
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4.11.2 The Case of Sales and Excise Taxes

Let us take the case of imposing a sales tax on a certain commodity, say 50¢ per pound
of lamb sold. In Figure 4.19, suppose that P, is the equilibrium price and Q,; is the
equilibrium quantity in the lamb market before imposing the tax. Now the tax will be an
additional burden carried by consumers and will cause a drop in their demand of lamb
represented by shifting the D curve left to D,, where the vertical distance ae2 is equal to
the amount of tax per pound (50¢). Now with the new demand curve D,, we would have
a new equilibrium point (e2), and a new equilibrium quantity Q,,, which is less than the
previous equilibrium quantity Q.. As for the equilibrium price, it would be P,,, which is
the price received by producers, and P,3 (which is equal to P,, + 50¢) would be the price
paid by consumers, and the difference between them is the amount of tax, 50¢ (P.3 — P.»).

Consumers’ price P,
(Pez + 50¢)

Par ¢ (18X

Producers’ price  Peo ¢

FIGURE 4.19

Similarly, Figure 4.20 shows the case of the excise tax. If a 50¢ excise tax is imposed
on the producers of lamb, it will be considered an increase in the production cost, and it
would, therefore, cause the supply of lamb to fall and its curve to shift left to S, where the
vertical distance between S; and S, represents the 50¢ excise tax. Assuming the original
demand stays the same, the equilibrium point will move from el to ¢2. The equilibrium
quantity will decrease from Q,; to Q.», and the equilibrium price will be P,, that would
be the price that consumers pay, now that their demand is faced with less supply. However,
producers would not keep this whole price since they have to pay 50¢ to the tax collector.
So, the producer’s price would be P,3 (which is equal to P,, — 50¢) and the difference
between the two prices would be the 50¢ excise tax (P, — P,3).

Although the legal incidence of taxes places the burden of paying the sales taxes on
consumers and excise taxes on producers, in reality both parties share paying both types
of taxes. In other words, the economic incidence of taxes is shared between consumers
and producers. Their shares are determined by the slopes of the curves. The following is an
example to calculate the shares of a sales tax between consumers and producers.
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Consumers’ price Py ¢

Pe1'

Producers’ price P, ¢
(Pez - 50¢)

«—

QeZ 091

FIGURE 4.20

Example 4.3
The following are the market demand and supply functions for salmon steak:

Op = 8000 — 1000P,
Qs =2000P — 4000.

Suppose that the local government imposes a sales tax of $0.75 per pound of salmon steak,
find the following:

(a) The original equilibrium price and quantity.
(b) The after-tax equilibrium price and quantity.
(c) The absolute and percentage share for consumers and producers of the tax burden.

(d) Graphically show the tax burden and how it is divided between consumers and
producers.

Solution:
(a) Let us start with equating the functions to solve for the equilibrium price and
equilibrium quantity:

Op = Oy,
8000 — 1000P = 2000P — 4000,
12,000 = 3000P,

12,000

3000 P =$4.00 the original equilibrium price.
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We substitute the equilibrium price in either of the functions to get the equilibrium
quantity:
Qp = 8000 — 1000(4)
= 4000 pounds of quantity demanded of salmon steak,
Qs = 2000(4) — 4000
= 4000 pounds of quantity supplied.

(b) Since it is a tax problem, it would be better to modify the demand and supply function
in terms of price instead of in terms of quantity:

Qp = 8000 — 1000P,

8000 O
~ 1000 1000’
P =8- LQD,
1000
Qs = 2000P — 4000,
4000 O
~ 2000 2000’

1
P=2——0;.
500028

Since introducing the sales tax causes a drop in demand equal to the amount of tax, the
demand function above would be modified as

1
P=8———Qp—$0.75.
To00 2> ~ %

Now we get the new equilibrium after imposing the tax by equating the above after-tax
demand function with the supply function:

L S S
1000 2000
§_075-2=-2 . 2

1000 T 2000
s25— 29

2000
30 = 10,500,

10,500 s .
0= —5 = 3500 the new equilibrium quantity.
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We substitute the new equilibrium quantity into either function to get the new equilibrium
price:

3500

P=8———=-%0.75,
1000
P = $3.75,
or P =2+ @,
2000

P = $3.75 the new equilibrium price.
Since consumers bear the legal burden to pay the sales tax, they would pay
$3.75+ $.75 = $4.50 consumer’s price.

Though the producers collect $4.50, they keep only $3.75 and they forward $0.75 to the
government (see Figure 4.21).

P
8l
74
P
6 +
P
c ‘price 459
onsumers’ price 4.50 1 Consumers,\
Old equilibrium price 4 ;ar:ducers’ = G

Producers’ price 3.75 e2
34
2 4

D
14
! | 5 |7 | | | Q
2)
FIGURE 4.21

Another way to look into this solution is to equate the before-tax functions but modifying
the demand function by replacing its price (P) with the price plus tax (P + $0.75):

Qp = 8000 — 1000P,
Os = 2000P — 4000,
Op = Ogs,
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8000 — 1000(P + 0.75) = 2000P — 4000,

3000P = 11,250,
11,250 s .
P = ———— =$3.75 the new equilibrium price.
3000
We substitute this new equilibrium price into either of the functions to get the equilibrium
quantity:

Op = 8000 — 1000(3.75 + 0.75),
Op = 3500,
05 = 2000(3.75) — 4000,

Qs = 3500 the new equilibrium quantity.

(c) The sales tax made consumers pay $4.50, which is 50¢ more than what they used
to pay before taxes. The 50¢ is their absolute share of the tax burden, which is equal to
two-thirds of the tax (0.50/0.75) or 66.6%.

As for producers, they now collect $3.75. That is 25¢ less than what they used to get
before the imposition of the sales tax. So, their absolute share is 25¢, which is one-third of
the tax (0.25/0.75) or 33.4%.

(d) Figure 4.21 shows the consumer’s share of the tax as the large rectangular area
constituting 2/3, as compared to 1/3 for the producer’s share shown in the smaller rectangular
area.

4.12 MARKET DISEQUILIBRIUM

In what is known as “the rationing function of prices,” market price plays a crucial role
in controlling the market forces and brings back the state of market equilibrium any time
the interplay between demand and supply and their influencing factors pushes the market
away from the stable state of equilibrium. So, it is the nature of the free market system
that market prices have the ability to converge toward equilibrium when some external
factors disturb it. However, under certain circumstances, powerful external factors such
as the government can interfere and short-circuit the mechanism of the price rationing
function and bring about a state of market disequilibrium. It should be noted here that
many government policies may lead to shifts in demand or supply here and there, but the
effect of such policies can naturally be mitigated by the price self-adjusting mechanism.
It is only those policies that tamper with market price that would lead to disequilibrium;
this is because once the price is set by the conscious choice of anybody other than the
market natural forces, the self-rationing function would not work anymore. Needless to
say that in most cases, government interventions often come with the best intentions. But
despite the fact that those intervention policies may be morally justified for fairness and
protecting the public interest, they often end up backfiring and defeating their own purpose,
and sometimes even causing many negative consequences, the aggregate cost of which may
exceed any benefit. The typical examples of such policies are the price control in its two
faces, the price ceiling and price floor.
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4.12.1 The Case of a Price Ceiling

A price ceiling refers to the maximum level of price that can be mandated by law under
certain circumstances. When such a price is imposed on a particular good or service that is
subject to government control, it would mean that this commodity must not be sold for a
price above the legislated level. A price ceiling is usually either equal or below the previous
equilibrium price for that commodity. There have been many real-life price ceilings imposed
by the government for a certain period of time. The most popular examples are rent control,
a cap for gas prices, upper limit for insurance premium, and alike. Figure 4.22 shows an
example of a price ceiling application on gasoline. Suppose that due to war in the Middle
East, the supply of gasoline in the United States dropped from S; to S,, which caused the
price to rise from P; to P,, given that the demand for gasoline stayed at the same level D;.
Suppose that this hike in the gasoline price is high enough that most people cannot afford
it; it would eventually constitute a compelling reason for the government to act and impose
a price level and declare it as a maximum that gasoline prices must not go beyond.

MV

P e2 T

Pe1

PC PC
D,

QS Qe1 Od
I— Shortage 4,
Q— Qs
FIGURE 4.22

Suppose that the imposed price ceiling is P.. At this price, consumers would love to
buy Op, but producers would be willing to only offer Qg. This is a classic case of market
disequilibrium where quantity demanded Qp exceeds quantity supplied Qg, creating a
market shortage equal to (Op — Qys). At the offered quantity supplied of Qg, some able
consumers may become willing to pay a higher price than P, in order to get the amount of
gasoline they used to get. The offered price may reach up to the marginal value at MV. It
is also seen that the added cost of time and energy the rest of consumers indirectly incur
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trying to get the gasoline they need would be considered and may push the real price for
them up to MV too. People may spend many hours standing in lines or offer whatever
they can afford as bribes, or pay more in the black market to get some gasoline. All of
these possibilities would be example of the additional cost that would raise the real price
to MV. Eventually and collectively the gasoline price may practically settle somewhere
definitely above P, but below MV. Most likely, the price may get stabilized between the
two equilibrium prices P,; and P,».
Let us consider the following numerical example (see Figure 4.23).

P
MV = 95 [
Py =135
Py =20 T
15=P, P,
Dy
: : : Q
230 350 380 390
I—Shortage4,
=160
FIGURE 4.23

Example 4.4

The following are the market demand and supply functions for a product:
Op =420 -2P,
Qs =260+ 6P.

Suppose that some unexpected circumstances caused a rise in the cost of production that
led the supply to fall to

Os = 140 + 6P,

which caused the price to rise beyond the affordability of most consumers. What would
happen in the market of this product if the government imposes a ceiling price equal to
25% less than the equilibrium price?
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Solution:
First, we find the market equilibrium before the imposition of the legislated ceiling price:
Op = QOs,
420 — 2P =260+ 6P,
160 = 8P,
160 s .
- = FPa= $20, the market equilibrium price
Q.1 = 420 — 2(20) = 260 + 6(20),
Q.1 = 380.

Second, we find the market equilibrium when supply fell:

Op = 0Os.
420 — 2P = 140+ 6P,
280 = 8P,
% = P, = $35,
04> = 420 — 2(35) = 0.140 + 6(35),
Q. = 350.

Price ceiling =20 — (20 x 0.25) = 15.
At this price, consumers will demand

Op = 420 — 2(15)
= 390.

But producers will only offer
Qs = 140 — 6(15),
Qp = 230.

The market shortage will be
Sh = 390 — 320 = 160.

The price equalling the consumer’s marginal value will be

Op = 420 — 2P,

230 = 420 — 2P,
2P = 190,
190

P=— =095

2
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4.12.2 The Case of a Price Floor

Similar to the price ceiling, a price floor is a legislated price too, but it refers to the
minimum level, below which prices of goods and services subject to control must not fall.
It is usually either at or above the previous equilibrium price. The typical example for the
actual price floor is the price of some agricultural commodities that the government wants
to protect in support of their farmers. Another typical example is the labor price in terms of
a minimum wage that the government imposes to protect workers and assure decent living
conditions for them. Once again, although such policies may seem normally sound, they
most likely create negative economic consequences. The big problem with the price floor
is that it eventually leads to a market surplus, as shown in Figure 4.24.

Q

Qqy Qo1 Qe Qug Qua= Qs

\—Surplusg

(Qs— Qp)

FIGURE 4.24

If, for any reason, the supply of a good increases to the point way beyond the current
demand (S, shifting to S»), the price would automatically decrease (from P, to P,;) to bring
about a new equilibrium at 2. But a decrease like this may sometimes go below the level
necessary to sustain production, which may collectively hurt the majority of producers. In
this case, the government may interfere and impose a better price to save producers. This
is the price floor Py, which could be above the first equilibrium price. Producers would be
thrilled to sell Qg at this price, but consumers would not be willing to buy at this price but
a maximum amount of Qp, and that is what sets the market for big surplus equal to (Qg —
Op). It happened in reality many times where the government found itself eventually either
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subsidizing producers for what they cannot sell or buy out the excess amount of production
that cannot be sold in the market normally. In this latter case, the government would act
as if it is creating a shadow extra demand represented by D, to partially absorb the excess
supply and bring about a new market equilibrium at €3, or go all the way to D3 in order to
accommodate all the surplus in the market and achieve a new equilibrium at e4 at the price
floor. The bigger problem is that the cost of any of these corrective actions would be carried
by the taxpayers. In some cases of mandating a price floor in the form of a minimum wage
for the unskilled workers, the eventual detrimental economic consequences may be as dire
as to increase a wide-scale unemployment, although it would help employ a certain group
of workers.

Example 4.5
The following are demand and supply functions for lettuce:

Op = 12— 314P,
Qs =3 —21jP.

Suppose that at some point the price of lettuce fell to a level below what keeps the lettuce
farmers coping and maintaining their living. Also, suppose that the local government found
it necessary to intervene to protect the farmers and their community by imposing a price
floor of $2.50 per head of lettuce sold (see Figure 4.25). What would be the consequences
on the lettuce market?

Pf= 25 Pf

P,=15 el

_— \D

Q=325 Q,=6.75 Q;=9.25

Surplus
9.25-3.25=6

FIGURE 4.25
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Solution:

First, let us obtain the original equilibrium condition in the lettuce market:

Op = Qs,
12-3',Pp =342Y,P,
9 = 6P,
9

e P =3$1.50 the original equilibrium price,
Op =12-3'/,/(1' /) =3 +2!/5(1'/2) = 6.75 equilibrium quantity.
When the price floor of $2.50 is imposed, the quantity demanded will be

Op = 12 =315(2"))
=3.25,

and the quantity supplied would be

Qs =34 215421h),
05 =925,

Qs > Op.
That would create a surplus of

Os — Op =9.25 — 3.25 = 6.

4.13 MARSHALLIAN VERSUS HICKSIAN DEMAND CURVES

Let us recall the income and substitution effect that we discussed in the previous chapter.
It showed that the price effect on the quantity demanded was dissected into income effect
and substitution effect. Let us also recall from the previous chapter how demand curve
was derived from subsequent changes in price and the responses of the quantity demanded
to them. The demand curve we obtained was the regular demand curve that is commonly
used everywhere in microeconomics. It is called the Marshallian demand curve after
Alfred Marshall (1842—1924). It reflects both of the changes in price effects on the quantity
demanded, that is, income and substitution effects combined. However, because the income
effect was shown by hypothetically assuming different income (another budget line) to keep
the consumer on the same utility level, the segment becomes compensatory and would allow
to create another demand curve called the compensated demand curve that would reflect
only the substitution effect of the price change and quantity demanded holding the utility
level constant. Given the fact that only the substitution effect is reflected, and that it is
negative since increasing the price of a commodity with holding utility constant would
result in cutting the consumption of that commodity, the compensated law of demand
would act exactly like the regular law of demand in that the price and the quantity of a non-
Giffen commodity would always move in opposite direction to each other when consumer
utility is maintained at a certain level. The compensated demand curve is also called the
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Hicksian demand curve after John Hicks. It reflects a compensated demand function of the
price of commodities and the consumer utility level:
comy
D P = f(PX’ Py’ U)

The compensated demand function can be derived according to Shephard lemma.

4.13.1 Shephard Lemma and the Expenditure Function

We have seen in the previous chapter that for consumer equilibrium we maximize consumer
utility subject to a budget constraint. Analogous to this is the approach of minimizing
consumer expenditures subject to a certain level of utility. This would lead to

Min E = P.x + Pyy,
s.t. U = u(x, y).
Solving this by the same Lagrangian method we had before would express what is called
the expenditure function:
E =e(Py, Py, u),

which is to say that the consumer expenditures for the optimal utility is a function of the
prices of the commodities and the utility level that is to be maintained.

It is this expenditure function that, according to Shephard lemma, would give us the
compensated demand function when it is differentiated with respect to the price of one of
the commodities.

Example 4.6
1. Obtain the expenditure function from the utility function
u=xyl=e,
2. Derive the compensated demand function from the expenditure function.

3. How the compensated demand function would look like if @ = 0.45.

Solution:

1. We start with the Lagrangian expression'

L = Px+ Pyy + Au — x9y'4],

oL
[ — Px _ )Laxa—lyl—a,
ax
u
substitute for y'=¢ = — = u.’, (4.6)
X
aL a—1,,—a
8_X =P, — Aux u,-,
= Px - }\a% = O»

!'The form of the Langrangian in this minimization problem is consistent with the Language multiplier
being interpreted as improvement in the optimal value of the objective function. Improvement in this
case of minimization means becoming smaller. However, the Lagrangian form used in Chapter was
for maximization problems.
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dL a ,1—a—1
E:Py—)x(l—a)xy ,
substituting for x* = yia =uy 179 = u;_l,
oL . @7
E =P, — Al —a)uy" "y,
oL
— =P, — 21 —-a)t =0,
dy Y
oL
i u—xyl=e=o. 4.8)
y
Dividing (4.6) by (4.7) we obtain
(I —a)P,x =aPyy. 4.9)

From (4.9), we get the value of P,y as

1 —a)P,
Py = d=abx (4.10)
a
If we substitute (4.10) into the expenditure equation E, we get
E=Px+ Py
1 —a)P,
=Px+ —( DEx
a
_ aP.x+ (1 —a)P.x
N a
_ Px(@a+1—a)
N a
_ P.x
=
From this, we obtain the value of x:
E 4.11)
X=a—. .
Py

Similarly, we can obtain the value of y from getting P..x from (4.9) and substituting
itin E. It would be equal to

E
y=« —a)P—. 4.12)
y
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Now we substitute x and y values above into the utility function:

U = xaylfa
3 E a . E 1—a
[ [o-o7]
SOICTR
Py Py

and the expenditure function E would be
U

FI
P, Py
a l—a
o[
a 1—a

2. Now that we have the expenditure function E, we can differentiate it with respect to
the price of x (P,) in order to get the compensated demand function for x:

0E _ [ _a (P e
aP, |l —a \P, ’

and if the demand function is often expressed by the quantity of the commodity, this

one would be
QX B U a a Py 1—a
b= " 11-a P, '

3. Ifa=0.45,then1 —a=1-0.45 = 0.55, and the function would be

0.45 /P, \1*%
0, =U|-"=(+
0.55 \ P,

or

4.14 DERIVING THE HICKSIAN (COMPENSATED) DEMAND CURVE

The next two figures show that the Hicksian or compensated demand curve can be derived
from an equilibrium change due to price change scenario. Figure 4.26 shows an initial
equilibrium el for the original budget line BL; and the indifference curve IC. When the
price of x goes up and down, budget lines BL, and BL; represent the adjusted income so as
to keep the utility level the same as before the change in price. This is why all budget lines
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stay in tangency with the same IC, forming the equilibrium points e2 and e3. This is where
the compensation term comes to make more sense. The consumer’s income is compensated,
positively or negatively, where the price of x increases and decreases, respectively, so that
the equilibrium can stay on the same indifference curve. In this case, the corresponding
quantities of x projected in Figure 4.27 from the three equilibrium points in the upper
panel would represent only the substitution effect of the price change. Along with their
corresponding prices, they form points A, B, and C to create the compensated demand curve
(Figure 4.27).

Qp e2
el
Qy \\
e3
Qe
() IC
8,
\S Z, 8L,
QAQ QX1 QX.B
FIGURE 4.26
P
Pe A
Py B
Pa Regular D
c Compensated D
< > O
G Qe Qu Qs €3

FIGURE 4.27
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Compared with the regular demand curve, the only common point between the two
curves is the original equilibrium el since the consumer was able to get O, at P,; without
any compensation. This is exactly why the two curves would intersect at B. At higher
prices than P., such as P,,, there would be an increase in the consumer income (positive
compensation) and more of x is demanded on the compensated than on the regular curve
(Qy2 > C,). At prices lower than P, such as P,s, the consumer income is decreased
(negative compensation) and as a result less x is demanded on the compensated than on the
regular curve (Q.3 < C3).

Another point of comparison between the two curves is that the compensated curve is
steeper than the regular because it reflects only the substitution effect compared with the
regular curve that reflects both substitution and income effects.

4.15 REVEALED PREFERENCES

The notion of the revealed preferences goes back to the economic literature of the 1940s,
specifically to the book published in 1947, Foundation of Economic Analysis, by Paul
Samuelson who proposed that consumer preference could be inferred from consumer
behavior. That notion was opposite to what had been known in the traditional economic
theory that built a model of consumer behavior based on his preferences. Such a proposal
depended on the fact that we can observe people’s actual choices of goods and services,
given a certain combination of income and prices. Knowing more and better information
about consumer preferences would lead to better estimation of consumer demand and the
substitution effect.

The basic idea of the revealed preferences is illustrated in Figure 4.28. Suppose that
a consumer is to choose between A and B bundles of commodities. Point A with the
coordinates (x, y;) is on budget line 1 (BL,) and point B with the coordinates (x,, y;) is on
budget line 2 (BL,). Whereas both points are affordable to this consumer, let us suppose
that he chooses A over B. In such a choice, A would be considered revealed preferred.
This scenario is qualitatively different from saying that the consumer just prefers A over

y
)
<
Vie 0 A
B
Yoo °.
Yze °c 8
LQ
oo . X
X; Xp X3

FIGURE 4.28
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B, although he would in the final analysis. Revealed preferred is a term to indicate that
the consumer chose A while he could have chosen B at a time where both A and B were
affordable. In other words, it might be more succinct to say that this consumer has chosen
A over B, or B has been passed on in favor of A. This implies that the major condition
for the revealed preference is the affordability of both commodities but the choice of one.
If consumer income is / and price of commodities is P, then choosing A bundle means
spending all income, and therefore,

XIPx‘I‘y]Py =1,
and for B being affordable means that

_XZPX ~|—y2Py < 1.
Taking the left-hand side of both equations gives us

le,v+y1Py2x2Rx+y2Py~ (4’13)

This describes the relationship between the bundle of commodities that could have been
demanded and those that have actually been demanded. This relation can be stated as that
the bundle (x;, y;) is directly revealed preferred to the bundle (x,, y,). If that means that
the consumer is choosing the most preferred bundle that he could afford (x, y;) over the

less preferred that he could afford too, then it can be stated unequivocally that bundle A is
preferred over bundle B:

(1, y1) > (x2, y2).
If we repeat the same scenario of A and B but between B and another point, for example, C,
where B and C are affordable for B being on BL, and C being inside of it, then we would
reach to a similar relation as the one in (4.13):
Xo Py + y2 Py > X3P + y3P,. (4.14)
Combining with (4.13), we get
X1 Py + y1Py = x2Pc + y2 Py > X3P, + y3 Py, (4.15)
which ends up as
(1, y1) > (%2, y2) > (x3, y3),
and by transitivity
(x1, y1) > (%3, y3)

or

A= C.
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This is to say that bundle A is indirectly revealed preferred to bundle C.

This discussion leads to what is called the weak and strong axioms of revealed prefer-
ence. The weak axiom of revealed preference states that if A is directly revealed preferred
to B, given that they are different, then B can never be directly preferred to A. A stronger
axiom includes the indirect revealed preference too. The strong axiom of revealed pref-
erence states that if A is directly or indirectly revealed preferred over B, then it must not
happen that B is directly or indirectly revealed preferred over A. The distinction of the
strong axiom here is its inclusion of the indirect revealed preference.

Knowing more on the consumer-revealed preferences allows us to derive where his
indifference curve would lie. Let us assume that we add three more budget lines to the
earlier BL; and BL,. In Figure 4.29, we introduce five budget lines. Let us take three
points, for example, D, E, F on the added three budget lines BL3, BL4, BLs, and let us
assume that all are revealed preferred to A. If we assume that consumer preference is
convex and monotone, then we can state that the weighted average values of D, E, and
F are preferred to x. Also, we can say that any bundle which can offer more of the two
commodities than any of the points D, E, and F would be preferred to x. This, in other
words, says that the whole shaded area to the northeast of these points would offer more
than A can offer. Contrary to that, the whole area to the southwest of the BL; and BL,
would offer less than A can offer. From that we can conclude that the indifference curve
where A is at must lie in the remaining area between the upper and lower shaded areas.

Better choice

FIGURE 4.29

In addition to deducing consumer preferences from consumer’s behavior and the actual
choices he makes in the marketplace, the theory of revealed preference can also help
estimate the substitution effect and prove its negativity.
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Let us assume that a consumer is indifferent between two bundles of goods, A(x,, y.)
and B(xy, yp), and let us assume that these bundles are purchased for the prices P, Py“ and
Pf, P;,’. If this consumer finds himself indifferent between A and B but he still chooses A,
the logical conclusion would be that A must cost less than B:

Plx, + P;‘ya < Plx, + P;‘yh, (4.16)
and if he chooses B, it must be that B cost less:
Plxy+ P)yy < Plxa+ P)ya. 4.17)

If we rearrange (4.16) into (4.17),
Pix, + Py“ya — Pix, — P;yh <0,

4.18
P(xy = xX3) = P2(yg = 1) < 0, “-18)
and rearrange (4.17) into (4.18):
b b b b
Pxxb+Pyyb—Pxxa—Pyya<O, 4.19)

P (xp = X4) = PJ(yb — Ya)-

Now, if we assume that only the price of x changes and the price of y remains the same
(P)‘,’ = Pyb), and if we add (4.18) to (4.19), we get

P{(xa = xp) + P/(9p = ya) <0
or
P (xq — xp) — PP(x, — xp) <0
and we rearrange it to
(P¢ = Pl)[x, — xp] <O. (4.20)
Expression 5 says that the product of the difference in prices and the difference in quantities
is less than zero. It means that prices and quantities go in opposite directions to each other,

which is to confirm the negativity of the substitution effect when the utility is held constant.
This is traditionally expressed as

d Qx <0
9P, |U: constant -

4.16 INTERDEPENDENT DEMAND

Some firms produce multiple products or multiline products. Sometimes, there is a com-
petitive relationship between these products or lines of products, and at other times, there
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is a complementarity between them. How does such a firm draw a collective strategy in
production, pricing, and marketing in order to maximize profits for the firm as a whole and
allow that maximization to occur in the individual subsection of the firm? Let us take, for
example, a giant automaker such as Ford or General Motors, which produce many models
and many lines within, where it is possible that a marketing or price policy in one plant may
inadvertently end up hurting the other. The parent firm has always to consider all potential
effects of business policies in one of its companies on the other affiliated companies, taking
into consideration whether the products are compliments or substitutes. Suppose that Sears
compa produces the lines of appli Sears ad Kent and consider for example, what a reduc-
tion in pricing of Kenmore washing machines would do to Sears washing machines and to
Kenmore and Sears dryers when all of these items are produced by companies belonging
to Sears. The typical strategy for maximizing profits for the entire firm is to go by the
equimarginal principle that stipulates equating the marginal revenue with the marginal cost
to get the optimal quantities and prices that would maximize profits.

Let us consider two products, x and y, produced by the same company C. The profit of
the company would be reached by subtracting the total cost (TC) of both products from the
total revenue (TR) of both items:

Tc = TRC — TCC
= [TR, + TR,] — [TC, + TC,].

The marginal revenue for product x would be

TR, OTR
MR, = —= + —2, 4.21)
00, 00,

and the marginal revenue for product y would be

dTR,  9TR,
y = + :
90, ' 90,

MR (4.22)

The last term in the equation, which is 9TR,/dQ, in Equation (4.21) and dTR,/dQ, in
Equation (4.22), is the cross-marginal revenue (CMR). It is the sign of this term that
indicates whether the products are complements, substitutes, or just not connected by any
relation (independent from each other):

CMR < 0 for substitutes,
CMR > 0 for compliments,
CMR = 0 for independents.

Compared with the case of independent products, having CMR negative would lead to
cutting on the optimal quantities and increasing the optimal price. Inversely, having a
positive CMR would lead to increasing the optimal quantities and reducing their optimal
prices. This type of knowledge would alert the company to adopt a strategy of neither
lowering the price nor increasing the supply of its substitute products, and may do the
opposite for its complement products.
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Example 4.7
Consider the following demand functions for two substitute products, (x and y), which are
produced by the same company. Their marginal costs are 160 and 80, respectively:

P, =560 —-4Q,,
P, =360 — 20, — 40,.
= 0,[650 —40]
= 5600, — 4Q%
TRy = O, P,
= 0,[360 —-20, —40,] (4.24)

= 3600, — 202 — 40,0,

We combine the total revenues of the two products, (4.23) and (4.24), into the company’s
total revenue TR¢:

TRc = TR, + TR,

= 5600, — 402 + 3600, — 202 —40,0,. (4.25)

For marginal revenue of the two products, we take the partial derivative with respect to Q.
and Q,, respectively:

dTR¢

MR, = =560 — 80, —40,. (4.26)
90
dTR¢

MR, = =360 —40, —4Q.. (4.27)
0,

Applying the equimarginal principle MR = MC, we get
560 — 80, — 40, = 160, (4.28)
360 — 40, — 40, = 80. (4.29)

Subtracting (4.28) from (4.29), we get

200 — 40, = 80,
120 = 40,,
30 = Q..

We substitute Q, into the original demand function for x to get the price of x:
P, =560—-4Q0,

= 560 — 4(30)
= 440.
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We substitute this O, value into (4.29) to get the value of Q,:

260 — 4(30) — 40, = 80,
160 = 4Q,,
40 = Q,.

We substitute Q, into the original demand function for y to get the price of y:

Py =360 —20, — 40,
= 360 — 2(40) — 4(30)
= 160.

These are the equilibrium quantities O, = 30 and Q, = 40 and the equilibrium prices
P, = 440 and P, = 160 that would maximize profit. Had the company let these product
managers maximize profits individually and without any consideration for the other product,
the result would have been different. The equilibrium quantities will not be able to maximize
the entire company’s profit. Let us see what would be those optimal quantities and prices if
the maximization is done independently:

TR, = 5600, — 40>,

R, = JTR:
900,
MR, = 560 — 80,
MR, = MC;,
560 — 80, = 160,
400 = 80,
50 = 0.,
Py = 560 — 4(50),
P, = 360.

We have seen previously that to maximize profit in the case of having substitute products,
the firm should avoid increasing output or lowering the price. Acting as an independent
manager of product x resulted in higher quantity (50 instead of 30) and lower price (360
instead of 440), an equilibrium set that will not lead to maximizing profit for the firm as a
whole.

SUMMARY

¢ This chapter discusses the fundamental topics of demand and supply. It starts by making
a distinction between the two basic terms that are very frequently confused: quantity
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demanded/supplied and demand/supply. Quantities refer to one case in which a certain
quantity would be purchased or sold at a certain price. That is one point on the demand or
supply curve. Demand or supply refers to an entire set of those quantities that a consumer
or producer is willing and able to purchase or sell at a set of corresponding prices. Demand
and supply laws were explained, their curves were illustrated, and the demand function
was derived from the utility function. Homogeneity and the numeraire of the demand
function was explained as a property that let the optimal quantity demanded remain the
same when income and prices were multiplied by a positive constant. Related to the
format in which the demand function is expressed, the inverse demand function has also
been explained.

e Market demand was addressed as the horizontal summation of the individual demands,
and the effects of the network externalities were detailed in both the positive and negative
impacts on the market demand. The bandwagon and snob effects represented both sides
of the externalities and the market demand function was derived from both of these
influences.

* Market equilibrium was explained in detail and two types of changes were addressed.
Changes in the quantities demanded and supplied are due to price change, and changes
in the entire demand or supply are due to several factors other than the price. Changes in
the quantities demanded or supplied were depicted as movements along the same curves;
and changes in the entire demand or supply were depicted as shifts of the whole demand
or supply curves, either to the right, in the case of an increase, or to the left, in the case
of a decrease. This shift type of change is what usually leads to changes in equilibrium.
Two popular cases illustrated the change in equilibrium, the case of Thanksgiving turkey
and the case of sales and excise taxes.

¢ Along the market equilibrium, market disequilibrium cases were addressed too. Under
certain circumstances, the natural market equilibrium, which occurs because of the
rationing function of prices in the free market system, may not exist. Powerful external
forces such as the government may sometimes impose policies that tamper with market
price and may lead to the state of disequilibrium. Two typical examples of government
intervention were addressed, the case of price ceiling and the case of price floor.

¢ Related to the discussion of the income and substitution effect in Chapter 3, the com-
pensated or Hicksian demand curve was addressed as the curve that could be created to
reflect the compensatory effect of the income effect segment in the state of the income
and substitution effect on consumer choice after a price change. Shephard lemma was
also explained in relation to the expenditure function that would lead to the derivative of
the compensated demand function when differentiated with respect to the price of one
of the commodities.

* Revealed preferences were discussed as the notion that consumer preferences, and their
indifference curve could be inferred from observing consumer behavior as in the case
of knowing consumer choices of commodities at various income levels and different
prices. Two states of the revealed preferences were defined, the strong axiom and the
weak axiom of the revealed preferences.

e The last topic in this chapter was the interdependent demand where firms produced
multiple products, and the demand of one would be affected by the other whether
the commodities were substitutes or complements. Examples were given to illustrate
the best strategy from these firms to maximize their profits under the conditions of the
interdependent demand on their various products.



KEY TERMS

quantity demanded
supply

money illusion
demand function
equilibrium price
positive externalities
snob effect

price floor

demand

demand law

relative price
equilibrium point
market equilibrium
negative externalities
market disequilibrium
compensated demand
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quantity supplied
supply law

relative income
equilibrium quantity
network externalities
bandwagon effect
price ceiling
Hicksian demand

Marshallian demand Shephard lemma expenditure function
weak axiom of revealed interdependent revealed preference
preference demand
strong axiom of revealed cross-marginal revenue
preference (CMR)
LIST OF FORMULAS

® Marshallian demand function:

QY = f(Pc. Py, D).
¢ Hicksian (compensated) demand function:

0\ = g(P:, P, U).
e Expenditure function:

E =e(P,, Py, u).

EXERCISES

1. While the change in quantity demanded or supplied is only caused by price change,
list as many factors as you can that would cause shift in demand and supply
separately.

2. If there is a new sales tax of $100 on wide-screen TVs and an excise tax of $1.00 on
tobacco farmers, how would the demand of wide-screen TVs and the supply of tobacco
be affected?

3. Explain the difference between the legal incidence of taxes and the economic incidence
of taxes.

4. What does it mean to say a demand function is homogeneous of degree zero and what
is the significance of that?
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5. Compare the weak axiom of revealed preference with the strong axiom of revealed
preference.

6. Suppose that the demand and supply functions of pineapples are given by

04 = 2000 — 400P,
0, = 1600P.

(a) Find the equilibrium price and quantity.

(b) Find the equilibrium price and quantity after the local government imposes a 20¢
sales tax on pineapples.

(¢) Find the equilibrium price and quantity if there is a 20¢ excise tax on growers
instead of the sales tax.

7. The following are the total utilities of commodities x and y:

0 TU, TU,
1 30 20
2 55 38
3 75 54
4 90 68
5 100 80

(a) Find the marginal utilities of both commodities.

(b) Draw the total utility and marginal utility curves for both commodities separately.
(¢) Find the consumer’s optimal combination choice if P, = $5.00 and P, = $4.00.
(d) Find the necessary consumer budget required to purchase the optimal choice.

8. The following are the demand and supply functions of milk:

0p = 100 — 20P,
Qs =40 + 5P.

(a) Find the equilibrium price and quantity.
(b) If a price ceiling of $6.00 is imposed and the demand rises to Qp = 150 — 20P,
what would be the consequences in the market?

9. The following are the demand and supply functions of all-purpose flour:

Op = 6000 — 3000P,
05 = 2400 + 3000P.

(a) Find the equilibrium price and quantity.
(b) If the government imposes a price floor of $1.20 on this commodity, what would
happen to the quantities demanded and supplied?
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10. Consider a consumer’s demand function for a small window air conditioner:
P =100—-2Q.

(a) If this consumer is willing to pay $96.00 a piece, how many units would he or she
buy?

(b) If at the store the consumer finds this item on sale for $82.00, how many units
would he or she buy?

(¢) How would these scenarios be depicted on a graph?

(d) Calculate the arc price elasticity of demand for this item.



CONSUMER DEMAND:
EMPIRICAL ESTIMATION

The theory of consumer demand that was explained in the previous chapters would not
be valid unless it is tested and verified in the real world. However, demand estimation not
only is necessary to merely validate the theory but also can serve as a powerful tool for
managers to explore and test the nature of market, behavior of consumers, appropriateness
of strategies, and effects of policies, all in order to make the best managerial decisions in
production, pricing, promotion, and expansion of the business.

Technically, demand estimation means identifying the demand function, recognizing its
determinants, and quantifying the impact of the significant determinants. This can be done
in many ways ranging from the simple common-sense market experimentation to the
most prominent statistical method of regression analysis.

5.1 SIMPLE MARKET EXPERIMENTATION

Suppose that a manager of a small pizza restaurant wants to estimate the demand of his
pizza in a simple way of trial and error by changing the price and watching the response of
the sale. In this case, he would implicitly assume that his pizza demand function is linear,
where the amount of sale or demand depends only on the price of the product. Suppose that
he took a look at his records and saw that his pizza had been sold for a while for $14.00
and averaging 15,000 pizzas in annual sales. He decided to test the response of demand if
he cut the price to $10.00. Suppose that after a year he watched the sale climbed to 20,000
pizzas. Right here, the manager can draw the simplest demand curve by identifying two
points A and B for two pairs of price—quantity readings (Table 5.1; Figure 5.1).

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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TABLE 5.1
P 0
A $14 15,000
B $10 20,000
P
14 A
B
10

15,000 20,000

FIGURE 5.1

Due to the assumption that the demand function is linear, it can be written as
Q=a+pP,
and it can be switched in terms of price as
P=u0a+p0.
Now, values can be plugged in from the table as
14 = o + B(15,000), (5.1
10 = o + B(20,000). (5.2)
a and B can be solved by subtracting Equation (5.2) from (5.1):

14 = o + 15,000 B,
—10 = —a — 20,000 B,

4 = —5000 B,
4
~5000

B = —0.0008.
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Plugging in B in either of the functions (5.1) or (5.2), one can get «:

14 = « + (—0.0008)(15,000),

14412 = a = 26,
or
10 = o + (—0.0008)(20,000),

10416 = o = 26.

The manager can now construct the general demand function for pizza as

P =a+p(0),
P =26—-0.0008Q.

He can now use this general demand function to predict what would happen to the sales of
pizza if he increases or decreases the price to any level he wants. However, he should realize
that the prediction would be reasonable only to prices close to the range of $10-$14 and
may not be applicable to any extreme change in the price. He can also know the appropriate
price he must charge if his production increases or decreases for any reason.

Inspecting the impact of price change on the restaurant revenue reveals that dropping
the price of pizza to $10 results in reducing the annual revenue by $10,000:

TR=Q-P
= 15,000($14.00) = $210,000
= 20,000($10.00) = $200,000
= $200,000 — $210,000
= —$10,000.
Therefore, it is obvious that the drop of $4 per pizza boosted the sales but was not enough
to increase the revenue or even to keep it close. In this case, the experimenting manager
would realize that he went too far cutting the price by $4 (from $14 to $10). He may try to
cut it by a lesser amount, such as $2, so the price would become $12. With the help of the
demand function he has constructed, he can see what kind of revenue this new price of $12
would bring. First, see how much would be the sales:
P =26 -0.0008Q,
12 =26 —0.00080Q,

0.0008Q = 26 — 12,
14
0.0008

The size of sales would bring a revenue of

0= = 17,500.

TR=0-P,
= 17,500($12.00) = $210,000.
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It is exactly the same as the revenue when the price was $14.00. In this case, it would not
make any sense to drop the price. Therefore, there has to be a price that would give the
maximum possible revenue. So, what would that price be? If the manager knows a little bit
of economics, he would remember that the total revenue is maximized when the marginal
revenue reaches zero. This would lead him to get the marginal revenue function by taking
the first derivative of the total revenue function, and set the marginal revenue function to
zero and solve for P, which would be the optimal price that would maximize revenue:

TR=Q- P
= 0(26 — 0.00080)
=260 — 0.000802.

9TR

MR = ——,

00
MR = 26 — 0.0016Q = 0,
26 = 0.00160,
26
— Q = 16,250.

0.0016

He can plug the quantity of 16,250 into the original demand equation to find the price:

P =26 —0.008(16,250),
P =13.

So, $13.00 would be the optimal price for the pizza that would result in selling 16,250
pizzas a year, which would maximize the revenue to $211,250:

TR=0Q-P
= 16,250($13.00) = $211,250.

This revenue is more by $1250 than the revenue that would be obtained when the price is
$14.00 or $12.00, and more by 11,250 than when the price is $10.00.

The conclusion is that a manager can experiment with affecting factors, such as price,
advertising expenditures, packaging expenditures, and see what happens. This method, of
course, is risky as it may result in a drop in revenue or profits. It is also limited to its range
of flexibility.

5.2 LINEARITY OF THE DEMAND FUNCTION:
FROM VISUAL TO REGRESSION

As seen before, demand function is primarily a relationship between the quantity demanded
and the price of a product. We further know from the demand law that this relation is
typically negative especially for the non-Giffen commodities, which constitute the vast
majority of the goods and services we deal with. We may further know from experience
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that this relationship is often linear. These two important characteristics of the function,
linearity and negative correlation, can actually be observed visually before the utilization
of more involved mathematical or statistical methods. Plotting data where each point would
represent a pair of readings, the quantity purchased for a price, would be the way to visually
and roughly observe those characteristics of the relation. This plotting of data would form
what is known as the “scatter diagram.” The major advantage of this two-dimensional graph
is to enable us to visually recognize the general relationship between the two variables.

Let us consider the following data on the number of TV sets sold at various prices and
locate 10 points for 10 pairs of data where the price would be on the vertical axis and the
quantity on the horizontal axis (Table 5.2; Figures 5.2 and 5.3).

TABLE 5.2

Price 1,000 1,100 1,200 1,300 1,400 1,500 1,600 1,600 17,000 2,000
Quantity 17 20 15 10 12 12 10 5 5 6

2000

1300
1200
1100
1000

o
Sy =
w -

17 20

FIGURE 5.2

2000

1300
1200
1100
1000

FIGURE 5.3
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From a general look at the diagram we can note that the scattered points visually reveal
three clusters of points (1, 2, 3), (4, 5, 6, 7), and (8, 9, 10). These clusters are placed as
if on a line running from southeast to northwest. This would hint that the relationship of
quantity and price is linear. We can also visually recognize that the higher the price, the
lesser the quantity. This would hint that the linear relation is negative. Now, we can take a
step further and attempt to visually place a line that would be as close as possible to each
and every one of the 10 observations. One approximation method to locate this line is to
take an average of each of the three clusters to produce three points (A, B, and C). The line
connecting these three points would be the best fit possible, determined visually. However,
since visual fitting is an arbitrary and subjective process and can result in certain differences
in the subsequent estimation, the statistical technique of regression would present the best
alternative and the most objective fitting process to date. The regression analysis is based on
what is called the ordinary least squares (OLS) method . The major premise of this method
is to minimize the vertical distances between the observations and the regression line.

The regression line is assumed to be a straight line with the typical equation of

Y = o+ Bx,

where the value of x is given as the independent or explanatory variable that would have
an impact on the value of the dependent variable Y. The purpose of the regression method
is to estimate the value of Y and quantify the effect of x on Y. Throughout this process, x
(Y-intercept), and B (slope of the line) are also estimated, in addition to adding the error
term (e) that would sum up all other factors that may contribute to the reasons why, and to
what extent, the estimated value of Y is different from the actual observation. The estimated
values of Y, &, and 8 would be marked by ("):

Y:&—i—Bx.

The value of the error term (e) would be obtained by the difference between the actual
observation (Y) and the estimated value of it (Y') for each observation:

e=Y -7,
and if we substitute ¥ from the previous equation, we get
e=Y —a — Bx.

This would stand for the deviation in value for each observation as it is estimated. Those
deviations would be squared and summed up as

Y’ = Z[Y —& — Bx]*

It is this sum of all deviations that would be minimized to get the best fit of the line, where
the values  and « are determined:

s Zlx—x|lY — 7]
p= S —x2

Y — Bz,

D
I
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where ¥ and Y are the mean values of the x and Y observations. In addition to the estimation
of the parameters, the regression process should also examine how significant these
estimators are, and to what extent (i.e., the confidence level in these values), as well as how
effective the explanatory role of the model is as a whole.

Now, let us use the OLS method on the following example, performing the manual
calculations first and then the usual computer analysis so that we can clearly comprehend
the connection:

Example 5.1
Table 5.3 shows the monthly revenues and the advertising expenditures from an appliance
store records.

TABLE 5.3

Monthly Revenue 13,000 12,000 8,500 18,000 16,000 18,000 8,000 16,800 17,000 22,000
Monthly Adv. Exps. 1,000 750 580 1,400 1,500 1,250 550 1,100 1,600 2,000

Assess how spending on advertisement can affect the sales revenue by estimating and
testing the regression equation (Table 5.4).

TABLE 5.4
Obs. Y Revenue X Adv. [Y — Y] [x —X] [Y —Y][x — X] [x —x]?
1 13,000 1,000 —1,930 —173 333,890 29,929
2 12,000 750 —2,930 —423 1,239,390 178,929
3 8,500 580 —6,430 —593 3,812,990 351,649
4 18,000 1,400 3,070 227 696,890 51,529
5 16,000 1,500 1,070 327 349,890 106,929
6 18,000 1,250 3,070 77 236,390 5,929
7 8,000 550 —6,930 —623 4,317,390 388,129
8 16,800 1,100 1,870 -73 136,510 5,329
9 17,000 1,600 2,070 427 883,890 182,329
10 22,000 2,000 7,070 827 5,846,890 683,929
Y =149,300 =x =11,730 =[Y —Y] =[x -7 XZ[Y —Y]x —*] Sx —x)?
Y = 14,930 X =1173 =0 =0 = 17,854,120 = 1,984,610
Solution:

First, we need to construct a calculation table so that we can obtain A:

10

DY —Yllx 1]
5 i=1
p= 10 ’
> Lx—ir
i=1
4 17, 854, 120
1,984,610
B = 8.86.
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Now, we can obtain & by
a =Y — Bx,
= 14,930 — (8.86)(1173)
= 4538.

We can also obtain & by using the original equation but substituting for ¥ and x by their
mean values Y and x:

14,930 = & + (8.86)(1173),
& = 14,930 — 10,392,
a = 4538.

Now, we can write the equation of the estimated regression line:
Y =6+ ﬁx,
Y = 4538 + 8.86x.

We can simply draw the regression line by substituting the two extreme values of x in the
observed data. The lowest advertising expenditure is at observation 7, which is equal to
$550, and the highest expenditure on advertisement in these data is at observation 10, which
is equal to $2000. Plugging these values into the equation would give us the corresponding
revenues and enable us to locate two points of the two pairs of values:

Y = 4538 + 8.86x
= 4538 + 8.86(550) = 9,411.

This is point B (550, 9411) on the graph.

A~

Y = 4538 4 8.86(2000) = 22,258.

This is point C (2000, 22,258) on the graph.

Connecting B to C would give us the regression line. Furthermore, we can extend the
line until it crosses the vertical axis. The intersection point would be the Y-intercept. We
can see that it occurs at 4538, which is exactly the value of x.

The estimated o of $4538 means that when the firm does not spend any dollars on adver-
tisement, it can still sell some appliances and collect revenue equal to $5438 per month:

If x =0, then
Y = 5538 + 8.86(0),

A~

Y =4538.
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It is shown on the graph that at x = 0, Y is represented by the vertical distance A0, which
is equal to 4538.

Plugging in any value of x from these data will produce a value of Y based on the
relationship between x and Y that is explained by B. This g is the slope of the line. It
indicates how the firm’s revenue changes according to how much is spent on advertisement
(%). On the graph, we marked an arbitrary change in advertisement expenditures equal
to $400, say from $100 to $500. This change is shown as a movement along the line from
point i to ii, which can be translated on the vertical axis as an increase from $5400 to $8944.

That is the change in Y(AY') due to the change in x(Ax), which is the slope of the line:

AY
Slope = Ax
8944 — 5400
400
= 8.86,

and this is exactly the value of 8.

B means that for each $100 increase in advertisement, the revenue will increase by $886.
It can be generalized in these data that any expenditure on advertisement would bring more
than eight times its value in more revenue. However, it is not wise to generalize this beta
power for much more than the range of data in this specific example. In other words, we
can predict the size of revenue the firm would collect if it spends $3,000 on advertisement,
but we should not rely on the prediction if we move further than that.

5.3 RELIABILITY OF THE ESTIMATION

We have established that the regression equation explained how x can affect Y, namely, how
spending on advertisement would increase sales and revenue. We have also established the
quantitative impact of x in obtaining the value of . However, the question is, how reliable
is the role of S that we calculated and how confident can we be in this estimated value? For
the answer, we need to run a z-statistic test or a 7-ratio test. It is a ratio of the estimated g to
the standard deviation of 8. So, having calculated 8 already, we now need to calculate the
standard deviation sg, which is obtained by

B Ye?
BN GO x — i

B Y — VP
N =bHZ[x — 52

where &2 is the sum of the squared errors, which is the sum of the squared differences
between the actual and estimated values of ¥ (revenues) [Y — Y ]2, n — k is the degree of
freedom (DF) or the difference between the number of observations and the number of
coefficients in the regression equation including the constant term («), and X[x — ¥]° is
the sum of the squared deviations of the advertising expenditures from its mean. Table 5.5
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allows us to obtain the standard deviations of § by calculating the terms needed, including
creating the column of the estimated quantitative ¥ . Each value in this column is calculated
by substituting the corresponding x in the regression equation. For example, the first value
of Y is that obtained by substituting the first value of x in the equation:

Y = o+ Bx,
= 4538 + (8.86)(1000) = 13,398.

TABLE 5.5
Obs. X Y Y e=[Y — Y] 2= -7 [x — X
1 1,000 13,000 13,398 —398 158,404 193,600
2 750 12,000 11,183 817 667,489 115,600
3 580 8,500 9,677 —1,177 1,385,329 57,600
4 1,400 18,000 16,942 1,058 1,119,364 19,600
5 1,500 16,000 17,828 —1,828 3,341,584 1,600
6 1,250 18,000 15,613 2,387 5,697,769 3,600
7 550 8,000 9,411 —1,411 1,990,921 25,600
8 1,100 16,800 14,284 2,516 6,330,256 25,600
9 1,600 17,000 18,714 —1,714 2,937,796 67,600
10 2,000 22,000 22,258 —258 66,564 313,600
Ye? = Tx —x)? =
23,695,476 1,984,610
DFisn—k=10—-—2=28:
z(Q - 0P
Sp= ==
n—k[P — PJ?
23,695,476
Sgp = | ————————
P 8(19,846(0)
Sﬂ = 1.22.

Now we get t-statistics by dividing g by its standard error (sg):

’

b
S

8.86
t = —— =17.26.
1.22

We compare this calculated value of # with the critical value of the #-distribution given in
Table A.2 in the appendix. We choose the two-tailed test because it is also important to
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test for the sign of the coefficient (4 or —). The calculated value of 7.26 is larger than
the critical values at both 95% confidence (value = 2.306) and 99% confidence (value =
2.355). The reading of the table value is across both the DF (n — k = 10 — 2 = 8) and
the chosen confidence level. Typically, 95% is the level of choice, which is listed at the
5% column of the table. The 99% confidence level is listed in the 1% column. Choosing
this level of confidence means that there would only be a chance of 1% of being wrong.
Therefore, having a ¢-ratio value larger than the critical value under 5% and 1% means that
there is indeed a positive and significant relationship between spending on advertisement
and revenue growth.

Furthermore, the critical value of the #-test can be used to establish the confidence
interval of the true value of the estimated coefficient. For example, at 95% confidence, the
true value of the coefficient would be in the range specified as

+pB =+ [(table value)(sg)l,
that is, between

8.86 — [(2.306)(1.22)] = 6.05,

and
8.86 + [(2.306)(1.22)] = 11.67.

That is, there is a 95% chance that the true value of our coefficient estimate is between 6.05
and 11.67 and if we choose the 99% chance, then we replace the 2.306 by 3.355.

Naturally, if we increase our confidence from 95% to 99%, the range of the true value
would increase so as to say that there is a 99% chance that the true value of the coefficient
is between

8.86 — [(3.333)(1.22)] = 4.77

and
8.86 + [(3.355)(1.22)] = 12.95.

That is, § is between 4.77 and 12.95, and there is only 1% chance to be wrong about that.

5.4 QUALITY OF FITTING

To test how well the explanatory variable(s) can explain the variation in the dependent
variable, we utilize the coefficient of determination (R?). It is calculated as the proportion
of the explained variation in the dependent variable X [1? — Y72 to the total variation in the
dependent variable X[V — Y ]*:

- Sy - Y2
TNy =Y

Note that while the total variation in the dependent variable is £[Y — ¥ ]? and the explained
variation is £[Y — Y]?, the unexplained variation would be X[Y — Y ]?. Let us note these
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differences on one observation on the graph, say observation 4 in the table where Y is
$18,000 and x is $1400. The total variation is the difference between the observation at
point D, which is $18,000, and the mean value, which is $14,930; that is, the vertical
distance between D and F. The explained part of the variation is the difference between
the estimated value, which is $16,942, and the mean value, which is the vertical distance
between E and F. So the remaining is the unexplained portion of the variation, which
is the difference between the observation value of $18,000, and the estimated value of
$16,942. This portion is what constitutes the error term (¢). Similarly, the whole error term
of the model would be the sum of all the vertical distances between the observations and
the regression line. Note that the error terms are squared mathematically to treat both the
negative and positive values of the errors, as they tend to cancel each other out and defeat
the purpose (Table 5.6).

PO i
[y —Y)?’
, 102,144,404
R*= —— _ =057,
179,441,000

r =+~R?=+/0.57=0.76.

TABLE 5.6
Obs. X 4 [Y —Y] [Y —Y7P? [Y — Y] [y —vJp?
1 13,000 13,398 —1,532 2,347,024 —1,930 3,724,900
2 12,000 11,183 —3,747 14,040,009 —2,930 8,584,900
3 8,500 9,677 —5253 27,594,009 —6,430 41,344,900
4 18,000 16,942 2,012 4,048,144 3,070 9,424,900
5 16,000 17,828 2,898 8,398,404 1,070 1,144,900
6 18,000 15,613 683 466,489 3,070 9,424,900
7 8,000 9,411 —5,519 30,459,361 —6,930 48,024,900
8 16,800 14,284 —647 418,609 1,870 3,496,900
9 17,000 18,714 3,784 14,318,656 2,070 4,284,900
10 22,000 22,258 7,328 53,699,584 7,070 49,984,900
n=10 Y = SY -YP2= S(Y -Y) =
14,930 102,144,404 179,441,000

Since R? is suited for multiple regression in testing how effective the independent variables
is in explaining the variation in the dependent variable, here we would rely on the correlation
coefficient (r), which is the square root of R>. This measure is suited for simple regression
in that it would test how a single independent variable is able to explain the variation in
the dependent variable by simply referring to how correlated the two variables are and in
which direction. A result of 0.75 for the correlation coefficient indicates that spending on
advertisement is positively related to the growth of revenue and that the two variables are
associated with each other by 75%. However, in multiple regression, when there are more
than one independent variable, the R*> would tend to have a higher value simply because
more variables can explain more than one variable (see Figure 5.4).
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FIGURE 5.4

5.5 FITTING BY COMPUTERIZED REGRESSION

There is no need to perform tedious calculations of any mathematical or statistical technique
such as regression since they can be done in a few minutes by computers and calculators.
However, it is very important to know the manual operation in order to understand what the
computer does. Running the previous example by computer would give us the following
information in a printout complete with a graph of the scatter diagram and the regression
line (Tables 5.7, 5.8, 5.9, 5.10, 5.11, 5.12, 5.13, and 5.14):

x: Exogenous variable = monthly advertisement expenditures $.

Y: Exogenous variable = monthly revenue $.

TABLE 5.7
DataY Data x
13,000 1,000
12,000 750
8,500 580
18,000 1,400
16,000 1,500
18,000 1,250
8,000 550
16,800 1,100
17,000 1,600

22,000 2,000
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TABLE 5.8
Simple Linear Regression—Ungrouped Data
Parameter Value SE T-Stat Notes
Constant 4538.723981
Beta 8.858718 1.221647 7.251455 HO: beta =0
Elasticity 0.696000 0.095981 —3.167306 HO: elast. = 1
TABLE 5.9
Simple Linear Regression—Analysis of Variance
ANOVA DF Sum of Squares Mean Square
Regression 1.000000 1.557460 E + 8 1.557460 E+ 8
Residual 8.000000 2.369500 E+7 2961874 E+6
Total 9.000000 1.794410 E+ 8 1.993789 E+ 7
F-Test 52.583594
TABLE 5.10
Simple Linear Regression—Autocorrelation
Statistic Value
Durbin—Watson 3.646751
Von Neumann ratio 4.051946
Rho-least squares —0.830393
Rho-serial correlation —0.920104
Rho-Goldberger —0.832020
TABLE 5.11
Simple Linear Regression—Descriptive Statistics
Statistic Value
Mean x 1173.000000
Biased variance X 198461.000000
Biased SE X 445.489618
Mean Y 14930.000000
Biased variance Y 1.194410 E+ 7
Biased SEY 4236.047686
Mean F 14930.000000
Biased variance F 1.557460 E+ 7
Biased SE F 3946.466826
Mean e 0.000000
Biased variance e 2.369500 E4+ 6

Biased SE e 544.231062
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TABLE 5.12

Student Distribution Probability (Mathematical Equation Plotter)

T-Test | 7.2514545805782 |

DF
Tails (1 or 2)

Student Probability |

TABLE 5.13

Student Distribution Probability (Mathematical Equation Plotter)

T-Test | - 3.1673059922745 |

DF
Tails (1 or 2)

Student Probability |

TABLE 5.14

Fisher Distribution Probability (Mathematical Equation Plotter)

T-Test

DF numerator

[~1[=]

DF denominator

Fisher Probability

Note that the manual calculations gave very close results, and the slight differences were
due to the rounding up of values. The printout contains more information that would make
more sense to explain in the following case of multiple regression.

5.6 DEMAND ESTIMATION BY THE MULTIPLE REGRESSION METHOD

The multiple regression method uses the same technique as in simple regression except that
there is more than one independent variable to explain the variation in the independent vari-
able. With more variables in the regression equation, the manual calculations become more
complex and tedious to the point they warrant the use of computers or calculators equipped
with a regression program. But all the calculations are based on the same techniques except
that they are performed with much more accuracy and speed when done electronically.
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The simple regression equation of
Y=a+px+e

would be expanded to more than one x to represent all the major variables that would be
hypothesized to influence the dependent variable by theory, experience, or most likely both.
Our typical demand function is

Or=a+pP: +e,

where demand (Q) of a commodity (x) would depend on the price of that commodity (Py).
This function can be expanded to include other variables such as consumer income (/), the
price of an alternative commodity Py, advertising expenditures in order to sell more of that
commodity (Adv,), the size of the market in which the commodity is sold (MSize,) and
any other variables that we may think have the potential to be influential in changing the
amount of demand on that commodity.

The regression equation would then be adjusted in the following way to include all of
the aforementioned variables:

O, =a+p'P.+ B2 + B*Py + p*Adv, + p°MSize, + B°T +e.

Here, we have six independent variables in addition to the constant term and the error term.
T is the time sequence of the data.

Table 5.15 shows the demand data on frozen pizza with the influential variables as they
are specified in the equation above. The regression analysis was run by computer and the
following were obtained: the estimated regression equation, the results of the analysis as
they appear on the computer printout, and their interpretation.

The estimated demand equation is

0, = 2,047,850 — 75,554 P, — 521 + 34,039P, + 5.43Adv,
+ 0.06MSize + 8,927T + e,

where

Q, is the demand for frozen pizza;

P, is the unit price of frozen pizza;

1 is the consumer’s disposable income;

Py is the price of an alternative good such as a frozen pocket pizza;
Adyv, is expenditures on advertising for this pizza;

MSize is the market size (population) where the pizza is sold;

T is the time sequence;

e is the error term.
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TABLE 5.15
Advertising Market
Quantity Price Income  Alternative Expenditure Size Time
Obs. (Sales, O,) (Py) (0)) (Py) (Adv,) (MSize) (T)
1 247,109 5.75 33,599 5.28 14,062 4,218,965 1
2 183,259 6.75 33,797 6.17 16,973 4,226,070 2
3 282,118 6.36 33,879 6.36 18,815 4278912 3
4 203,396 5.98 34,186 4.88 14,176 4,359,442 4
5 167,447 6.64 35,691 5.22 17,030 4,363,494 5
6 361,677 5.30 35,950 5.80 14,456 4,380,084 6
7 321,972 7.24 35,898 5.82 34,367 9,254,182 7
8 445,236 6.08 36,113 6.05 26,895 9,272,758 8
9 479,713 6.40 36,252 5.37 30,539 9,300,401 9
10 459,379 6.00 36,449 4.86 26,679 9,322,168 10
11 444,040 5.96 37,327 5.29 26,607 9,323,331 11
12 376,046 7.21 37,841 4.89 32,760 9,348,725 12
13 330,271 5.62 35,972 6.03 15,743 5,386,134 13
14 313,485 6.06 36,843 5.08 17,512 5,409,350 14
15 311,500 5.83 37,573 5.29 16,984 5,409,358 15
16 370,780 5.38 37,781 6.19 15,698 5,425,001 16
17 152,338 7.41 37,854 6.94 22,057 5,429,300 17
18 320,804 6.19 39,231 6.38 17,460 5,442,595 18
19 699,051 5.03 28,633 5.04 37,364 4,657,425 19
20 628,838 6.76 28,833 4.61 50,602 4,655,395 20
21 631,934 7.04 29,242 5.85 53,562 4,658,743 21
22 651,162 6.70 29,876 5.63 48,911 4,668,078 22
23 765,124 6.54 30,327 6.94 49,422 4,671,693 23
24 741,364 5.73 30,411 6.37 44,061 4,671,793 24
25 574,486 5.94 30,598 6.70 31,631 2,989,720 25
26 375,396 7.00 30,718 4.58 39,176 3,020,244 26
27 590,190 5.19 30,922 5.17 33,538 3,021,618 27
28 288,112 7.02 31,199 5.15 53,643 3,025,298 28
29 276,619 7.02 31,354 5.46 60,284 3,042,834 29
30 522,446 5.23 31,422 6.06 53,595 3,063,011 30
31 451,321 5.95 39,552 6.31 25,734 7,710,368 31
32 352,181 6.01 39,776 6.24 23,777 7,713,007 32
33 317,322 7.02 41,068 4.86 27,544 7,752,393 33
34 422,455 5.71 41,471 4.86 23,852 7,754,204 34
35 290,963 7.36 41,989 532 30,487 7,782,654 35
36 395,314 5.80 39,992 6.56 24,626 7,611,304 36
P =556 [=25027 Adv = 19,036 MSize = 4,538,692

Economic Regression Equation (Tables 5.16, 5.17, 5.18, 5.19, 5.20, 5.21, 5.22, 5.23,
and 5.24)

TABLE 5.16

Multiple Linear Regression—Estimated Regression Equation

Quant[f] = — 75554.380995695 Price[] — 52.093823650183 Income[r] + 34039.145543355
Altprice[f] + 5.4264602658647 Advs[f] + 0.062648748988615 Msize[] + 8927.0959264093
Time[7] + 2047850.9667688 + e[r]
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TABLE 5.17
Multiple Linear Regression—Ordinary Least Squares
T-Stat HO: Two-Tail One-Tail

Variable Parameter SE Parameter = 0 p-Value p-Value
Price[7] —75554.380996 24092.234634 —3.136047 0.003905 0.001953
Income][?] —52.093824 9.92233 —5.25016 1.3E-5 6.0E — 6
Altprice[7] 34039.145543 18958.255227 1.795479 0.083006 0.041503
Advs|t] 5.42646 1.262363 4.298654 0.000177 88E -5
Msize[?] 0.062649 0.010421 6.012041 20E—-6 1.0OE—-6
Time|[t] 8927.095926 2359.896594 3.782834 0.000719 0.00036
Constant 2047850.966769 305081.19038 6.712479 0 0
TABLE 5.18

T-Stat HO: Two-Tail One-Tail
Variable Elasticity SE“ [Elast] =1 p-Value p-Value
%oPrice]t] —1.153956 0.367965 0.418399 0.678738 0.339369
JoIncomelt] —4.450076 0.847608 4.070369 0.00033 0.000165
% Altpricelt] 0.470024 0.261782 —2.024496 0.052215 0.026108
%Advs|1] 0.403103 0.093774 —6.36525 1.0E—-6 0
JoMsize|t] 0.877863 0.146018 —0.836452 0.40974 0.20487
%Time|t] 0.403206 0.106588 —5.599066 S0E—-6 20E—-6
%Constant 4.999688 0.744835 5.369899 90E—-6 SOE—-6
“Note: Computed against deterministic endogenous series.
TABLE 5.19

T-Stat HO: Two-Tail One-Tail
Variable Stand. Coeff. SE¢ Coeff. =0 p-Value p-Value
S-Pricelt] —0.312537 0.09966 —3.136047 0.003905 0.001953
S-Incomel?] —1.260259 0.240042 —5.25016 1.3E-5 60E—-6
S-Altprice[?] 0.141319 0.078708 1.795479 0.083006 0.041503
S-Advs|[t] 0.451487 0.10503 4.298654 0.000177 8.8E -5
S-Msizelt] 0.8331 0.138572 6.012041 20E—-6 1L.OE—-6
S-Time|t] 0.577989 0.152793 3.782834 0.000719 0.00036
S-Constant 0 0 0 1 0.5

“Note: Computed against deterministic endogenous series.



178 CONSUMER DEMAND: EMPIRICAL ESTIMATION

TABLE 5.20

Variable Partial Correlation
Price(z] —0.503236
Income[7] —0.698075
Altprice[?] 0.316295
Advl[1] 0.623856
Msize|[t] 0.744874
Time[¢] 0.57481
Constant 0.780007

Critical Values (Alpha = 5%)

One-tail CV at 5% 1.7
Two-tail CV at 5% 2.05
TABLE 5.21

Multiple Linear Regression—Regression Statistics

Multiple R 0.908842
R-squared 0.825994
Adjusted R-squared 0.789993
F-Test 22.943549
Observations 36
Degrees of freedom 29

Multiple Linear Regression—Residual Statistics

Standard error 74570.802224
Sum squared errors 161263331785.2
Log likelihood —451.091927
Durbin—Watson 1.493541
Von Neumann ratio 1.536214
e[t] >0 18
e[t] <0 18
Number of runs 19
Stand. normal runs statistic 0

TABLE 5.22

Multiple Linear Regression—Analysis of Variance

ANOVA DF Sum of Squares Mean Square
Regression 6 765507562071.02 127584593678.5
Residual 29 161263331785.2 5560804544.3173
Total 35 926770893856.22 26479168395.892
F-Test 22.943549

p-Value 0
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TABLE 5.23

Student Distribution Probability (Mathematical Equation Plotter)

T-Test | =3.1360470352051 |

DF
Tails (1 or 2)

Student Probability |

TABLE 5.24

Fisher Distribution Probability (Mathematical Equation Plotter)

T-Test

DF numerator

DF denominator 2

Fisher Probability

gl=

5.6.1 Results and Interpretation

O, =2,047,850 — 75,554P, — 521 + 5.43Adv, + 0.6MSize + 8,927T + e.

TABLE 5.25
—3.136047 For the price of pizza (P,)
—5.25016 For consumer’s income (/)
1.795479 For the alternative good price (P,)
4.298654 For advertising expenditures (Adv,)
6.012041 For market size (MSize)
3.782834 For time (7))
6.712479 For constant term («)

DF =n—k
=36—-7=29.
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All the variables in the equation except the price of the alternative good were significant.
Therefore, it would be wise to drop the alternative price from the estimated equation:

Significance of the variables was determined due to having z-values larger than the critical
values in Table A.2 in the appendix). The coefficient r-statistics values were as follows
(Table 5.25):

All of the t-values except the alternative price value (1.795479) are larger than the
critical value (in the table) at both 95% and 99% levels of confidence. This critical value is
determined by looking across the confidence level and the DF:
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The third column of the table gives the 95% confidence level at one- and two-tail prob-
abilities. The last column gives the 99% level. The critical values are 2.045 and 2.756,
respectively.

The computer calculated these values by dividing each value of the coefficient by its
standard error:

Coeff. value
SE ’

t-Statistics =

For example,

—75554.380996

—————— = —3.136047.
24092.234634

If we look at the 2-tail p-value column in the printout and across the alternative price
coefficient, we will read 0.083006. This number indicates that the alternative price estimate
came at 91.6994% confidence and this was rejected because we wanted the confidence to
be at least 95%.

All coefficients reflect the potential changes in revenue due to changes in the independent
variables individually, and the signs reflect the direction of the relationship between the
affecting factor (the independent variable) and the affected factor (the dependent variable).
The price has a negative sign as it is consistent with the inverse relationship between price
and demand. Itis interesting enough that consumer income came with a negative relationship
with demand contrary to the typical positive relationship for normal commodities. Here, it
indicates that the frozen pizza has been considered by these consumers as an inferior good.
It is most likely that the majority of those consumers would switch to fresh pizza or any
other better-quality good as their income increases; hence, they divert from frozen pizza
consumption the more they earn.

Advertising expenditures, market size, and time came with positive signs, indicating
that demand or revenue would increase as the firm spends more on advertising as the size
of the market increases, and as time moves forward. All of these results are consistent with
the expected outcome.

As far as how the coefficients are explained in terms of quantifying the impact of the
independent variable on the variation of the dependent variable, we can state the following:

e A drop in the price of frozen pizza by $1 per unit would result in increasing the
demand and eventually the sales by $75,554.

® For each dollar the company spends on advertising, the sales of frozen pizza would
increase by more than $5 ($5.43).

* As for the negative impact of income, we can state that for each dollar increase in the
consumer’s disposable income, the makers of this frozen pizza would experience a
decrease in their sales by $52.09.

¢ Since market size is proxied by the population size in those specific areas where the
frozen pizza is sold, we can state that for each additional consumer in the market, the
sales of frozen pizza would increase by 6¢.

* The data in this example were collected quarterly. Therefore, we can state that moving
forward from one quarter to the next has increased the sales by $8,927.
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e The demand for frozen pizza was found elastic in terms of both price and income.
Both price elasticity of demand and income elasticity of demand had values larger
than 1, specifically 1.15 and 4.45, respectively.

In practice, we can calculate an estimated value of sales (Q,) based on the average value
of the independent variables:

0. = 2,047,850 — 75,554 P, — 521 + 5.43Adv, + 0.06MSize,
0., = 2,047,850 — 75,554(5.56) — 52(25,027) + 5.43(19,036) + 0.06(4,538,692),
0. = $702,052.

Now, let us suppose the manager wants to see how much revenue he may expect if he raises
the price of pizza by 44¢, that is, to make it $6.00.
The predicted sales, according to the equation above, would be

0. = 2,047,850 — 75,554(6.00) — 52(25,027) + 5.43(19,036) + 0.06(4,538,692),
0. = $668,808.

So, raising the price by 44¢ would result in reducing the sales revenue to $668,808, that is,
by $33,244.

5.6.2 Goodness of Fit

In order to test how good the choice of that group of independent variables is as they impact
the dependent variable, and to what extent they work as explanatory factors in the variation
of the dependent variable, we need to look at the coefficient of determination (R?). It is a
measure of how much all the independent variables together can explain the variation in
the dependent variable. In other words, it is a measure of how well the regression equation
fits the data or how fit the estimation model is to reality:

R — Explained variation by all indepednent variables
N Total variation in the dependent variable

Between the two extreme values of R?, giving a 100 for all the observations lined up
perfectly on the regression line and zero for no relationship between the observations and
the line, we should be able to understand any figure for RZ.In our printout, the R%is 82.6%,
which is considered a very good fit. However, it is statistically advisable to rely on the
adjusted R? when the number of observations gets larger.

While R? is obtained by subtracting the ratio of sum of squared errors (SSE) to sum
of squared total (SST) from 1:

SSE

R?=1-—".
SST
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The adjusted R? considers the sample size or the number of observations (N) and the DF

(N — k) in that ratio:
( SSE )
N —k
iRP=1—- ——«=%=
adj SST \'
N -1
where £ is the number of coefficients including the constant term («). Our printout shows
an adjusted R? of 79%, which is still a very good indication of a good fit. It means that all

the independent variables together are able to explain 79% of the variation in the dependent
variable.

5.6.3 The Overall Explanatory Power of the Model

How significant is the explanatory capacity of all the independent variables in their impact on
the dependent variable can be tested by the analysis of variance (ANOVA) or F-statistics.
F-ratio uses R? and its complement in consideration of the number of observations and

the DF:
R2
(i)

1 —R?\’

N —k
where R? represents the explained portion of the variation in the dependent variable, 1 —
R? stands for the unexplained portion, & is the number of coefficients, and N is the number
of observations.

The model would be significant if the calculated value of F-statistics is larger than the
critical value in the table. The calculated value is

0.825994
71
1 — 0.825994
36—7
0137665666
~ 0.006000206897

F =

= 22.9435.

The critical value is to be seen in the table across k — 1 and N — k, and depending on a
level of significance (Tables A.3 and A.4 in the appendix):

k—1=7—-1=6,

N —k=36—-7=29.
Moving 6 rows vertically and 29 columns horizontally, we read the critical value of 2.43

at 5% significance and 3.50 at 1% significance. Our printout shows an F-ratio of 22.94. So
the regression equation is significant at 95% and 99% confidence.
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5.6.4 Major Problems to Check On

Multicollinearity The regression model requires that there be no or at most weak corre-
lations among the set of independent variables so that the model can accurately show the
individual impact of those independent variables on the dependent variable. If it happens
that there is some strong correlation among the independent variables, we would know that
we have a problem of “multicollinearity.” Most of the regression programs have the capac-
ity to prompt an error message when the system detects strong correlations, and probably
cease to perform the analysis. However, most systems would probably continue to perform
with some degrees of correlation. This is why it would be up to the researcher to check
the correlation matrix that would calculate and list all the correlations between all possible
pairs of the independent variables. Strongly correlated variables should be dropped off the
analysis. If, for example, there are five independent variables in the regression equation
(x1 to xs), the correlation matrix may look similar to Table 5.26.

TABLE 5.26
X1 X2 X3 X4 Xs
X 100
X2 0.32 100
X3 0.25 0.87 100
X4 0.41 0.38 0.43 100
Xs 0.37 0.91 0.19 0.36 100

The diagonal line always shows perfect correlation of 1 or 100 since variables are
perfectly correlated with themselves. The triangle above the diagonal line is usually left
blank because it contains complete symmetrical values to the lower triangle since, for
example, there is no difference between the correlation of x; and x4, and x4 and x;. A
correlation matrix like this clearly shows that there is a strong correlation between x, and x5
(0.87) and between x, and x3 (0.91). This suggests that x, should be dropped off the model.
All the rest are tolerable correlations. There is another way to detect multicollinearity in the
regression model. It is related to the major problem caused by multicollinearity shown by
inflating the variance of the regression coefficient. Let us assume that we take the variable
that showed a high correlation such as x, in the last correlation matrix, and run a new
regression with it as a dependent variable for all the other independent variables. Then
we can use the R? obtained in this regression Rﬁz as a measure for the variance inflation
factor (VIF):

Most of the computer programs for running regression can report the VIF data. Having a
list of VIF for all coefficients in the equation can tell a great deal. For example, a VIF of
5.5 across from the coefficient of x3 means that the variance of the regression coefficient is
5.5 times what it would be had the multicollinearity problem not existed. The following
graph depicts the relationship between Ri and VIF, which shows that at a perfect coefficient
of determination (R2, = 1), the VIF would reach infinity. The point is that higher sz are
associated with higher VIFs (see Figure 5.5).
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FIGURE 5.5

The conclusion is that multicollinearity can be a serious problem in producing less than
reliable coefficient estimates. It can affect the regression model by inflating the variance of
coefficient, altering their magnitude, and changing their signs. Remedies for multicollinear-
ity include dropping off the culprit variable, creating a new variable by combining the highly
correlated ones, running different regressions such as ridge regression and other statistical
methods to remove or minimize the effects of multicollinearity.

Autocorrelation Another problem that regression estimation may face could stem from
violating one of the basic assumptions of the regression model, that is, the independence
of the error terms through observations. So, if it happens that the error terms are found
to be correlated through the lagged terms, we would have another problem at hand called
“autocorrelation.” It is defined as the correlation among the values of a variable throughout
time, between the current time () and the previous periods ( — 1, —2, ... t — n).

The Durbin—Watson statistical test was developed in 1951 to detect any evidence of a
first-order autocorrelation in the regression model. Its value (d) is calculated as

n
2
Z [e; —ei—1]
=2

d =

Most statistical programs for running regression analysis would produce the Durbin—Watson
value, which should be compared against the critical values of the lower and upper d
(Tables A.5 and A.6 in the appendix). The critical value is read based on either 95% or
99% level of significance (5% and 1% tables) where n is the number of observations and
k is the number of independent variables in the regression equation. This test is good only
for regression equations estimated for at least 15 observations. The test of the estimated
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Durbin—Watson statistic (d) against the critical value can be done for both positive and
negative autocorrelations:

If d > d,: There is no evidence of positive autocorrelation.
If d < di: There is evidence of positive autocorrelation.

If d between d; and d,,: The test is inconclusive.

As for the negative autocorrelation, we use four as the maximum value of d according to
its range (0—4):

If d > (4 — dp): There is evidence of negative autocorrelation.
If d < (4 — d,): There is no evidence of negative autocorrelation.
If d between (4 — d;) and (4 — d,): The test is inconclusive.

Generally, we can say that if the estimated d turns out to be equal to two or more, it would
be a sure confirmation that there is no evidence of any autocorrelation.

In our printout, the Durbin—Watson statistic is 1.49. Looking at the 5% table, across n =
36 and k = 5 (the maximum value in the table), we find that d;, = 1.18 and d, = 1.80, which
says that the test for positive autocorrelation is inconclusive since the estimated value of
1.49 is in between the lower and upper critical values. The estimated d is also in between
the critical values in the 1% table where d; = 0.99 and d,, = 1.59.

As for the negative autocorrelation, the estimated d of 1.49 is less than 4 — d, (4 —
1.80 = 2.20) at the 5% table, and less than (4 — 1.59 = 2.41) at the 1% table, which
indicates that there is no evidence of any negative autocorrelation.

If the Durbin—Watson test confirms the existence of autocorrelation, it would be areason
to doubt the accuracy of the estimates. In such cases, there are several remedies to remove
or reduce the harmful effects of autocorrelation. These remedies include adding time as an
independent variable to give the trend dimension to data, adding other important but missed
independent variables, rerunning the regression in a nonlinear format, and changing the
OLS method to an alternative technique such as the generalized least squares (GLS) method.

Heteroscedasticity Another problem that may distort the regression estimation is het-
eroscedasticity. One of the basic assumptions in the regression model is that the error term
would have a normal distribution with zero mean and constant variance. Therefore, if it
happens that the variance of the error term is nonconstant, whether decreasing or increas-
ing, the model would suffer heteroscedasticity. Look at the following scatter graph to make
sense of both decreasing and increasing variances of the error term around the regression
line, and the increase in the value of the independent variable.

One of the ways to test for the existence of heteroscedasticity is to divide the errors
(the difference between actual and predicted data) into two groups based on low and high
values of the independent variable and test whether the two groups differ from each other
significantly. If they do, then that would be a sign for heteroscedasticity. To overcome
the effects of heteroscedasticity on the accuracy and reliability of the estimates, many
options may be tried such as running the logarithmic form of the regression equation, using
weighted data such as dividing all variables including the dependent variable by the value
of the variable that is the source of heteroscedasticity, and last but not least, using the GLS
(see Figures 5.6 and 5.7).
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Dependent variable

Independent variable

FIGURE 5.6

Dependent variable

Independent variable

FIGURE 5.7

5.7 NONREGRESSION APPROACHES TO ESTIMATION

There are many ways other than regression, and its highly involved statistical procedures,
to estimate market demand and assess its parameters. Many managers have handled market
information and understood consumer behavior and preferences and in many respects
succeeded to capture a good picture of the market demand. We can briefly group these
nonregression methods into three categories.

5.7.1 Market Experimentation

This method takes place in the real market and in real time. It basically involves changing
one major factor such as price, packaging, taste, and flavor and recording the consumer
response to that change. It can be done either across different markets, different group-
ing of consumers, or in the same market against a competitor. Fast-food franchises and
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soft-drink and food companies are typical examples of firms practicing this method. Mc-
Donalds may come up with a new menu or modified recipe to test the response of its
customers as well as to test against the products of its competitors such as Burger King
or Wendy’s. Pepsi Cola may come up with a new flavor or introduce a new sweetener in
its diet Pepsi and gauge the response against its own products and the competitor’s prod-
ucts. Price can always be the factor to change in such experiments to see how the demand
would respond. One of the disadvantages of this method is that only one factor is being
changed in each experiment and in conditions that may not be fully controlled. Also, these
experiments are expensive, short run, small scale, and there are many questions about their
generalizability.

5.7.2 Observational Studies

Watching what consumers buy and do not buy is one of the most basic and oldest ways to
directly know about market demand without any complications. However, the expansion
of the market and of the variety of products, and the change in consumers’ tastes and
preferences made this simple way harder to be efficient. Asking consumers directly about
what they prefer and how they feel about these changes opens the way for a wide variety of
market research. The research methodology includes questioning a sample of consumers
and obtaining their direct answers by email or phone surveys, market interviews, focus
groups, panel or case studies, consumer seminars or clinics, and laboratory and experimental
economies. All these methods can provide a wealth of valuable information on consumers
and their demand, but they all remain, by their nature, subject to serious shortcomings such
as the extent to which the studied sample is highly representative of all consumers, and
to what extent consumer answers are reliable. It is very well known that most consumers
cannot or would not provide accurate answers to some questions, either because they are
hypothetical, involves memory, or because consumers usually give the answers that they
may think are more acceptable than the true answers. This is why it becomes much wiser
for firms to supplement data obtained by these methods by more accurate data obtained by
observations. Nowadays, store scanners can provide very accurate information on demand
on everything that is sold. This information is truly valuable in the whole scheme of
estimating consumer demand.

5.7.3 Micromarketing and Virtual Shopping

Micromarketing is the latest trend that narrows down the scale of targets and focuses on
smaller units such as individual stores or specific groups of consumers or even individual
consumers. Information from secondary data such as the census or primary data such
as shop scanners and marketing research are used to identify specific targets for specific
marketing schemes. For example, the demographics of consumers such as income, age, sex,
family size, hobbies and interests, number of children, and number of pets are the pieces
of information needed to tailor the marketing strategies to such a population of consumers.
Banking industries, financial services, and insurance companies were among the first to
try one-on-one marketing in which products are fitted to individual consumers. Dell is
considered among the first to individually customize orders. Also, the auto industries have
done that but on a very limited scale that got expanded later. Nowadays, online firms of
many products can target and individually customize orders.
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With the remarkable advancement in computers and their applications, along with ex-
pansion in their acceptance and use by people, many new marketing strategies have been
played out in the market. One of these innovative ways is virtual shopping. It is an entire
shopping experience done visually through a computer screen. A simulation program can
create an entire store that a consumer can go through visually and inspect and compare
products, read labels, and know other information, then choose and pay for them, all in
visual effects. After overcoming the initial cost of this technology, this method can be eco-
nomical in conducting consumer and marketing research without the real work of tracking
down consumer purchases in the real market.

5.8 ADVANCED DEMAND ESTIMATION: THE PAD MODEL

Economists have frequently modeled consumer demand in the presence of consumer habit
persistence using the partial adjustment demand (PAD) model. The use of the model
has also sometimes been motivated by consumer capital goods rigidities. Because of the
apparent pervasiveness of habit persistence in the consumption of basic goods, this model
of demand has achieved widespread use in modeling demand for consumer goods.

There are two standard forms of the PAD model—Ilinear and constant elasticity. A critical
feature of the linear PAD is its distinction between “desired” and “actual” demand for a
good at a point of time. The change in actual quantity demanded is specified as a linear
function of the difference between the desired quantity demanded and lagged consumption.
The lag period used in the PAD is very often 1 year. (This means that the lag period
is 1 when annual data are being used, 4 when quarterly data are being used, 12 when
monthly data are being used, etc.) Hence, the PAD comprises two equations—an equation
that expresses desired demand and an equation that expresses the adjustment in actual
demand. However, as shown below, only one equation (the “estimating equation” or more
formally the “reduced form of the PAD”) need be estimated statistically in order to have
estimates of all the unknown parameters in the linear PAD.

5.8.1 Model Specification

The complete specification of the PAD in its linear form is as follows.

Desired Demand Desired demand during period ¢, QF, is expressed as a linear function
of the demand variables such as price, income, other prices, and so on. Hence, desired
demand is the demand derived from consumer utility maximization subject to an income
constraint. It would arise in the same manner as the demand for any product would and in
a manner that we have already seen. The linear form of desired demand is given by

Q;‘< :a+bP,+C1,‘.
Note that for brevity in the exposition of the PAD here, desired demand is expressed as a
function of only price and income, with the understanding that other variables can also be

included when it is important to do so.

Adjustment Equation Due to habit persistence, desired demand is not assumed to
be observed in the PAD during period ¢, but rather, only the actual quantity demanded
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during period ¢ is observed. The change in the actual quantity demanded between periods
tand t — 1 is assumed to be proportional to the difference between the desired quantity
demanded during period ¢ and the lagged (by 1 year, typically) actual quantity demanded.
Algebraically,

O —Qi1=0p (Q;k - Qtfl) .

This latter equation is referred to as the adjustment equation since it shows how actual
quantity demanded adjusts over time. The adjustment parameter is traditionally represented
by the Greek letter p (pronounced “row”).

To find the estimating equation that follows from the equations for desired demand
and the adjustment equation shown above, first substitute the desired demand into the
adjustment equation to obtain

Q,— 01 =pla+bP, +cl; — Q).

Estimating Equation Solving the expression immediately above for the actual quantity
demanded at time ¢, Q,, would give us

Q: = pa+ pbP, + pcl; + (1 — )01,

which is the estimating equation. Given observations on the actual quantity demanded,
price, and income, all of the unknown parameters can be estimated using a method such as
maximum likelihood estimate (MLE).

5.8.2 Graph of the Linear PAD Model

To get a better understanding of the PAD model of consumer demand, consider Figure 5.7,
which shows how it works. For simplicity, the income variable is omitted from the
exposition.

Initially, the market is in equilibrium (Py, Q¢ = Q) with the same actual and desired
demand:

Qo = pa — pbPy+ (1 — )0,
= pa — pbPy+ (1 — p)Q, (since Qo = 0},

SO
Qo— (1 —p)Qo = pa — pbPy.

Simplifying the left-hand side gives
pQo = pa — pbPy,
or

Qo =da —bPo.
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Now, suppose that price increases to P; > Py:

Period 1
Desired demand: Q = a — bP.

Actual demand: Q| = pa — pbP; + (1 — p)Q05.

Note that Q; is found by moving along the actual demand curve. This is the short-run
demand curve labeled Q; on the diagram.

Period 2
Desired demand: Q3 =a — bPy,
which is the same as during period 1.
Actual demand: Q) = pa — pbPy + (1 — p)0Q;.

Note that the actual demand curve shifts down (the downward shift occurs because
01 < Qf) and that Q, is shown as the new (shifted) actual demand curve on the
diagram. O, < Q}, as some further adjustment toward desired demand at the higher
price has occurred.

Beyond period 2

The actual demand curve continues to shift down each period until it passes through
Py, Q7. This is the new long-run equilibrium (desired) demand. In practice, the number
of periods until at least 90% of the shifting to Q7 is regarded as the long run (later we
will see how to find out how long the long run is).

Short- and long-run price and income elasticities and the length of the long run
Short- and long-run prices and income elasticities are found as

B P,
Mean of —
CPI,

SRPrice = pb, —Q ,
Mean of ——

op;,

r 1
Mean of W
0
SRInc = ph» 0 L/
Mean of ———
L Pop,

P,
Mean of CPI
LRPrice = b, —Q’ .
Mean of —
Pop,

B I
Mean of ————
CPI, Pop,

LRInc = b,

Mean of 2

L Pop,




ADVANCED DEMAND ESTIMATION: THE PAD MODEL 191
The number of periods (usually years) until at least 90% of the effect of a change in
price or income is realized is taken to be the long run.

With this definition, it can be shown that for the PAD, the long run is the smallest
value of n that solves

o(1—=p)" + p(1 — p)' + p(1 — p)* + -+ p(1 — p)" > 0.90.

The complete specification of the PAD in its constant elasticity form is as follows:

Desired demand

QF =aP’If.

Adjustment equation

0, =|: oy T
01 Q1]

Estimating equation
pb ypc Al—p
Q; = paP/ I Qz_1-

Short- and long-run price and income elasticities are found as

SRPrice = pb,

SRInc = pb,,
LRPrice = by,
LRInc = b,.

The number of periods (usually years) until at least 90% of the effect of a change in
price or income is realized is taken to be the long run.

With this definition, it can be shown that, as for the linear case, for the constant
elasticity PAD, the long run is the smallest value of n that solves

p(1 =)’ +p(1 = p)' + p(1 = p)* + -+ p(1 — p)" > 0.90.

Example 5.2

Estimates of US Gasoline Demand with the PAD Model

We estimate the linear and constant elasticity PAD models with parameter vectors, 6; by
MLE as discussed in Chapter 2. First, a monthly linear demand relationship in the gasoline
market is estimated assuming a partial adjustment framework consisting of desired demand,
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an adjustment equation, and an estimating equation with an additive normal error where
Q, is the gasoline quantity demanded, /, is the personal income divided by the consumer
price index, and P, is the gasoline price divided by the consumer price index, all at time 7.
The disturbance term, u,, is assumed to be independent and identically normally distributed
with mean zero and constant variance:

Desired demand: Qf =a +bP, +cl;;t =1,2,..., T,

Adjustment equation: @, — Q,—12 = p(Qf — Q/—12),

Estimating equation: Q, = pa + pbP; + pcl, + (1 — p)Q;—12 + u,,
or O =001 + 01 P + 0l + 031012 + uy,

where u; ~ N(0, of)and 6; = (601, 611, 01, 031, 07) .

The log-likelihood function is

1
InL (0;) = —(T — 12)In |:\/27T0121| - r‘zEzT:B [Q; — 001 + 011 Py + 021 1,6516,_12]* .

1

With the same notation, a constant elasticity demand relationship in the gasoline market
is estimated assuming a partial adjustment framework consisting of desired demand, an
adjustment equation, and an estimating equation with an additive normal error:

Desired demand: QF = aP’I¢;t =1,2,..., T,

0 _ ( 0; >”
01 Qi-1n)
Estimating equation: Q, = apP,pblzpCQ,l:fz +u,

or Q[ = 902Pt0]21t022 Q?ﬁlz + uy,
where Uu; ~ N(O, 0'22) and 92 = (902, 912, 922, 932, 0'22) .

Adjustment equation:

The log-likelihood function is

T
1 2
InL(6:) =—(T —12)In [V 27‘[0‘22] — —2 3 Z [Qt _ 9021)[912[[922 thizlz] )

% =13

Data used to estimate the linear and constant elasticity PAD models are shown in
Table 5.27. MLEs of the parameters in the linear and constant elasticity PAD models
of US gasoline demand are shown in Table 5.28, while estimates of short-run and long-run
price and income elasticities and the length of the long run are shown in Table 5.29 (see
Figure 5.8).
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TABLE 5.27 Gasoline Quantity, Gasoline Price, Personal Income, and Consumer Price
Index, January 2000-December 2005

Gasoline Gasoline Personal Consumer
Quantity Price Income Price Index

Date (1000 barrels) (< per gallon) (billion $) (1967 = 100)
2000

January 237,243 135.6 8056.4 505.8
February 232,148 142.2 8099.6 508.7
March 257,455 159.4 8161.6 512.8
April 251,250 156.1 8209.3 513.2
May 268,491 155.2 8237.6 513.6
June 264,720 166.6 8279.5 516.5
July 267,902 164.2 8300.0 517.5
August 276,551 155.9 8326.5 517.6
September 255,540 163.5 8420.6 520.3
October 260,927 161.3 8405.7 521.2
November 251,520 160.8 8420.1 521.5
December 268,770 154.4 8455.5 521.1
2001

January 244,528 152.5 8504.3 524.5
February 219,016 153.8 8640.2 526.7
March 248,341 150.3 8676.2 528.0
April 253,500 161.7 8697.0 529.9
May 268,181 181.2 8709.3 532.2
June 259,110 173.1 8737.6 533.3
July 262,911 156.5 8768.5 531.6
August 256,587 150.9 8775.9 531.8
September 251,430 160.9 8771.0 534.0
October 261,826 144.2 8761.4 532.2
November 250,980 132.4 8760.0 531.3
December 257,331 120.0 8794.6 529.2
2002

January 252,061 120.9 8766.8 530.6
February 227,836 121.0 8807.2 532.7
March 250,263 1324 8836.3 535.5
April 258,180 149.3 8865.5 538.6
May 271,188 150.8 8904.9 538.5
June 259,830 148.9 8971.7 538.9
July 268,987 149.6 8965.0 539.5
August 268,088 150.8 8992.2 541.2
September 251,370 150.7 9022.2 542.1
October 253,146 153.5 9048.7 543.2
November 253,530 1534 9078.3 543.1
December 271,777 147.7 8994.1 541.9

(Continued)
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TABLE 5.27 (Continued)

Gasoline Gasoline Personal Consumer
Quantity Price Income Price Index

Date (1000 barrels) (< per gallon) (billion $) (1967 = 100)
2003

January 243,970 155.7 9012.5 544.2
February 218,400 168.6 9046.9 548.5
March 239,444 179.1 9086.6 551.8
April 244,830 170.4 9100.8 550.5
May 257,641 158.7 9151.0 549.7
June 248,790 155.8 9186.0 550.4
July 257,920 156.7 9219.6 550.9
August 259,005 167.1 9239.6 553.0
September 246,840 177.1 9268.4 554.7
October 255,843 164.6 9285.1 554.3
November 253,500 157.8 9317.0 552.7
December 264,740 153.8 9335.8 552.1
2004

January 246,636 163.5 9404.1 554.9
February 223,412 171.5 9445.9 557.9
March 251,162 180.9 9484.9 561.5
April 246,990 187.5 9550.0 563.2
May 261,857 205.0 9603.8 566.4
June 250,080 208.3 9624.2 568.2
July 259,470 198.2 9668.5 567.5
August 259,067 194.1 9706.3 567.6
September 239,790 193.4 9726.4 568.7
October 259,904 207.2 9800.0 571.9
November 250,380 205.3 9924.9 572.2
December 268,429 192.6 10204.9 570.1
2005

January 250,914 186.6 10025.2 571.2
February 229,712 196.0 10072.9 574.5
March 249,240 210.7 10122.0 579.0
April 254,640 232.5 10145.1 582.9
May 260,741 225.7 10180.6 582.4
June 256,110 221.8 10231.5 582.6
July 256,959 235.7 10274.7 585.2
August 255,595 254.1 10058.7 588.2
September 238,260 296.9 10359.6 595.4
October 245,018 278.5 10413.1 596.7
November 251,160 234.3 10442.9 592.0
December 259,532 218.6 10504.9 589.4
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TABLE 5.28 Estimated Linear and Constant Elasticity PAD Models of US Gasoline
Demand, January 2000-December 2005

Maximum Estimated Estimated
Likelihood Asymptotic Asymptotic
Model Parameter Estimate Standard Error t-Statistic
Linear 0 o —20228.2 46968.7 —0.43067
InL 01, —37409.2 21996.8 —1.70067
—611.864 01 5103.11 2834.4 1.80042
03 0.761989 0.067879 11.2257
o 6495.1 592.919 10.9544
Constant 0 0 7.0888 7.2768 0.974164
Elasticity
InL 01> —0.047263 0.029151 —1.62131
—611.828 (25 0.348746 0.189944 1.83605
03 0.758617 0.068130 11.1348
05 6491.13 592.556 10.9544

TABLE 5.29 Estimated Linear and Constant Elasticity PAD Model of US Gasoline Demand,
January 2000-December 2005

Linear Constant Elasticity

Price elasticity

Short run —0.047155 —0.047263

Long run —0.198121 —0.195801
Income elasticity

Short run 0.361091 0.348746

Long run 1.51712 1.44478
Length of long run 8.5 8.3

FIGURE 5.8
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SUMMARY

e In this chapter, we moved from the theoretical analysis of demand, discussed in the
previous chapter, to the empirical estimation of demand in order to validate the theory
that we learned throughout Chapters 3 and 4. We started with the most simple market
experimentations that were commonly tried by many managers to estimate the demand
for their products and to adjust to what they experienced and expected.

e The central part of the chapter was the method of estimation by regression, which is
the most common and dependable way to provide reasonable and reliable results. The
discussion included the fitting process, reliability of the estimated results, and the in-
terpretation of the results, along with examining the estimated parameters and checking
their ability to explain. The discussion also included an overview of the potential estima-
tion problems and the appropriate ways to deal with them. Among these problems are
multicollinearity, autocorrelation, and heteroscedasticity. Practical and comprehensive
examples were worked out to show the process of estimation by regression analysis.

¢ Other nonregression methods of estimation were discussed, such as market experimen-
tation, observational studies, micromarketing, and virtual shopping. The chapter was
concluded by a section on advanced demand estimation where the partial adjustment
demand (PAD) model was explained.

KEY TERMS

Durbin—Watson test

market experimentation
regression analysis
reliability of estimation
goodness of fit
coefficient of
determination (R?)
parameters
independent variable
dependent variable
intercept

LIST OF FORMULAS

e The estimated value of Y:

e The error term:

® Sum of squared errors:

error term

explanatory power

analysis of variance
(ANOVA)

F-ratio

sum of squared errors
(SSE)

degree of freedom

multicollinearity
autocorrelation
Y =a+ Bx
e=Y -7
e=Y —a— Bx.

Y2 =YY —a— px]*

heteroscedasticity

observational studies

micromarketing

virtual shopping

partial adjustment demand
(PAD) model

desired demand

adjustment equation
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Standard deviation:
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t-Statistic:

Coefficient of determination:

R IV - Y7
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) SSE
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SST
Adjusted R?:
[ SSE i|
N —-K
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Adj R* = SST 7
N -1
Correlation coefficient:
r=+~R2

Estimated demand function:
O, =a+pP, +e.
Degree of freedom:

df =n — k.
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e ['-statistic:

e Variance inflation factor:

e Durbin—Watson statistic:

e Desired demand:

Qr =aPlI’.

0, :[ oy }p
01 Q1]

0 = paP!" 170}

t—1

¢ Adjustment equation:

e Estimating equation:

EXERCISES

1. What is the significance of demand estimation? Discuss how it is important to the theory
and to managers and their business strategies.

2. Review and compare the advantages and disadvantages of the different methods available
for demand empirical estimation.

3. Describe the process of demand estimation by the regression method from the beginning
to the end and specify what it needs to be a reliable method of estimation.

4. What are the major problems that may arise in the execution of the regression method?
Explain how they are checked, their effects on the results and their interpretation, and
how they are corrected.

5. What is PAD? How does it work? How important is it to empirically estimate market
demand?
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6. The following data are for a small firm:

Revenue Adbvertising Expenditures
88,000 20,000
80,000 18,000
84,000 22,000
92,000 24,000
96,000 22,000

104,000 24,000

108,000 26,000

116,000 26,000

118,000 28,000

120,000 30,000

(a) Use the regression method to show how spending on advertisement affects the firm’s
revenue.

(b) Draw the estimated regression line to illustrate the errors, the slope, and the
intercept.
(c) Estimate the firm’s revenue if the expenditure on advertisement becomes $45,000.

7. Estimate the regression equation (Q) for the following demand data where the indepen-
dent variables are price (P) and consumer income (/). Also, test the statistical significance
of the estimated parameters at the 5% level and show to what extent the independent
variables can explain the variation in the quantities demanded.

O, P, I

2880 12.00 32,000
3600 8.00 31,500
3241 10.00 34,600
3420 8.00 33,160
3042 10.00 33,980
3600 8.00 35,610
3423 10.00 36,720
3600 8.00 38,000
3965 8.00 37,190

3786 8.00 39,890




CONSUMER DEMAND:
ECONOMIC FORECASTING

Demand forecasting is closely related to the process of estimation explained in Chapter 5.
Both processes are mostly related on the common ground of regression analysis, which
involves setting the real data into dependent—independent variables and quantifying their
impact by obtaining the estimated values of parameters.

Forecasting is the process of predicting the future state and value of economic variables
and their change using current knowledge and present and past data. It is all about projecting
the past and present into the future. Some might say that it is very difficult to be accurate
to the point of certainty because forecasting is an adventure into the practically unknown
and what has not happened yet. Ironically, though, the major justification of forecasting is
the very need to reduce life’s uncertainties and minimize risks. All decisions taken today
are connected to past experience as given facts and are to be connected to potential future
development. This is the reason why decision makers in public and private enterprises, as
well as at an individual level, need to predict the future events.

Most business managers know that forecasting can be a difficult and daunting process,
but they also recognize it as one of the most important tasks to facilitate decision making.
Managerial choice to predict sales, for example, would have a significant impact on planning
for material and equipment capacities for production, employment size, inventories and
storage requirements, and maintenance services. It would impact the financial manager’s
plans for the firm’s cash flow, investment and capital budgeting, and projected profits and
losses. In marketing, the sales forecast would be essential to plan for a sensible distribution
program, promotional strategy, and marketing budget. Forecasts of future sales would also
be used in personnel plans for hiring, promotion, staff structure, reward and retirement
programs, and so on. The major point to emphasize here is that any decision would not be
sound if it is isolated from the future development of the contributing and related factors.

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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6.1 FORECASTING MODELS

Forecasting is both an art and science. Its major objective is to help make the best possible
judgment about the future circumstances and conditions as they are predicted by a variety of
methods. The most sensible approach is to combine the hard statistical fact with thoughtful,
unbiased, and fair subjective judgment that utilizes solid experience and practical wisdom.
There are many types of forecasting models. Each can be more appropriate than the others
depending on a host of determinants such as

e what is being predicted and whether the purpose is to examine the trend continuation
or certain turning points;

e the time factor, which includes
® projection time, whether it is for a short or long term;
e time frame available to conduct the forecasting;

e lead time, during which the firm can make decisions using the estimations of the
forecasting model;

e cost of the process;

e the accuracy level needed for the forecasts;
e availability of the data needed;

e complexity of the forecasting model.

In terms of the scale of the process and its variables, forecasting can be either macro-
forecasting, where the subjects are at the aggregate level such as the gross domestic
product, national employment, national inflation rate, interest rate fluctuation, and national
money supply, or micro-forecasting, which involves variables at the level of an industry,
a firm, or specific market such as predicting the demand of a certain product or a product
line. Forecasting can also be conducted at a subset micro-level or an individual level of
consumers, markets, and products.

Types of forecasting depend on the use of analytical methods, which can be broadly
categorized into quantitative and qualitative models.

6.1.1 Quantitative Models

Quantitative models involve utilizing historical data and relying on numerical representation
of the observations for the purpose of describing and explaining the trend and changes that
the observations reflect. There are two kinds of the quantitative models:

(a) Structural models, which focus on the dependent—independent relationships be-
tween variables for the purpose of quantifying the impact of the independent vari-
ables on the variations in the dependent variable. Econometric models of forecasting
are representative of the structural type.

(b) Nonstructural models, which are concerned with observing patterns of change in
the variables over time. The time series models and barometric models are represen-
tative of this type.
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6.1.2 Qualitative Models

These models use nonnumerical examination and interpretation of observations for the
purpose of discovering the underlying patterns of relationships and inferring their meaning
and significance. Value judgment is the major tool in the qualitative analysis in contrast to
relying on the objective technical facts as in the case of quantitative models. Models that de-
pend on expert opinion, polls and market research, and consumer surveys are representative
of qualitative forecasting models.

In this chapter, first we focus on quantitative models and then briefly describe qualitative
models. We start here with the most common model of time series, which constitutes
more than two-thirds of the forecasting techniques used by businesses in the United States,
according to a recent survey by the Institute of Business Forecasting.

6.2 TIME SERIES ANALYSIS

The time series method of forecasting uses historical data and applies the ordinary least
squares statistical techniques to obtain predictions of future values. It basically extrapolates
data from the past and present into the future period for the purpose of identifying general
patterns in the development of a single variable throughout the time. This method allows us
to make forward projections from the data that have long-term trends through the utilization
of a simple bivariate regression model, where the time trend () serves as the explanatory
variable for the changes in the dependent variable.

The long-term development of a variable can be plain and smooth if it follows a straight-
forward secular trend, but often, it contains several sorts of variations that would affect
the real value of the variable if it is predicted from the general unadjusted progress. This is
why an essential part of this analysis is to recognize and count for these possible fluctua-
tions within the general flow of data. Calculating the impact of these variations allows the
adjustment of the forecasts made on the basis of the estimates that the regression equation
yields for more realistic values. Most of the variations in the time series data are due to the
following common patterns.

6.2.1 Secular Trends

A secular trend is a long-term consistent development in a variable value that is often
characterized by a general steadily increasing or decreasing pattern and most likely rep-
resented by a solid smooth line going upward or downward. Population growth and per
capita income are typical examples of the increasing secular trend, whereas goods that go
out of date over time such as typewriters, cable phones, and personal train transportation
are typical decreasing secular trends.

6.2.2 Seasonal Variations

These are recurring rhythmic fluctuations that usually reflect certain seasons, weather
conditions, or specific periodic occasions such as school time or holidays like Christmas
or Thanksgiving. The sales of many products can reflect typical seasonality such as air
conditioners, fans, swimsuits, shorts, and tourism services in summer; snow blowers, snow
tires, heavy coats in winter; garden products in spring; turkey on Thanksgiving; and gifts
during Christmas times.
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6.2.3 Cyclical Fluctuations

These are long-term patterns of expansion and contraction in the economic activityin general
that reflect the recurring conditions of the economic business cycle that characterizes the
free-market economy. The construction and housing sector, for example, exhibits a typical
long-term cycle in its activity that could last 10 years or more, whereas other sectors may
experience shorter cycles.

6.2.4 Random Changes

These changes are reflection of the irregular, unpredictable fluctuations that are due to
events such as war, political instability, natural disasters, and strikes. This type of variation
is very difficult to count for in any modeling due to the random nature of its occurrence and
the degree of its impact.

Mathematically, the actual value of a variable in the time series data (Y,) can be expressed
as a function of all of the above variations:

Y, = fI[Sec,, Sea,, Cyc,, Ran,],
where

Sec; is the secular effect for ¢ period;

Sea, is the seasonal effect for ¢ period;
Cyc, is the cyclical effect for ¢ period;
Ran;, is the random effect for ¢ period.

Geometrically, Figure 6.1 shows each of the patterns.

Secular
Random
—— Cyclical
Seasonal

FIGURE 6.1

6.3 FROM SYMBOLIC TO NUMERIC FITTING
Time series data are different in terms of their appropriateness to fit into a certain function
for the purpose of regression estimation. Fortunately, most of the economic data can easily

fit into the linear function

Y,=O(+,31‘.
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However, some may fit better into the quadratic function
Y, =a+pr+yr,
where the coefficient of 7> reflects the type of growth. A positive coefficient (y > 0) refers

to an increasing rate of growth and a negative coefficient (y < 0) refers to a decreasing rate
of growth. Figure 6.2 shows both quadratic functions against the linear trend.

Increasing
quadratic

Increasing
linear

Decreasing
quadratic

FIGURE 6.2

Some data may need to be fitted into an exponential function of the form
Y, =ap’,

which has to be transformed into a linear function by the logarithmic function in order to
be estimated by the ordinary least squares method,

LogY, = Loga +t Log B,
and with a slight rearrangement, we can better identify the parameters:
LogY, =Loga +tLogpt,

where Log « is the constant term and Log f is the time coefficient. The antilog function
would return the parameters to their original state after estimation:

Y, = Antilog o and Antilog ().

The following example shows how supportive information about a product can be used in
the fitting of a certain function.

Example 6.1
This example uses the linear function. It is about forecasting the size of membership in an
athletic gym of a club. Suppose that the firm that owns the club has conducted a survey and
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collected a list of related information:

* During any time period (7), the number of members of the club who resume their
membership from a previous period is a certain percentage (x) of the total number
of members in the previous period [M,_ ]. Therefore, we can say that the number
of members of the club during any time period ¢ [M;] would include those who were
carried over from the previous period (xM,_ |).

® Also, during any time period (f), there would be a number of new members joining the
club for the first time. Suppose that this number is a certain percentage (y) of the esti-
mated total market demand on this particular service (D). Therefore, this number can
be expressed as a y-percentage of D after excluding those who already joined before:

YD — M;_1].

e Total number of members during period () can then be obtained by adding the two
previous parts:

M, = x[M; 1]+ y[D;-1].

Combining the similar terms, we get

M; = x[M, 1]+ yD — y[M,_1],
M; = yD + (x — y)[M;_1].

e Now, let us go back to the firm’s survey. Suppose that the survey has revealed that
the total demand on this service in the market is estimated at 1200 members and that
those who carry their membership over to the next period average 76% of those who
already have membership from the last period, and that those who join the club for
the first time are usually an average of 18% of the market demand. Plugging these
real figures in the equation will give us the numeric form of the function:

M, = 0.18[1200] 4 [0.76 — 0.18]M,_;
or
M, =216+ 0.58M,_;.

This is the linear function format that is to be used to forecast for the next period using
the previous period. So, if, for example, we look at the record of membership for the
last year and find it to be 450 members, we can immediately extrapolate an estimation
of the next year membership and probably for a few more years into the future:

Myext = 216 + 0.58(450),
Myex = 477.
However, this kind of function is usually obtained by running a simple bivariate

regression analysis on two columns of data. The first is the membership size for a
number of previous periods, say years, and second, the trend of time from 1 to n.
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The number 216 above would be the y-intercept of the equation or the constant term,
and 0.58 would be the B-value or the slope of the regression line. If the last year
membership was 450, we can project the membership status for the next 7 years to
see that it is a secular trend that is increasing but at a decreasing rate. Table 6.1 shows
the membership forecasts for the next 7 years.

TABLE 6.1

T M, M, AM,
0 450 477

1 477 493 16
2 493 502 9
3 502 507 5
4 507 510 3
5 510 512 2
6 512 513 1
7 514 514 0

It is essential for the manager to know that the growth of membership is decreasing and
that 7 years from now there will be not be a single person joining the club when the number
of members in the current year would equal the number in the previous year. It is a wakeup
call to change strategies and try to turn the tide around into an increasing rate of growth.

The function to estimate the data at hand could be nonlinear, had the conditions and
information been different. Let us assume that the data would fit an exponential function
such as

M, = BINT,

where the coefficients to be estimated are g and N. The value of M, or the membership size
during any period (#) would grow proportionally with time if N is larger than 1 (N > 1).
However, it would decline proportionally with time if N is less than 1 (N < 1).

For example, if running the regression yields that N is 1.23, it would mean that M, or
annual membership would increase by (N — 1) or by 23% annually. However, if the estimate
of N is 0.89, it would mean that membership would decline annually by 11%.

As we have seen before, an exponential function should be transformed into a linear
function by applying the logarithms in order to be estimated by the ordinary least squares
method:

log[M,] = log[BN'],
log[M;] = log[B] + log N[t].

To estimate M,, we need to take the antilog of both coefficients,
M, = Antilog B + Antilog N (¢),

and the figures of antilog will be the values of the parameters.
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6.4 ADJUSTING FOR SEASONALITY

Since time series data are inherently characterized by the sorts of variations mentioned
above, it is essential to adjust the estimation of the regression equation for those variations
so that we can get forecasts that reflect the realities of data. We focus on seasonal variation
as it is the most common variation in the time series data, and we calculate its impact using
more than one method. It is worth noting here that isolating these variations and adjusting
the value of data according to their impacts is called the “decomposition process.”

Let us first consider some quarterly data on a product’s sales for 20 quarters and let
us use the following fitted regression equation to calculate quarterly forecasts from the
actual data:

Si=So+Bt,
S, =479.14+3.01¢,

where Sy (value 479.1) is the constant coefficient that stands for the average of initial sales
and B (value 3.01) is the coefficient of ¢. Table 6.2 shows the actual and forecasted sales
from the first quarter in 2006 to the fourth quarter in 2010 and Table 6.3 illustrates simple
average errors.

TABLE 6.2 Sales Forecasts for 20 Quarters

1 2 3 4
Year.Quarter t Actual Sale (A) Forecasted Sale (F)
2006.1 1 529.8 482.11
2006.2 2 487.6 485.12
2006.3 3 505.7 488.13
2006.4 4 512.2 491.14
2007.1 5 507.0 494.15
2007.2 6 486.5 497.16
2007.3 7 466.2 500.17
2007.4 8 474.7 503.18
2008.1 9 492.7 506.19
2008.2 10 496.0 509.20
2008.3 11 490.6 512.21
2008.4 12 483.1 515.22
2009.1 13 519.0 518.23
2009.2 14 510.6 521.24
2009.3 15 515.4 524.25
2009.4 16 525.6 527.26
2010.1 17 526.7 530.27
2010.2 18 526.2 533.28
2010.3 19 560.7 536.29

598.6 539.30

[N
o

2010.4
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TABLE 6.3 Simple Average Errors

1 2 3 4
Year.Quarter Actual Sales (A) Forecasted Sales (F) Errors (F - A)
2006.1 529.80 482.11 —47.69
2007.1 507.00 494.15 —12.85
2008.1 492.70 506.19 13.49
2009.1 519.00 518.23 —0.77
2010.1 526.70 530.27 3.57
Average error for the first quarter —8.85
2006.2 487.60 485.12 —2.48
2007.2 486.50 497.16 10.66
2008.2 496.00 509.20 13.2
2009.2 510.60 521.24 10.64
2010.2 526.20 533.28 7.08
Average error for the second quarter 7.82
2006.3 505.70 488.13 —17.57
2007.3 466.20 500.17 33.97
2008.3 490.60 512.21 21.61
2009.3 515.40 524.25 8.85
2010.3 560.70 536.29 —24.41
Average error for the third quarter 4.49
2006.4 512.20 491.14 —21.06
2007.4 474.70 503.18 28.48
2008.4 483.10 515.22 32.12
2009.4 525.60 527.26 1.66
2010.4 598.60 539.30 -59.3
Average error for the fourth quarter —4.28

The following subsections discuss three methods to capture the impact of seasonality.

6.4.1 The Simple Average of Errors Method

According to this method, we calculate the simple average of errors for each quarter and
adjust the next prediction by its value. So, let us rearrange Table 6.3 first by grouping
the similar quarters together. The next step is to create Column 5 for the errors that show
difference between the forecasted and the actual values. Then we calculate the simple
average for each similar quarter individually.

If we want to predict the four quarters of 2011, their 7-values would be 21, 22, 23, and
24. Plugging these 7-values into the regression equation gives us the forecast for 2011 (see
Tables 6.4, 6.5, 6.6, 6.7 and Figure 6.3).

TABLE 6.4

Year.Quarter t S, =479.1 + 3.01¢ Forecasted Sale (F)
2011.1 21 479.1 4+ 3.01(21) 542.31
2011.2 22 479.1 + 3.01(22) 545.32
2011.3 23 479.1 + 3.01(23) 548.33

2011.4 24 479.1 4+ 3.01(24) 551.34
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TABLE 6.5

Multiple Linear Regression—Estimated Regression Equation

Sales [t] = + 479.097368421053 + 3.01406015037595 Time[] + e][t]

TABLE 6.6
Multiple Linear Regression—Ordinary Least Squares
T-Stat Two-Tail ~ One-Tail
Variable Parameter SD (HO: Parameter = 0) p-Value p-Value
Intercept  479.097368421053 11.742379 40.8007 0 0
Time 3.01406015037595 0.980235 3.0748 0.006529  0.003264

TABLE 6.7

Multiple Linear Regression—Regression Statistics

Multiple R 0.586832495103272
R-Squared 0.344372377309132
Adjusted R-Squared 0.307948620492972
F-Test (value) 9.45460895336176
F-Test (DF numerator) 1

F-Test (DF denominator) 18

p-Value 0.00652875667517216

Multiple Linear Regression—Residual Statistics

Residual standard deviation 25.2778977211252
Sum squared residuals 11501.498037594

Actuals and interpolation
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FIGURE 6.3
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However, these forecasts are not adjusted for any seasonal variation as reflected by the
simple average errors. This is why we should perform the adjustment (Table 6.8). Looking
at the average of errors, we get that the forecast for the first quarter was, in general, less

than the actual by an average of 8.85. So, we can add back this difference to the forecast of
the first quarter in 2011:

S21 = 542.31 + 8.85 = 551.16.

For the second quarter of 2011, the forecasted value was more than the actual by an
average of 7.82. So, this difference should be discounted:

Sy = 545.32 —7.82 = 537.50.

For the third quarter, the average error is 4.49. So, the third quarter of 2011 would be
adjusted by discounting 4.49:

So3 = 548.33 — 4.49 = 543.84.

The fourth quarter has a —4.28 average error, which means it is underestimated by 4.28.
So, adjusting the fourth quarter of 2011 requires adding this amount:

So4 = 551.34 4 4.28 = 555.62.

TABLE 6.8

Year.Quarter F, =F £ SAE F,
2011.1 54231 + 8.85 551.16
2011.2 545.32 — 7.82 537.50
2011.3 548.33 — 4.49 543.84
2011.4 551.34 + 4.28 555.62

6.4.2 The Actual-to-Forecast (A/F) Ratio Method

We arrange our data as in Table 6.8, where similar quarters of all years are grouped together.
This time we calculate the A/F ratio by dividing the actual data by the forecasted data. Then,
we obtain a 5-year average of the ratio for the similar quarters individually. It is the A/F
ratio for a specific quarter that would serve as a multiplier of the predicted values to adjust
them for seasonality:

Fa=F(A/F),, q=1234
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Here Fg, is the seasonally adjusted forecast, £ is the unadjusted forecast, and (A/F), is the
quarterly average ratio (see Tables 6.9 and 6.10):

(A/F), = 1.02,
(A/F), = 0.98,
(A/F); = 0.99,
(A/F); = 1.00.

TABLE 6.9 Five-Year Quarterly Average Ratio

Year Quarter Actual Sale (A) Forecasted Sale (F) A/F Ratio
2006 1 529.80 482.11 1.10
2007 1 507.00 494.15 1.03
2008 1 492.70 506.19 0.97
2009 1 519.00 518.23 1.00
2010 1 526.70 530.27 0.99
5-year average ratio for the first quarter 1.02 (A/F)q1
2006 487.60 485.12 1.01
2007 2 486.50 497.16 0.98
2008 2 496.00 509.20 0.97
2009 2 510.60 521.24 0.98
2010 2 526.20 533.28 0.97
5-year average ratio for the second quarter 0.98 (A/F) g2
2006 3 505.70 488.13 1.04
2007 3 466.20 500.17 0.93
2008 3 490.60 512.21 0.96
2009 3 515.40 524.25 0.98
2010 3 560.70 536.29 1.04
5-year average ratio for the third quarter 0.99 (A/F) g3
2006 4 512.20 491.14 1.04
2007 4 474.70 503.18 0.94
2008 4 483.10 515.22 0.94
2009 4 525.60 527.26 0.99
2010 4 598.60 539.30 1.11
S-year average ratio for the fourth quarter 1.00 (A/F) g4
TABLE 6.10
Year.Quarter Fo=FA/F), Fia
2011.1 542.31(1.02) 553.16
2011.2 545.32 (0.98) 534.41
2011.3 548.33 (0.99) 542.85
2011.4 551.34 (1.00) 551.34
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6.4.3 The Dummy Variables Method

We can adjust for seasonality by using the regression equation obtained from the run that
includes dummy variables for the quarters:

S =482.1 +3.061 + Q;,

where Q; is the estimated coefficient for each quarter (Q;, Q», O3), whereas the fourth
quarter (Q4) is represented by the intercept only. So, the estimation of the forecasted value
of sales for the first quarter of 2011 would use the intercept 7 (21) and the Q; coefficient
(5.39). The forecasted value for the second quarter would use the intercept ¢ (22) and the
0 coefficient (—11.33). The forecasted value for the third quarter would use the intercept
t (23) and the Q3 coefficient (—8.06). The fourth quarter would not have any Q4 coefficient
since it is considered the base period.

Table 6.11 shows the calculations of the forecasted sales for the four quarters of 2011
as they are adjusted for the seasonal variation according to the regression with the dummy
variables method (also see Tables 6.12, 6.13, 6.14 and Figures 6.4 and 6.5).

The results of the adjusted forecasts by the three methods would have been much closer
if it were not for rounding.

TABLE 6.11
Regression with Dummy Variables Adjusted

Year.Quarter t Equation (S = « + Bt + 0;) Forecast (F&)
2011.1 21 S21 =482.1 4 3.06(21) + 5.39 551.75
2011.2 22 S22 =482.1 4 3.06(22) — 11.33 538.09
2011.3 23 523 =482.1 + 3.06(23) — 8.06 544.42
2011.4 24 S24 = 482.1 + 3.06(24) 555.54
TABLE 6.12

Multiple Linear Regression—Estimated Regression Equation

Sales [f] = + 482.09 + 3.06250000000001 Time [f] + 5.38749999999994 O, [1] — 11.335
05[] — 8.05750000000001 Q5[] + e[f]

TABLE 6.13
Multiple Linear Regression—Ordinary Least Squares

T-Stat Two-Tail ~ One-Tail
Variable Parameter SD (HO: Parameter =0)  p-Value p-Value
(Intercept)  482.09 17.359597 27.7708 0 0
Time 3.06250000000001 1.05258 2.9095 0.010784  0.005392
0 5.38749999999994  17.134764 0.3144 0.757533  0.378767
0 —11.335 16.972345 —0.6679 0.514374  0.257187

0s —8.05750000000001  16.874144 —0.4775 0.639885  0.319943




TABLE 6.14

ADJUSTING FOR SEASONALITY

Multiple Linear Regression—Regression Statistics

Multiple R

R-Squared

Adjusted R-Squared
F-Test (value)

F-Test (DF numerator)
F-Test (DF denominator)
p-Value

0.627458670627651
0.393704383345819
0.232025552238038
2.43510161873548

4

15
0.0926907022517692

Multiple Linear Regression—Residual Statistics

Residual standard deviation
Sum squared residuals

26.6284058854449
10636.08

Value of actuals and interpolation (dots)

480 500 520 540 560 580 600

Actuals and inte

rpolation

I
5 10

15 20
Time or index
FIGURE 6.4
Residuals
[ ]
e /
i)
2 &- \/'\- /
k7]
3 o N\
S o .\. oo o
3 .\ °” _'\./
g Q4 / °
| ()
ot |\
[ ]
T T T T
5 10 15 20
Time or index

FIGURE 6.5

213



214 CONSUMER DEMAND: ECONOMIC FORECASTING

6.5 SMOOTHED FORECASTS

Smoothing techniques are other ways to produce forecasted values based on past obser-
vations. It is more suited for the time series data that have a slow and infrequent change in
the underlying pattern and the data that exhibit a noticeable degree of randomness or irreg-
ularity. The objective of these techniques is to smooth out such irregularities and reduce
or eliminate the distortions arising from the random variations. The forecasted value of a
variable according to these techniques is basically an average of some previous data. The
most common of these techniques are the moving average smoothing and the exponential
smoothing.

6.5.1 Simple Moving Average Method

This method calculates the predicted value of a variable as a simple average of a number
of observations (p) that would overlap throughout the prediction list by adding the latest
observation while dropping off the earliest. For example, if we are at the end of July and
want to predict the sales for August, we can use the data we have for the previous months to
get an average to represent a predicted value for August. A 3-month average would include
the sales of July, June, and May divided by 3. If at the end of August and after recording
the actual sales of August, we want to predict for September, the 3-month moving average
requires that we add August (being the latest) and drop off May (being the earliest) so that
the September value becomes an average of August, July, and June. The predicted sales
for October would be an average of September, August, and July, while June is dropped
off, and so on—the average would move forward throughout the series, hence the name
“moving” average.

We can obtain the general formula for the moving average this way. Let us call the actual
data of sales A,, where ¢ is the current time and can reflect the number of observations, such
that if we are in July, A, would be A7; the previous month is June and can be denoted by
Ag, which is also A;_; = A7_; = Ag; the month after July is August, which can be denoted

by Ag or A, 1 = A741 = Ag. So, the forecast for August is an average of July, June,
and May:
A7+ Ag+ A
Ag = 7+ Ag + As
3
or

Arp1 =

At + Ar—l + At—2
3 .

The denominator, 3, is the number of periods (P) that would constitute the elements of the
average according to the forecaster, and it could be any number the forecaster chooses. This
would make the formula more general as

At + Ar—l + At—2 + At—p+1
P .

AH—] =
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So, if we are in November [11] and want to calculate a 5-month forecast for December

[12], the forecasted value for December sales would be

A+ A +A 2+ A 3+ Ay

Ar+1 = P
Ap+ A+ A2+ Ans+ AN
Al = 5 )
A+ A+ A+ Ag+ Ay
Ap = .

5

The last observation is A7 and it is equal to the last term in the general formula:

Ar_pr1 = Ar1_s541 = A7,

Column 3 of Table 6.15 shows the actual sales of customized computers at a local store
during the 16 quarters of 2008-2011. The three-quarter forecasts are shown in Column 4
starting at the fourth observation, 184.3, as the first average of observations 1, 2, and 3.

170 + 187 4 196
3 .

184.3 =

TABLE 6.15 Three-Quarter and Five-Quarter Moving Average

1 2 3 4 5 6 7 8 9
Three- Five
Year. Actual Quarter Quarter

Observation Quarter Sale (A) MA (F)) A-F, [A-F\> MA((F, A-F, [A-F])

1 2008.1 170

2 2008.2 187

3 2008.3 196

4 2008.4 204 184.5 19.7 388.09

5 2009.1 153 195.6 —42.6  1814.76

6 2009.2 195 184.3 10.7 114.49 182 13 169

7 2009.3 162 184 =22 484 187 -25 625

8 2009.4 144 170 —26 676 182 -38 1444

9 2010.1 188 167 21 441 171.6 16.4 268.96
10 2010.2 196 164.6 31.4 985.96 168.4 27.6 761.76
11 2010.3 150 176 —26 676 177 —27 729
12 2010.4 194 178 16 256 168 26 676
13 2011.1 154 180 —26 676 174.4 —-20.4 416.16
14 2011.2 190 166 24 576 176.4 13.6 184.96
15 2011.3 159 179.3 —20.3 412.09 176.8 —17.8 316.84
16 2011.4 140 167.6 —27.6 261.76 169.4 —-29.4 864.36
17 2012.1 163 7762.15 167.4 6456.04

MA, moving average.
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Next on the column is 195.6 as the forecast value for sales in the first quarter of 2009.
It is obtained by averaging only the previous three observations and dropping off the
earliest:

204 4 196 4 187
3 .

195.6 =

Column 7 of Table 6.15 shows the forecasts using a five-quarter moving average. For
example, the predicted value of sales for the third quarter in 2011 (176.8) is obtained by
averaging out the previous five actual values:

190 4 154 + 194 + 150 4 196
5 .

176.8 =

As to why and when the forecast uses a specific value of p, it depends on the forecaster’s
design, objectives, and justifications of the forecast. Generally speaking, the larger the p
or the number of observations constituting the average, the smoother the forecasts and the
more effective the impact on dealing with randomness that would be spread out over more
observations, each of which would get less weight (1/P) as P increases. If we graph this
time series in its three columns of estimates as they are Table 6.16, it would be clearer that
the forecast values obtained by using five-quarter moving average produced a smoother
curve (C) as compared to the other curves [the actual data curve (A) and the three-quarter
moving average forecasts curve (B)]. It is a visual confirmation to the notion that a greater
value of p would result in ironing out most of the randomness in the time series data
(Figure 6.6).

TABLE 6.16 Time Series Data of Sales: Actual Versus Two Forecasts

Three-Quarter Five-Quarter

Observation Year.Quarter A MA (F)) MA (F3)

1 2008.1 120

2 2008.2 187

3 2008.3 196

4 2008.4 204 184.3

5 2009.1 153 195.6

6 2009.2 195 184.3 182

7 2009.3 162 184 187

8 2009.4 144 170 182

9 2010.1 188 167 171.6
10 2010.2 196 164.6 168.4
11 2010.3 150 176 177
12 2010.4 194 178 168
13 2011.1 154 180 174.4
14 2011.2 190 166 176.4
15 2011.3 159 179.3 176.8
16 2011.4 140 167.6 169.4
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The RMSE Check We can run a simple test to check which of the two procedures, the
three-quarter forecast or the five-quarter forecast, is better in the sense of being closer to
the actual data. This test uses the squared forecast errors and calculates and compares what
is called the root-mean-square error (RMSE). The smaller the RMSE, the better it is:

. Z[A - F]?
Min RMSE = [ ————.
n—p

Here 7 is the total number of observations, and p is the number of terms constituting the
average.

Columns 6 and 9 of Table 6.15 calculate the summation of the squared errors for both
procedures. Plugging the values in the formula above reveals the following.

For the three-quarter forecast, the RMSE is

7762.1
6 35 —24.44,

RMSE; =

and for the five-quarter forecast, the RMSE is

456.04
6 5605 = 24.22.

RMSEs =

Since the five-quarter procedure has a relatively smaller RMSE, it would be a little better
than the three-quarter procedure. So, if we want to predict for the first quarter of 2012, we
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will use the five-quarter procedure that produces 167.4 instead of using the three-quarter
procedure that produces 163:

140 4 159 + 190 4 154 + 194
Fi; = + + 5 + + = 167.4,

140 + 159 + 190

Fip = —————— = 163.

6.5.2 The Weighted Moving Average

The simple moving average method assumes uniformity among the observations of time
series data in terms of their impact on forming the predicted value. It is, in fact, one of the
shortcomings that counteracts the simplicity of the model. As a response to such a major
pitfall, forecasters came up with the idea of weighing the importance of the observations
constituting the average. The weighted moving average, therefore, allows the forecasters
to assign certain weights to each observation in the average based on their discretion, and
consistent with the external influences they may consider in giving more or less importance
to a specific observation or term of the observation. All assigned weights may or may not
total to 1. The forecast value for the next period (F; ;) will be calculated as

wi(A;) + wa(A—) +w3(Ar3) + - - +wp(Ar_pi1)
EW,' '

Fi =

Here w; = wy, wy, ..., wp: the number of weights assigned to as many observations as
available in the average. That is, the 3-month moving average, has a p = 3 and, therefore,
has three weights (w;, wy, ws) assigned to each of the three observations forming the
average.

Example 6.2

Suppose that the forecaster assigned the following weights to the four quarters of 2011:
0.15, 0.25, 0.37, and 0.23. What would be the four-quarter predicted sales for the first
quarter of 20127 Use the actual sales as mentioned in Table 6.16:

wiAi1.1 + waAxi12 + w3Axi13 + waAiia
Fro1 = .
D Wi

Solution:

Since the summation of weights is 1, we can skip dividing by ) w; and simply calculate
the numerator part of the equation:

Fora1 = 0.15(140) + 0.25(159) + 0.37(190) + 0.23(154),

Fro1n1 = 166.5.
Example 6.3
What if the weights are 0.18, 0.24, 0.33, and 0.20?
Solution:
P 0.18(140) + 0.24(159) 4+ 0.33(190) + 0.20(154)
2012.1 = ,

0.95
F2012‘1 = 165.12.
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Example 6.4

Suppose that at the end of the first quarter of 2012 the sales turn out to be 164. Use the
four-quarter weighted moving average to predict the sales in the second quarter of 2012
assuming the same weights as in the last example.

Solution:

Since we use the four-quarter moving average and we have new actual sales of the first
quarter of 2012, we should drop off the earliest quarter in the group, which is the first
quarter of 2011 (154). So, the four quarters forming the average now are 2012.1, 2011.4,
2011.3, and 2012.2:

0.18(164) + 0.24(140) 4 0.33(159) + 0.20(190)
0.95 '

For02 =

F12, = 161.7.

6.5.3 Exponential Smoothing

The exponential smoothing model is another way to respond to the uniformity assumption
of the moving average method as it treats all time periods in the series equally. This method
assumes that the most recent past is more predictive of the future value of the forecast than
the distant past. This assumption has prompted the introduction of a constant («) to signify
the weight of the immediate past, while the earlier data take a (1 — o) weight. In this case,
« is assigned by forecasters based on their discretion and the extent of their belief in how
strong the impact of the most recent data is on the prediction. The value of « is between 0
and 1, but traditionally has been assigned values between 0.10 and 0.35.

So, the exponential model calculates the value of the forecast for the next period (F; 1 1)
as a weighted average of the actual observation in the current period (A,) and the forecast
value for the same period (F;), where « is assigned to the current actual and (1 — ) is
assigned to the smoothed forecast (F):

Fiii=aA +( —a)F;. 6.1)
Logically, if we write this equation for the current period (7), we get
Fi=a0A_ 1+ —-a)F_, (6.2)
and if we substitute (6.2) into (6.1), we get

Fi= A+ —a)aA 1+ —a)F_],
F=aA + (1 —a)ad,_+ (1 —a)F_y,

and if we substitute for F,_; as
Froi=aAi o+ (1 —a)F_,,
we get
Fi = oA +a(l —a)A,_ + (1 — a)[ed, o+ (1 —a)F].
Fin=aA +a(l —)A  +a(l —ayA o+ (1 —a)F .
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If we keep substituting for the forecast of the past periods F;_,, F;_3, and earlier, we will
realize that we have an equation of an exponentially weighted moving average with its
weights forming a geometric progression:

a,a(l —a), a(l —a)?, a(l —a), ..., a(l —a)".

It illustrates that any value of @ would produce a decreasing value of weights. For example,
if « is 0.40, the rest of the weights would be calculated as shown in Table 6.17.

TABLE 6.17

Term Weight Value
1 o 0.40

2 a(l—a)l 0.24

3 a(l —w)2 0.144
4 a(l —a)3 0.0864
5 a(l —a)4 0.0518
6 a(l —a)5 0.0311
7 a(l —a)6 0.0186
8 a(l —a)7 0.0111

This shows that the weights get smaller and smaller as we go back in the past. It dropped
here to 1% at the eighth term back. It is a confirmation that assigning a higher o would
place greater importance on the most recent past as a predictor of the future, and logically
place less importance on the earlier observations. However, a greater value of o produces
less smoothing, so for a smoother line a smaller « would help. If we slightly rearrange the
original format of the exponential smoothing model,

Fryp =a(A)+ 0 —a)F,
Fipgp=a(A)+F, —al;,

we can get the most practical format for calculations:
Fior = F +alA — F].

We use this equation to produce forecasts in the | and F, columns of Table 6.18 using
two values of &, 0.20 and 0.45. For the first forecast of the first quarter of 2008, we use the
actual observation (170) for A, and the general average of the actual (173.9) for F;, but for
the rest of the forecasts, F; would be the previous F. For example, to predict the sales for
the second quarter of 2010, using an o of 0.20, we use 188 for A; and 170.9 for F, as they
are the current data at the time to predict for the following quarter:

Fipr =F +alA, — F,
Fa0102 = Fao10.1 + -20[A2010.1 — F2010.11,

Fr102 = 170.9 + .20[188 — 170.9],
Fro102 = 174.3.
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TABLE 6.18 Exponential Smoothing with Two Values of «

@ =020 o« =045
Actual
Observation ~ Year.Quarter ~ Sale (A) F, A-F [A-F]? F, A-F, [A-F,]?
1 2008.1 170 173.9 -39 15.2 173.9 -39 152
2 2008.2 187 173.1 13.9 193.2 172.1 14.9 222
3 2008.3 196 175.9 20.1 404 178.8 17.2 295.8
4 2008.4 204 179.9 24.1 580.8 186.5 17.5 306
5 2009.1 153 184.7 —=31.7 1004.9 1944 —414 1714
6 2009.2 195 178.4 16.6 275.5 175.8 19.2 368.6
7 2009.3 162 181.7 —19.7 388 1844 —-224 501.8
8 2009.4 144 1777 —-33.7 1135.7 1743 =303 918.1
9 2010.1 188 170.9 17.1 292.4 160.7 27.3 745.3
10 2010.2 196 174.3 21.7 470.9 173.0 23 529
11 2010.3 150 1786 —28.6 817.9 183.3 —-333 1108.9
12 2010.4 194 172.9 21.1 445.2 168.3 25.7 660.5
13 2011.1 154 177.1  —=23.1 533.6 179.8 —25.8 665.6
14 2011.2 190 172.5 17.5 306.2 168.2 21.8 475.2
15 2011.3 159 176.0 —17 289 178.0 —19 361
16 2011.4 140 172.6 —32.6 1062.7 1694 —294 864.4
Average = 173.9 8215 9737

As for the moving average method, we can use the RMSE test to see which «-value
produces a better forecast. For the forecasts produced with & = 0.20, we get

S[A, — F/)?
RMSE = M,
n
8215
RMSE =,/ —,
16
RMSE = 22.6,

and for the forecasts produced with o = 0.45, we get

RMSE =,/ —9737,
16
RMSE = 24.7.

Since using o of 0.20 produced a smaller RMSE, it means that this «-value is more
appropriate to bring the forecasts closer to their actual values.

This concludes that if we want to predict the sales of the first quarter of 2012, we should
rely on the estimate of 166.08 instead of the estimate of 157.9 as the first one uses an « of



222 CONSUMER DEMAND: ECONOMIC FORECASTING
0.20 and the second uses an « of 0.45:

Fo12.1 = Fao11.4 + a[Ax11.4 — Fao11.4]
= 172.6 +0.20[140 — 172.6]
= 166.08

or
Fao12.1 = 172.6 + 0.45[140 — 172.6]

= 157.9.

Graphing the time series in its three forms, the actual, the forecasts using an « of 0.20, and
the forecasts using an « of 0.45, as they are in Table 6.19, shows that a smaller « (0.20)
produces a smoother line (see Figure 6.7).

TABLE 6.19
Observation Year.Quarter A Fi (a0 =0.20) F; (0 =045)
1 2008.1 170 173.9 173.9
2 2008.2 187 173.1 172.1
3 2008.3 196 175.9 178.8
4 2008.4 204 179.9 186.5
5 2009.1 153 184.7 194.4
6 2009.2 195 178.4 175.8
7 2009.3 162 181.7 184.4
8 2009.4 144 177.7 174.3
9 2010.1 188 170.9 160.7
10 2010.2 196 174.3 173.0
11 2010.3 150 178.6 183.3
12 2010.4 194 172.9 168.3
13 2011.1 154 177.1 179.8
14 2011.2 190 172.5 168.2
15 2011.3 159 176.0 178.0
16 2011.4 140 172.6 169.4
250
200 -\ ¢ Forecasta =020
W« Forecast a = 0.45
1
50 ~ Actual ™~ At —
100 A—
Fy —
50
0 — T
12 3 456 7 8 910111213 141516

FIGURE 6.7
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Mean Absolute Deviation (MAD) This is similar to RMSE to test for the appropriateness
of the forecasting technique in terms of how close the estimates are to the actual data,
especially when conducting short-range forecasts such as those performed by the moving
average and the exponential smoothing. MAD is a simple measure of the overall forecast
error. It depends on the absolute value of the error terms, as opposed to squaring them
(as in the RMSE calculations). The absolute value is obtained by ignoring the signs of the
deviation between the actual and predicted values, or deeming all of them positive as they
are squeezed in between the two vertical lines:

T IA - F|
—.

MAD =

Table 6.20 shows the absolute values of the deviations between the actual sales and four
different forecasts as we calculated them earlier. In the last row of Table 6.20, MAD is
calculated for every forecast method. The results are very similar to what we got earlier
by the RMSE tests. The results confirm again that the least forecast error is found in the
exponential smoothing technique using an «-value of 0.20, a reason to consider this method
the best among the four methods followed for this specific time series. The results also
confirm that using the four-quarter moving average is better than the three-quarter moving
average, and using an « of 0.20 is better than an « of 0.45.

TABLE 6.20
[A—F| A — F,| |A — F] |A - F]|
Observation Year.Quarter (Three-Quarter MA)  (Four-Quarter MA) (o =0.20) (o = 0.45)
1 2008.1 3.9 3.9
2 2008.2 13.9 14.9
3 2008.3 20.1 17.2
4 2008.4 19.7 24.1 17.5
5 2009.1 42.6 31.7 41.4
6 2009.2 10.7 13 16.6 19.2
7 2009.3 22 25 19.7 22.4
8 2009.4 26 38 33.7 30.3
9 2010.1 21 16.4 17.1 27.3
10 2010.2 31.4 27.6 21.7 23
11 2010.3 26 27 28.6 333
12 2010.4 16 26 21.1 25.7
13 2011.1 26 20.4 23.1 25.8
14 2011.2 24 13.6 17.5 21.8
15 2011.3 20.3 17.8 17 19
16 2011.4 27.6 29.4 32.6 29.4
Y|A—F| 313.3 254.2 342.4 372.1
n 13 11 16 16
MAD 24.1 23.1 21.4 23.2

MA, moving average.
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6.6 BAROMETRIC FORECASTING

Because of the continuous and significant overlap between micro- and macro-levels of
economic activities, firm managers have traditionally realized the need to be aware of the
directions of the major macroeconomic variables when they forecast for their own variables
at the micro-level. For example, predicting the sales or profits for a specific product is
inextricably connected to consumer demand, income and employment levels, inflation, and
many aggregate economic variables. Generally, any business activity at the firm’s level
can be connected to the general conditions of the economy. Economists have noticed the
significant impact that some economic variables can have on the rest of the economy,
and the acquired importance in the prediction of many other variables at both macro- and
micro-levels. Researchers at the National Bureau of Economic Research have considered
some major economic variables as “indicators,” and have classified them into three groups:

1. The leading indicators: Those variables that change first, prompting other variables
to follow the change.

2. The lagging indicators: Those variables whose changes tend to follow the changes
of others.

3. The coincident indicators: Those variables whose changes simply coincide with the
changes of other variables.

This categorization and the fact that in practice certain variables tend to move ahead of
others implies that the changes in the leading economic indicators (LEIs) can be used to
predict the changes in others that follow. Figure 6.8 shows a typical set of time series for
these three groups. We can see that the turning points of peak and trough occur first in
the leading indicators followed after a period of time by the lagged indicators, while the
coincidental indicators move almost in tandem with the leading group.

Value of indicator
A

Leading

Lagging

> “—>
1 Peak Trough
Ilead time lead time 1
4 o é Fy >
Leading peak-™ ¥~ Lagging trough
Coincidental peak // \’¥Leading trough
Lagging peak Coincidental trough

FIGURE 6.8
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The time during which the leading change precedes the following change is called the
lead time. It varies from cycle to cycle and it is different in the peak and trough cases.
In the graph, we can see that the lagging indicator takes shorter time to follow the peak
of the leading as compared to the time it takes to follow the trough. This variability is a
classic characteristic of the business cycle. Recorded data on reference dates of all peaks
and troughs of the United States business cycle since 1854 show a great deal of variability,
especially in the lead time and how long each phase lasts. For example, in 1990-1991 the
trough lead time was 2 months and the peak lead time was 6 months. In 2001, the trough
lead time was 8 months and the peak lead time was 14 months.

Once again, the main idea of the barometric forecasting is to utilize the LEIs as a
predictor or barometer for short-term changes in a set of time series data that exhibits a
good correlation of their changes over time. A typical example to illustrate the plausibility
of this idea is the causal relationship among some variables: the changes in the number of
building permits issued in the entire economy can serve as a predictor of the activity in
the construction sector. An increase in the new consumer orders can indicate an increase
ahead in the production, employment, income, and so on. The other typical example is the
fluctuation of the stock market indices such as the Down Jones and Nasdaq and how they
are used as predictors of the state of the economy.

Economic indicators data are published monthly in Business Cycle Indicators that is
issued by The Conference Board. There are more than 300 major indictors, but the short
list of the most common ones include 21:10 in the leading category, 7 in the lagging, and 4
in the coincidental, as shown in Table 6.21.

TABLE 6.21 Major Economic Indicators

Leading Indicators

1 Average weekly hours in manufacturing
Initial claims for unemployment insurance
Manufacturer’s new orders, consumer goods and material
Vendor performance, slower deliveries diffusion index
Manufacturer’s new orders, nondefense capital goods
Building permits, new private housing units
Stock prices, 500 common stocks
Money supply

9  Interest rate spread, 10-year treasury bonds less federal funds
10 Index of consumer expectations

[c BN Be NNV, IR SRV )

Lagging Indicators

1 Average duration of unemployment
Ratio, manufacturing and trade inventories to sales
Change in labor cost per unit of output, manufacturing
Average prime rate charged by banks
Commercial and industrial loans outstanding
Ratio, consumer installment credit to personal income
7  Change in consumer price index for services

AN R W

Coincidental Indicators
1 Employees on nonagricultural payrolls
2 Personal income less transfer payments
3 Industrial production
4 Manufacturing trade sales
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Barometric forecasting depends on the composite indices that are developed from each
group of these indicators. Each composite index is, in fact, a weighted average of the
components of the group to signify the direction of movement in the whole group. Since
some of the components move up and some move down, a so-called diffusion index has
been developed to represent the collective movement in the group. A diffusion index value
of 100 means that all of the components in the group are increasing, a value of zero means
all of them are decreasing, and any other percentage would refer to the increasing aspect.
For example, a value of 60% means 6 out of 10 components are going up.

One of the most popular composite measures is the LEI. It has been developed by
the US Bureau of Economic Analysis. Typically, the LEI can signal the march toward
recession or the way to recovery. One of the known criteria is that three consecutive months
of decline is a strong signal for a recession, and three consecutive quarters of decline is
a confirmation to be in a recession. As for the diffusion index, history has shown that a
value of about 50 reflects growth in the economic activity and a value under 50 reflects a
downturn. Despite the fact that the leading indicators have correctly predicted all recessions
that occurred since 1948, it has also predicted some recessions that did not occur. This is
a matter of the extent of its accuracy that may have become part of its shortcomings in
forecasting in addition to its inability to measure the magnitude of the change and being
restricted to identifying only the direction of the change. Despite all the shortcomings of
the economic and business indicators, they remain an important tool in the prediction of
short-term changes in the general economic activity and the turning points in business
cycles. Their prediction can be highly useful, especially in conjunction with other types of
forecasting techniques.

6.7 ECONOMETRIC MODELS

Econometric models utilize a perfect combination of economic theory and mathematical and
statistical methods to identify and quantify relationships between variables and examine
their relative importance and elasticities toward each other. They are characterized by
being explanatory and rely on causal reasoning as opposed to other models of forecasting
that depend on extrapolating past data and projecting their extensions. This very feature of
distinction among other forecasting techniques sets econometric models on a higher ground
of advantages, which are as follows:

e They allow making explicit assumptions on how variables of the model are linked to
each other.

e They have the capability not only to identify the direction of the changes but also to
quantify the magnitude of changes in the related variables.

* They enable the forecaster to have more consistency and reliability in capturing the
interdependence of the components, not only at the firm’s level but also for the entire
economy, and make it possible to explain the whole economic picture in certain
conditions.

* They allow a flexible degree of adaptability, especially when managers can experiment
with changing the values of explanatory variables under their control after knowing
their measured impact.
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Econometricians usually approach the task of forecasting by following the typical pro-
cedures that may include the following:

¢ [dentify a set of variables that are related to the variable being predicted. The choice
of these variables is often governed by economic theory, other theories, and past
experience. However, the choice of variables must be, in the first place, closely related
to the purpose of prediction. All variables have to operationalize in a sense that their
measurements have to be clear.

e Develop a set of hypotheses on the directional links of the variables. These too have
to be drawn based on the logic of the theory and in light of past experience and other
empirical work.

¢ Determine the mathematical link among variables by choosing the most suitable func-
tional equation to be estimated, especially whether the function is linear or nonlinear,
additive or otherwise.

¢ Identify a reliable source and select the appropriate breadth and depth of the data to
be used in the application of the model.

e Select the appropriate statistical technique to run the data through and achieve the
task of estimating the equation parameters.

e Run all the possible tests on the results to assure their specification, accuracy, relia-
bility, significance, and the extent of their relevance to the hypotheses set earlier.

¢ Explain the results and perform the forecast by plugging in new values of the exoge-
nous variables that affect the next value of the endogenous variable being subject to
forecast.

Forecasts performed by econometric models are successful if they are able to produce
the following:

e Correct signs of the parameters that are consistent with the theoretical model and the
set of hypotheses that was put forward.

¢ Significant #-test of all or most of the major parameters.

* Good adjusted R?, which shows that the model explains a great deal of variation in
the value of the variable to be predicted.

¢ Successful test of multicollinearity, autocorrelation, and heteroscedasticity.

¢ Ability to adapt the model into the forecast of the next period by changing the values
of the exogenous variables into the values that influence the next readings of the
forecasted variable.

Econometric models vary tremendously in terms of being simple or complex, plain or
sophisticated, macro or micro, as well as single-equation or multiple-equation models.

6.7.1 Single-Equation Model

This is the basic and most common econometric model in use. It is represented by a
single-equation containing one dependent variable, the subject of forecast, and a set of
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independent variables. For example, a simple single-equation model for the sales of a
manual SLR camera can be formulated as

S=a+BiP.+ BoY + B3P+ BsPy+ BsA + ¢,

where the quantity of manual SLR cameras sold is a linear function of

P, = price of camera;
Y = consumer’s disposable income;
Py = price of film as a complement commodity;
P, = price of compact digital camera as a substitute commodity;
A = expenditures on advertising for the SLR camera;
& = the error term that sums all of the other influencing (but not included) variables,
the measurement errors, and all other irregularities in data and their collections.

Suppose that after collecting the appropriate data and running the model into the ordinary
least squares method, we obtain the following estimated equation:

S =225 —-3.84P. 4+ 0.002Y + 0.0015P; + 0.129A.

Suppose that both income and price of films turn out to be insignificant. They should be
dropped off the equation to be used for forecasting. This equation will predict the next
period sales of SLR cameras S, | and will use only two variables, price of camera and
advertising expenditures that have to have their values in the next period. The manager
has to decide here what will be the price of the camera next year and what is allocated for
advertisement spending. So, the variables that have to be plugged in are P/, | and A; ; i:
Sip1 =225 —-3.84P | + .129A,,,.

This will give the forecasted sales of the SLR camera for next year, assuming that the
estimated model passed all the necessary tests of specification and reliability.

Another example of the single-equation econometric model is one that would express
the dependent variable in a different format from the usual time series of amount of sales.
Suppose that a forecaster is targeting the percentage change in the stock of the product
between the current and the past period. In this case, it is expressed as

S
AS =
Si-1

=a+piP,+ BV + B3P, + M = ¢,

S
log|:S ! :|=a+,3110gPp+,6210gV+ﬂ310gPa+,34logM,

t—1

where the percentage change of the stock of this product between the current time and the
previous time is a fraction of

P, = price of the product;

V = inventory capacity;
P, = price of the competitive product;
M = is the market size.
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The function is transformed into a logarithmic function to be estimated by the ordi-
nary least squares and is turned back to the antilog function to perform the appropriate
forecasting.

6.7.2 Multiple-Equation Model

Most of the firm’s predictions can be performed using a single-equation econometric model
that involves one dependent variable whose value is determined by a set of independent
variables. The major assumption is that the values of these independent variables are deter-
mined by the factors and circumstances outside the model system. Sometimes a forecaster
faces a situation when values of some of those independent variables are determined within
the model system. In this case, a single-equation model can no longer be helpful. A sys-
tem of multiple equations would be the appropriate model. Such a model has endogenous
variables whose values are determined from within the system and exogenous variables
whose values are determined outside the system. Macroeconometric models dealing with
national-scale data can include a huge number of equations that may reach 1000 equations
and require a very sophisticated statistical method of analysis.

The multi-equation econometric model usually contains two kinds of equations: (1)
structural or behavioral equations, where the relationship among its variables comes in
the exogenous—endogenous format that is usually set up according to the researcher’s
hypotheses and in light of the theoretical model; (2) definitional or identity equations, which
state a fact or make a statement that is true by definition. It is the structural (behavioral)
equation that is to be estimated using the facts given by the identity equations. Since there
would be more than one endogenous variable, each need to have its own equation such that
the number of equations would match the number of endogenous variables in the system.
Having many equations simultaneously would warrant solving the system in order to reach
what is called the “reduced form” that is appropriate to perform the prediction. The reduced
form of an equation expresses the value of the endogenous variable in an estimatable format
in that it has the determinant variables and their coefficients.

Let us consider a macroeconomic multiple-equation system to show the structural and
identity components and how to reach the reduced form. It is about the value of the gross
national product (GNP), which is equal to the aggregate consumption (AC) and the gross
capital investment (V), where the AC is expressed as a function of GNP for the previous
period and the percentage change in GNP between the last and the current period (AGNP).
The gross capital investment is determined by the interest rate (r):

GNP, = AC, + V,, (6.3)

AC, = a + BiGNP,_; + B,AGNP + ¢, (6.4)
AGNP = [GNP, — GNP,_1], (6.5)

AC, = a + BiGNP,_| + B,GNP, — B3GNP,_ + &, (6.6)

V, = Bsr. 6.7)
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Substituting (6.6) and (6.7) into (6.3),
GNP, = o + B1GNP;_; 4+ GNP, — B,GNP,_| + B3r + ¢.
Subtracting 8,GNP, from both sides and factoring out GNP,,
GNP, — B.GNP; = o + B1GNP,_; — BoGNP,_; + B3r + ¢,

GNP,[1 — B2] = o + B1GNP,_; — BoGNP,_| + B3r + &,

anp, = & + B1GNP, | — BGNP,_| + Bsr + ¢
a (1-p2) ’

o Bi— B B3 1
NP,_ . . (6.
[1—,32}+[1—,32]G l+[1—,32}+[1—,32}8 5

This is the reduced form of GNP for the current period expressed as a function of GNP of
the last period and the interest rate, where the parameters are as follows:

GNP,

¢ :| : the constant term,
L1 -5
[ B1 — B2 . .
1§ : the coefficient for the GNP of the last period,
LI =52
7 IB3,B i| : the coefficient for the interest rate.
L1 = P2

As for the reduced form of AC, we substitute the value of the current GNP from the reduced
form (6.8) into Equation (6.6):

a B — B2 B3 1
AC, = GNP GNP, _ 3
r =a+ B r+'32|:l—,32+1—ﬂ2 fl+1—,32,+l—,3281|

- ﬁz GNPt*l + &,
AC, =a+ ,31 GNP, _;

o B1— B B3 1
+ﬁ2[<1—ﬁ2)+(1—ﬂ2 _1>GNPH+<1—/32>r+<1—,32>8]+8’

_ Brox BB — B2) B2B3
AC’_“+[1—ﬁJ+[ = ﬂ”’gl}GNP"*[l—ﬂJ
B2
+[1—ﬁ2:|8+8’
a B — B2 B2B3 1
AC, = t— i . .
[ e () [ e

This is the reduced form of the current AC expressed as a function of GNP in the last
period and the interest rate. The reduced forms in Equations (6.8) and (6.9) are the suited
forms to be used in the prediction after estimating the parameters. A statistical method
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more advanced than the ordinary least squares is required to estimate the parameters of
this system.

Once the parameters are estimated, the value of the next GNP (GNP, . ;) and next AC
(AC, ;1) can be forecasted using the reduced form equations and plugging in the current
values of the determinants.

6.8 INPUT-OUTPUT MATRIX

The idea of forecasting using the input—output relations in the economy is related to
the famous analysis of the input—output matrix introduced by Wassily Leontief and his
colleagues in their book Studies in the Structure of the American Economy, published in
1953. An input—output matrix shows the interconnection among the economy’s industries
and sectors as they produce their goods and services and use other goods and services as
inputs to their output. It traces down all the inter-industry and intra-industry transactions and
record them in dollar values. For example, an increase in the production of furniture as an
output will lead to an increase in the production of many inputs such as wood, fabric, leather,
plastic, nails, glue, and the equipment and machinery required to produce them. Then, an
increase in each of these inputs may lead to increases in what is producing it. Producing more
wood would require cutting more trees and having the equipment and services necessary for
that and so on. It is a domino effect that would run through the entire economy to illustrate
the interdependence among its components. Tracking down this flow of input—output in
the entire economy requires constructing a comprehensive and intricate set of tables of
interconnection among the various components of the economy. It has been done by the
federal government under the responsibility of the US Department of Commerce. Table 6.22
is a basic sample to show how the input—output flow is arranged. Sectors of the economy
are listed both horizontally and vertically; the final markets are shown in their individual,
institutional, and governmental consuming units; and the value added is listed at the bottom
in its three components: employees, employers, and government. The table culminates into
producing the GNP at the lower right corner as a summation of both directions.

There are many tables in the matrix set; some involve more details and specifications.
Three of these types of tables are worth mentioning for their relevance to forecasting:

1. The output-distribution table: The values in this table are obtained by dividing the
rows of the input—output flow table by the row totals. It shows the patterns of industry
in comparison to the patterns of individual firms.

2. The direct-requirement table: The values in this table are obtained by dividing each
entry in the columns of producers by the column table. It shows the interdependencies
in the economy by relating each of the inputs to the total output in the industry. In this
table, the values stand for the amount of money each input requires for each dollar
of output in each industry.

3. The total-requirement table: It shows the direct and indirect requirements of each
industry to produce one dollar of output. This table is called the Leontief inverse
matrix. It takes into consideration all of the interrelations among the input and output
of all industries.

Despite the high significance of the input—output analysis, it may not be as impor-
tant nowadays for the purpose of forecasting. Among the shortcomings is the tedious,
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TABLE 6.22 Input-Output Flow

Producers Final Markets

Agriculture Mining Construction Manufacturing Trade Transportation Services Other Persons Investors Foreigners Government

Agriculture

Mining

Construction

Manufacturing

Trade

Transportation

Services

Other

Employees Employee compensation

Owners of Profit-type income and capital consumption allowances GNP
businesses
and capital

Government Indirect business taxes and current surplus of government enterprises, etc.

Source: US Department of Commerce, Bureau of the Census, Historical Statistics of the United States.
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time-consuming, and complex process of following all matrix details even if the tables
are constructed by the Department of Commerce. Also, the matrix is usually constructed
later in time. The lag may last 2 or 3 years during which many factors may change in this
rapidly moving world. Another shortcoming is that all changes between input and output
are assumed to be constant in addition to the lack of any explicit consideration of prices.

6.9 JUDGMENTAL MODELS

Judgmental models are qualitative in nature. These models depend on people’s intuitiveness
and experience in determining what product sells, what consumers want or do not want, and
what conditions and circumstances the market will experience. On these bases, they would
decide the size of production needed and the sales or profits expected. A bright example is the
late Steve Jobs of Apple Inc., who exhibited this ability as well as it has ever been exhibited.

6.9.1 Opinions and Polls

Firms often seek the opinions and views of others who are in touch with the market and are
knowledgeable about the product and its customers. It can take the form of polling several
groups, such as executives, the sales staff, the customers, and the market experts. Firms
can also use the Delphi method, which uses a panel of corporate executives and experts but
questioning them separately, which makes it different from the jury of executives mentioned
above that meet together and form a collective view. If the firm has an international
connection through its product, it can also form a council of distinguished foreign dignitaries
and business people to get their global perspectives on the events and issues related to its
market share and international consumer behavior.

6.9.2 Surveys and Market Research

The idea of utilizing surveys in forecasting stems from the fact that most major decisions
of individuals and firms are usually preconceived and mostly predetermined. The required
expenditures are planned and allocated before the actual spending. This constitutes a good
rationale for surveying people on their plans and intentions, which is most likely to reveal
valuable information for forecasting. This is why it is justified for US firms to spend billions
of dollars on surveys that enlist millions of people who are asked variety of questions that
ultimately have strong economic relevance. Among the famous surveys are the surveys
of consumer’s expenditures that are conducted by the Bureau of the Census; surveys of
business executives, which are conducted by a consortium of institutions such as the US
Department of Commerce, the Securities and Exchange Commission, the National Indus-
trial Conference Board, and McGraw-Hill Publishing Company. The third famous set of
surveys is the surveys of inventory changes and sales expectations that are conducted by the
US Department of Commerce, the Institute for Supply Management, and Dun & Bradstreet
Company. Another important survey related to consumers in the national context is the
Survey of Consumer Confidence, which produces three monthly indexes: the Consumer
Confidence Index, the Present Situation Index, and the Expectations Index.

When it comes to the short-term projections, surveying people proves most significant,
as people are assumed to provide insights into their intended actions on financial and
economic matters. This technique is perhaps the only available way to predict consumer’s
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responses on a new product. Over time, surveys have proved their great capacity to reveal
the nature and direction of changes in consumer tastes and preferences.

As for market research, it is a general area that may include questionnaires, observations,
“clinical tests,” field interviews, and focus groups. The primary purpose is to know the
consumer well, demographically, economically, socially, and psychologically. Knowing
the consumer means knowing what to produce and how to market the product. Market
research is often used to introduce a new product, a new improvement on an existing
product, or even to introduce a new business or new market. Data obtained through the
various research techniques are often extrapolated qualitatively and quantitatively to form
certain predictions.

6.10 FORECASTING ACCURACY AND RELIABILITY

Forecasting accuracy and reliability refer to the predictive consistency and effectiveness of
the forecasting process and to its capacity to come up with forecast values that are as close
as possible to the actual values that would be realized later. Such closeness and consistency
between the forecast value and the actual value mean that the difference between them has
to be kept as minimum as to make it totally insignificant. The difference or the error term
is typically due to many reasons related to the design of the model, its specifications, the
type of data and the way of collecting them, and the process of data analysis. The major
reasons of errors are as follows:

* The omitted variables.

* The equation misspecification.

¢ The random fluctuations.

® The economic misinterpretations.

* The explanatory variables identification and reliance.

As we have seen, there are typical tests of the forecast goodness that target the value of
error and see if it is at its minimum. Among these are the following:

e The average absolute error (AAE) or MAD:

T |A - F]|
—.

AAE or MAD =
® The RMSE or the sample mean forecast error (SMFE):

i[A - F]?
RMSE =SMFE = | ———.
n—p
e Correlation coefficient (r):

OAF

r = .
Op - OF

Accuracy of any forecast has an inverse relationship with the time horizon of the forecast.
The shorter the past period of time the forecaster uses and the shorter the future period
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he would predict for, the more accurate the forecast. In other words, the recent past is
much more predictive for the near future. Accuracy is often related to more careful and
sophisticated procedures that cost a lot, which should make managers aware that the more
the desire and enthusiasm to get accurate forecast, the more willingness is required to bear
the necessary cost. Despite the fact that the very idea of forecasting is invented basically
to help managers make educated and confident judgment in their decision process for the
future, sound subjective judgment about forecasting is required of them, so much as to
make this a circle of interdependent subjectivity in decision making.

SUMMARY

¢ Following both the theoretical analysis and empirical estimation of demand in Chap-
ters 4 and 5, this chapter completes the trend of thought into forecasting demand.
Forecasting is the process of predicting the future state and value of economic vari-
ables and probing into their potential changes. It is about projecting the past and present
data into the future using the current knowledge and skills. The major justification of
forecasting is to learn from past experience, reduce life’s uncertainties, and minimize
risks. As for the managerial purposes, economic forecasting helps in both the short-
term operational decisions as well as in the planning for the long-term growth and
stability.

e There are many forecasting methods. Each can be used for the most appropriate condition.
Choosing the right method depends on several factors such as the nature of what is being
predicted and the purpose of the forecast, time frame for the projection, time available and
lead time, cost of the process, the accuracy level, data availability and appropriateness,
and the complexity of the forecasting model.

* Models of forecasting are categorized into quantitative and qualitative models based
on the analytical methods used. Quantitative models are those that utilized numerical
historical data. They have two subcategories: (1) structural models, such as econometrical
models, depend on assessing the relationship between the related variables as dependent
and independent; (2) nonstructural models are concerned with observing the patterns of
change in variables over time. Barometric and time series models are representative of
the nonstructural types of models. The qualitative models depend on descriptive ways
to examine and interpret the observation in order to discuss the underlying patterns of
relationships and to infer their meaning and significance. These models utilize value
judgment, but by experts and collective measures such as polls, surveys, and market
research.

e This chapter focuses on the time series model as one of the most common and practical
models of forecasting. It uses historical data and utilizes a simple bivariate regression
analysis, where time trend serves as the explanatory variable for the changes in the
dependent variables. Several common possibilities of variation in the time series data
were addressed such as the secular trend, seasonal variations, cyclical fluctuations, and
random changes. Recognizing these variations requires that the regression estimates be
adjusted according to these variations in order to more closely and fairly reflect the
reality. Three methods to capture the impact of seasonality were addressed: the simple
average of errors method, the actual-to-forecast ratio method, and the dummy variables
method.
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* Smoothed forecast is another way to treat the time series data that are characterized by
slow and infrequent changes or certain degree of randomness and irregularity. Three
smoothing techniques were explained: the simple moving average, the weighted moving
average, and the exponential smoothing. Two more methods were addressed to check
for the appropriateness of the forecasting techniques in terms of how close the estimates
were to the actual data. These methods are the root-mean-square error (RMSE) and the
mean absolute deviation (MAD).

e Barometric forecasting is another way that depends on the composite indices of the
economy as they are assumed to smooth out random variations and provide more reliable
predictions and less confusing signals. One of the most popular composite indices is the
leading economic indicator (LEI), which can typically signal the march toward economic
recession or the way to recovery.

e The most common and reliable techniques used in forecasting are the econometric
models, whether they use the single-equation model or multiple-equation model. They
are distinct from other forecasting models in that they rely on causal reasoning as opposed
to mere extrapolating of past data. The process of forecasting in the econometric models
involves substituting the predicted values of the explanatory variables into the estimated
regression equation to obtain the predicted value of the dependent variable during the
period of forecast.

e Another way of forecasting involves using an input—output table that would show the
extent and degree of interdependence among the various variables, sectors, and indus-
tries. Other judgmental ways of forecasting can also include consumer surveys, market
research, people’s poles, and expert views and opinions. The last topic in this chapter
addresses forecasting accuracy and reliability, which refers to the predictive consistency
and effectiveness of the forecasting process and its capacity to deliver forecasted values
that are as close as possible to the actual values that will be realized later.

KEY TERMS

forecasting smoothing technique coincidental indicators
structural models simple moving average single-equation model
nonstructural models root-mean-square error (RMSE) multiple-equation model
time series analysis weighted moving average input—output matrix
secular trend exponential smoothing direct-requirement table
seasonal variation mean absolute deviation (MAD) output-distribution table
cyclical fluctuations barometric forecasting total-requirement table
random changes leading indicators judgmental models
dummy variable lagging indicators forecasting accuracy
LIST OF FORMULAS

¢ The linear function:
Y, =a+ Bt.
® The quadratic function:
Y, = a4+ pt 4yt



LIST OF FORMULAS
The exponential function:
Y, =ap’.
The logarithmic function:
logY, =loga + ¢ log B.
Seasonally adjusted forecast:
Fyu = F[A/F],.
Sample moving average:

A+Aa+A 2+ A
p

A1 =

Root-mean-square error (RMSE):

IS[A, — F2
min RMSE = Z[’—’].
n—p

Weighted moving average:

P wi(A) +wa(A—) +w3(Ar2) + ..o wp(Ar—py1)
1= S i :

Smoothed forecast:
Fioi=F +alA - F.

Mean absolute deviation (MAD):
A—F
map = =4 Fl.
n

Econometric equation:
Y =a+ Bixi + Baxa + ... Buxy + €.

Reduced form for the current AC:

o B+ B2 B+ B3 1
Atz t— 3 .
C |:1—/32:|+|:1—/32i|GNP1+|:1—/32:|’+|:1—/32:|8
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EXERCISES

Explain the nature and purpose of economic forecasting and how significant it is in the
context of managerial economics.

2. List and compare the various models of forecasting in terms of their advantages,
disadvantages, and how they fit into specific needs of the business firms.

3. List and explain the possible variations in the time series data. How are they different
from each other? How would they affect the data and how would they be counted
for?

4. Explain the concept of smoothing in forecasting. List and compare the various types
of smoothing techniques and when they would be needed and how would they
work.

5. Explain the econometric method of forecasting and describe the process from specify-
ing the econometric equation to having the final results of forecasted variables. How
would you rank the econometric models among the rest of the forecasting models
and why?

6. Consider the following actual data for sales during the 12 months of 2012.

Month Actual Sales Three-Month Moving Average MAD, MAD,
January 71,290
February 70,912
March 62,540
April 64,258
May 68,912
June 70,512
July 72,436
August 70,887
September 68,500
October 64,312
November 61,850
December 66,275
(a) Fill in the third column of 3-month moving average.
(b) Calculate the forecast value of sales in January of 2013.
(c) Calculate the forecast value of sales in February 2013 if January sales turn out to
be 70,937.

7. Use the data in question 6 to calculate 5-month weighted moving average to obtain the
forecast value of sales in January 2013 if the last 5 months of 2012 are weighted by
0.12,0.17,0.15, 0.21, 0.19, respectively.

8. Use the exponential smoothing technique to predict the sales value of January 2013

given that the actual sales for December 2012 is 66,275 and the forecast sale is what
you got in Column 3. Consider an «-value of 0.31.
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9. Use Columns 2 and 3 of the table in question 6 as the actual and forecasted values
to calculate the mean absolute deviation (MAD) for the period April to December.
Record the results in Column 4 of the table.

10. Repeat the process in question 9 to obtain the mean absolute deviation (MAD) after
dropping April values and adding January 2013 values as calculated and given in
questions 6(b) and 6(c). Record your results in Column 5.
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PRODUCTION THEORY

As is clear from the previous chapters, the focus of managerial economics is on the parts of
microeconomics that are useful in practical application. The unique contribution of manage-
rial economics is its formulation and the use of analytical models to facilitate application of
microeconomic principles. Managerial economics connects theory with quantitative meth-
ods using analytical models. For example, microeconomics provides a general model of
consumer behavior that leads to the notion of consumer demand for a product and related
concepts such as elasticity. Quantitative methods provide tools for estimating unknown pa-
rameters. Demand models bring the theory and methods together to enable applied demand
analysis. Similarly, microeconomics provides a general model of production and related
concepts such as the marginal rate of technical substitution (MRTS) and returns to
scale. Again, quantitative methods provide tools for estimating any unknown parameters.
This chapter provides a review of the economic theory of production, but more importantly,
it provides analytical models that tie the theory and quantitative methods together. This
leads to methods for measuring concepts such as factor substitution and returns to scale.

Neither theory nor quantitative methods can have much practical use without the critical
link between them. Due to epistemic (systems) and aleatory (random) uncertainty, the
analytical model should ideally be robust; that is, it should enable acceptable performance
in both kinds of uncertainty. As we continue, the managerial economics approach will be
applied to facilitate analysis of production.

7.1 VARIABILITY OF INPUTS THROUGHOUT TIME

In terms of how inputs of production are related to the time span, a simplified (but practical)
model of production considers three periods through which production takes place: (1)
market period, when all inputs are considered fixed; (2) short-run period, when at least
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one input is fixed; and (3) long-run period, when all inputs become variable. The span of
these periods progresses from shorter to longer. For example, for a young entrepreneur who
has just started his own landscape job, everything would seem fixed in the morning after
the storm. He might manage to clear a couple of driveways of the falling branches using a
handsaw and wheelbarrow. In the short run, he might buy a chainsaw and a larger cart, but
in the long run, every factor in his production setup would be subject to change. He will
have more employees, some of whom will be skillful and experienced; more equipment,
some of which will be sophisticated; a fleet of trucks; and a host of other services. This
period is extended into the future, and that is why it is called the long run.

In a more advanced analysis, dynamic models go beyond the assumptions of these three
discrete stages to a continuous and more flexible concept of variability of production inputs
throughout the time span.

7.2 PRODUCTION FUNCTION

The economic theory of production provides a framework for quantitative analysis of
production and cost. In addition, though not obvious, this theory provides a qualitative
guide to production decisions; this is illustrated in the following example.

The Wall Street Journal reports the case of a manufacturing firm in Connecticut, which
moved its operations from Bristol, CT, to Juarez, Mexico, and then moved back to Con-
necticut 4 years later, for economic reasons. Why do you think the firm may have moved
in the first place? Although there is usually a standard explanation for this type of move,
can you guess why it moved back; that is, what were the economic reasons for the return to
Connecticut? Is it possible that a production economics principle could have been consid-
ered “on the back of an envelope” rather than being ignored in making the move to Juarez?
Let us begin with an overview of some basic concepts such as the production function.

The production function is usually the starting point for describing the theory of
production economics. It describes the relationship between inputs and output of production.
In particular, it refers to the various ways to transform inputs into output. The production
function specifies the maximum level of output obtainable from any given inputs. In other
words, the production function implies (and targets) efficiency, specifically what is called
technological efficiency, the process that yields the highest possible level of output when
employing a particular set of inputs.

Using a very general algebraic form, the production function for a single product is
expressed as

y:f(xl’XZ’”'vxn)v

where both sides of production, y the output and x; the input vector, are usually mea-
sured in physical units. Table 7.1 gives numerical examples of how we can obtain var-
ious levels of output by choosing different combinations of labor units (the first row)
and capital units (the first column). For example, employing 20 workers and 10 pieces
of equipment gives 60 units of output. However, if we want to increase production ten-
fold, that is, to obtain 600 units of output, we would need to increase the number of
workers to 50 and pieces of equipment to 20. The 600 units of output can also be pro-
duced by other combinations such as 80 workers and 10 pieces of equipment, or 60
workers and 15 pieces of equipment, and so on. The choice of a specific combination
of inputs to produce a certain level of output is a managerial decision that takes sev-
eral economic factors into consideration. Figure 7.1 discreetly depicts the production
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TABLE 7.1 Production Function
Labor — 10 20 30 40 50 60 70 80 90 100
J Capital
5 10 20 40 60 160 290 440 500 550 520
10 30 60 160 290 430 550 580 600 590 560
15 60 160 290 440 550 600 620 620 610 590
20 100 240 440 550 600 620 630 630 630 620
25 160 290 550 580 610 630 640 640 640 640
30 160 320 550 600 620 630 640 650 650 650
35 160 440 550 600 620 630 640 650 660 660
40 130 440 500 550 600 620 640 650 660 670

FIGURE 7.1
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surface as it forms out of the top surfaces of the vertical bars, which represent the possible
levels of output that can be produced by various sets of inputs. The height of the bars stands
for the levels of output, while the right dimension on the ground displays the labor units
and the left dimension shows the capital units.

7.3 GRAPHICAL REPRESENTATION OF THE PRODUCTION FUNCTION

Let us consider a more specific model of the production function with a single variable input
using algebra. Assume an output of a synthesized hormone, y, and input of a microbe used
in its manufacture, x;. With this notation, we can characterize the manufacturing process
algebraically by the following production function with parameters, a and b, which could,
of course, be estimated by the maximum likelihood method using experimental data:

y =ax?.

Let us take a look at the curve of this production function as it changes for different values
of parameter a, to see how it behaves. Note that as the value of parameter a increases, the
total product (TP) curve shifts upward (Figure 7.2a). Now, let us look at this production
function for different values of parameter b, as shown in Figure 7.2b. Note how the TP
curve pivots upward with increasing values of parameter b. If we focus on a particular

TP
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FIGURE 7.2
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production function such as y = 10x;%3, we can see how the average product (AP) and
the marginal product (MP) get their shapes. Although we will discuss AP and MP later
in detail, it is sufficient to say here that AP is the output per unit of input at a certain level
of that input; that is, AP = y/x;. In this case, it is expressed as AP = 10x; 3. AP can be
interpreted as a measure of the productivity of an input, where its value can be very small
but does not go below zero. MP of an input is the first derivative of output with respect to
that input, or (dy/dx;). In this case, it is expressed as MP = 5x;~%. MP is interpreted as
the change in output per unit increase in input at a particular input level. Figures 7.2c and
7.2d show AP and MP, respectively.

The three popular analytical production functions involving two or more variable inputs
are (1) the linear function, given as y = ax; + bx,; (2) Cobb—Douglas type, given as
y = ax;”x,; and (3) the Leontief production function, expressed as y = min(ax;, bx»).

These functions are analytical models of production that can accommodate any number
of inputs. Each has implications for the ability to substitute one input for another and for
returns to scale.

If the number of inputs is 2 or if employment of all but two of the inputs is fixed, then the
production function is graphed as a surface in three dimensions. If output is on the vertical
axis, then the points of intersection between the production surface and a plane parallel to
either the y—x; or y—x; planes show TP. The points of intersection between the production
surface and a plane parallel to the x;—x; plane reveal the input combinations on the x;—x;
plane, which correspond to a given level of output.

Let us look at the three-dimensional graphs (Figures 7.3, 7.4, and 7.5) for these produc-
tion functions. In this example, parameters for the linear function are @ = 2 and b = 3, the
Cobb-Douglas function are ¢ = 10, b = 0.2, and ¢ = 0.5, and for the Leontief function,
a=3and b =3.

FIGURE 7.3
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FIGURE 7.4

FIGURE 7.5
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FIGURE 7.6

Any input combinations corresponding to a certain level of output form a contour line
called an isoquant, the slope of which is called the MRTS. This slope indicates how well
the inputs substitute for one another.

Factor substitution is an important characteristic of production with two or more vari-
able inputs. It can be investigated by a statistical analysis of production and, therefore,
can be studied to provide information of interest for management decisions. Substitu-
tion possibilities are indicated by the shape of isoquants. Linear isoquants show that
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substituting one input for another can be easily accomplished to maintain production
levels. They appear like parallel straight lines between the axes. Traditionally looking iso-
quants that are bowed toward the origin are exhibited by a production function such as the
Cobb-Douglas. They show that substitution is possible but becomes increasingly difficult.
Isoquants that are bowed to be L-shaped indicate that input substitution is not possible.
These types of isoquants are exhibited by the Leontief production function. Isoquant maps
associated with the three production functions are shown in Figures 7.6, 7.7, and 7.8.
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FIGURE 7.8

7.4 SHORT-RUN, ONE VARIABLE INPUT FUNCTION

Let us specify the production function (¥) as a short-run function for a certain product that
is produced by using two inputs, capital (K) and labor (L). Let us also assume that we hold
capital constant at a certain level and allow labor (L) to vary while we observe how the
output (Q) changes according to the change in labor:

QL = f(Ko., L). (7.1)

Table 7.2 shows a similar scenario in numbers. The units of labor (L) used in production
are listed in Column 1, and the TP produced by the utilization of those labor units is listed
in Column 2 and shown in the upper panel of Figure 7.9.
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TABLE 7.2
L TP MP, AP, er Stages
0 0 0 0 0 /
1 8 8 8 1
2 20 12 10 12 Stage [
3 33 13 11 1.18 er > 1
4 47 14 11.75 1.19 Stage I1
5 60 13 12 1.08 0<e <1
6 69 9 11.5 0.78
7 75 6 10.7 0.56 )
8 77 2 9.6 0.21 Stage I1I
9 76 -1 8.4 —0.12 e <0
10 73 -3 7.3 —0.41
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Equation (7.1) can also be written as equal to the TP related to the variable input, which
in this case is labor (L):

O = f(Ko, L) =TP,,

where TP, is the TP of labor, defined as the maximum amount of product that can be
produced using a certain set of capital and labor inputs, K is constant, and L is variable.
The marginal product of labor (MP;) is the change in the total product of labor (TP;) as a
result of the change in units of labor. It is the change in TP, brought about by the last unit
of labor entering production. This change can be expressed as the partial derivative of the
production function with respect to labor:

ATP,,
MP, = ,
AL
of (Ko, L
mp, = YKo L)
oL
TP,
MP, = .
oL

Column 3 of Table 7.2 and the lower panel of Figure 7.9 shows how the MP; changes
according to the change in TP.

Similarly, we can express the marginal product of capital (MPy) if we hold labor constant
and allow capital to vary:

ATPk
MPg = — &
AK
3f (Ko, L
MP; — f (Ko 0)7
9K
JTP
MPg = — X,
9K

Average product of labor (AP, ) is obtained by dividing TP, by the input units (L):

TP,
AP, = —.
L

Note how AP changes with the addition of more units of labor, as shown in Table 7.2 and
Figure 7.9.
7.5 DYNAMIC RELATIONS AMONG PRODUCTION CURVES

Looking closely at Table 7.2 and Figure 7.9, we can make the following observations,
which point out how the total, marginal, and average products are related to each other:

1. As labor input increases, such as hiring additional workers, while equipment stays
the same, the total output or TP, would change in three different ways:



DYNAMIC RELATIONS AMONG PRODUCTION CURVES 253

(a) It would increase at an increasing rate between points O and A on the upper panel
of the graph. This is represented by the number of workers up to 4 in Table 7.2.
Point A is called the point of inflection. It is the point at which the rate of growth
in TP changes from increasing to decreasing.

(b) It would continue to increase between points A and C but at a decreasing rate
at C, and TP reaches its maximum. Table 7.2 shows that this phase of growth
occurs between adding the fifth and the eighth worker. To be precise, it is a little
beyond the eighth unit, but we approximate it at the eighth unit since we are using
workers as non-divisible units.

(c) It would decrease right after point C, as shown by the dashed segment of the TP;,
curve. Table 7.2 shows the decrease beyond the eighth worker as TP drops from
77 to 76 and 73 units when the ninth and tenth workers are added.

. Since MP;, is equal to the partial derivative of the TP, function, it is equal to the slope

of TP, at any point. The slope gets to its maximum at point A, corresponding to point

D in the lower panel of the graph, where MP;, reaches its maximum. The slope of

TP, decreases to zero as it becomes a horizontal line at point C where TP, reaches its

maximum. This corresponds to point F' in the lower panel where MP; reaches zero.

. Since AP, is obtained by dividing TP by the number of units of labor (AP, = L),
it can also be obtained as the slope of any line (cord) extended from the origin (O) to
any point on the TP curve. For example, the slope of OB can be obtained by

Rise
Slope OB = —
Run
GB 60
= —=—=12.
OB 5
It is the same as
TP 60
AP, = — L = = —12.
L 5

This corresponds to point E on the lower panel of the graph, which happens to be
the highest point on the AP, curve. Similarly, we can consider another cord such
as OH:

Ri
Slope OH = i
Run
HJ 33
= —=—=11.
oJ 3
It is the same as
TP, 33

AP, = —£ = 22 — 11,
L= 3

It corresponds to point / on the AP, curve.
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4. MP, intersects with AP;, at the point when AP, reaches its maximum. This is point £
in the lower panel of the graph. Mathematically, this case can be derived by differen-
tiating the AP function and setting the first derivative with respect to labor to zero:

TP Ko, L
ap, = TPL_ fKol) _ 01

L L L
00
Ll —=1|—
IAP, [E)L] 0
aL L2 ’
9AP,  L[MP.]—Q “o
aL L2 o
LIMP.] -0 =0,
LIMP.] = 0,
MP;, = %,
MP, = AP, .

The level of input (the number of workers in this case) at which this equality occurs
is called the extensive margin of production, because any added input beyond this
point (point K in the lower panel of the graph) would cause AP to fall.

5. At any level of input before the extensive margin of production (point K), MP is
higher than AP, but AP is rising to the top:

MPL > APL,
J0AP,
oL

> 0.

At any level of input beyond the extensive margin of production (point K), MP is
lower than AP, which is falling from the top throughout this phase:

MPL < APL,
0AP, _o.
oL

This implies that only at the point of equality (£) does AP, remain stationary, neither
rising nor falling:

MP; = AP,
0AP
L~o.
oL

6. Relating MP, to AP, would also produce what is called the production elasticity
of labor (e). It is defined as the responsiveness of output to changes in input.
In this case, it would reflect how TP responds if we hire five additional workers.
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Like any elasticity, this is measured by the proportionate rate of change in Q with

respect to L:
00 [ L
SL = = |
oL | O
00,
oL
3 - T 3 >
"o
MP,

AP,

&L =

So, the production elasticity is obtained by the ratio of MP to AP. It is calculated in
Column 5 of Table 7.2. We can observe that when

€L>1=MPL>APL,
0<e <1=0<MP, < AP,
e <1 =MP; <O.

7. The above-mentioned ranges of production elasticity are distinctively related to what
is known as the three stages of production:

(a) Stage I: This stage of production extends from the start to the point of equality
between MP and AP at E. It is characterized by a steadily rising AP, until it
reaches its maximum. The firm can continue to add additional workers during
this stage. MP;, is above AP, throughout this stage, although it has both rising
and declining segments. Production elasticity during this stage is larger than 1.
The number of labor units (K) that corresponds to the maximum AP, is called
the extensive margin.

(b) Stage II: This stage extends between the extensive margin and the intensive
margin (F), which is the level of labor at which MP reaches zero. During this
stage, both AP; and MP;, decline, but AP; is higher than MP;, throughout this
stage. The production elasticity is larger than zero but less than 1.

(c) Stage III: This stage is beyond the intensive margin of labor at F, where MP;,
becomes negative beyond that point. Both TP, and AP, decline during this
stage, and production elasticity is negative. An effective management would not
recommend operating at this stage. In fact, even during Stage I, operation is not
recommended. Only Stage II would be recommended for the firm to operate; that
is to specify the maximizing profit operation between the extensive and intensive
margins of labor.

Example 7.1
Consider the following Cobb-Douglas production function:

TP = 70(K)*6(L)*4.

(a) Find APK and APL
(b) Find MPx and MP;.
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Consider (a) and (b) if K =

Solution:

(a) TP = 70(K)*O(L)"4:

(b) TP = 70(K )°6(L)"4:

PRODUCTION THEORY

20 and L = 100 units.

APg = —

= T
— 7O(K)—0.4(L)0A4

_ 70 (K)0.6 (L)0.4
B L
= 70(K)"°(L)"°

9TP 170 (K)™* (L)™'

MPy =
K= %K 9K
= (0.6)(70)(K)~**(L)**
L 0.4
— H
K
|:100]04
=42 —
20
= 79.95.
TP 8 0.6 0.4
MPL:a_ _ AT0(K)* ()™
oL oL

(0.6)(70)(L) (k)™
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K 0.6
<[]
L

Example 7.2
0 is a Cobb—Douglas production function using two inputs, capital (K) and labor (L), and
expressed as

Q = 90(K)'*(L)*>. (1.2)
Derive the reduced formulas for (a) MPg, (b) MP;, (c) APk, and (d) AP;.
Solution:

(a)

90 _ B190(K)'* (L)*7]

MPg = = —
K= 9K 9K

)

90
MPy = = (K)23 (LY.

- 2/3 . 2/3 _ o .
Substituting the value of (L)“/° from Equation (7.2), (L))" = 0K

MPx = 30(K)"*/3 [L] ,

90(K )!/3
MPy = %(1()*1
or
0
MPy = —.
K73k

(b)

90 9[90(K)'*(L)*°]
9L aL
MP, = 60 (L)~ '3 (K)'/?.

MP; =

]
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Substituting the value of (K)'/? from Equation (7.2), (K)'/?

MPL=60(L)"/3|: Q }

90(L)*/3
2
mp, = 221y
3
or
2
mp, — 22
3L

(©

90 (K)l/3 (L)2/3

APy = X

APg =90 (K)™*3(L)*?,

(L)2/3
APx =90 [W} .
Substituting the value of (L)*”? from Equation (7.2), (L)*3
_9Q
_ 90(K)!/3
AP[( =90 W s
APy = 0K,
0
APy = T
(d)
90(K 1/3 2/3
Ap, = DK L)
L
AP =90 (K)'* (L)™'?,

(K)'

o .
90(L)!/3

__9 .
~90(K)!1/3
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o 1/3 _ Q .
Substituting (K)'/° = —90(L)2 7 0
_ 90(L)2/3
AP, = QL™,
0
AP; = T
Example 7.3
Find the values of TP, APg, AP;, MPg, and MP,, if K = 15 and L = 65.
Solution:
TP = Q = 90(15)'/3(65)*3 = 3588,
APy = Q _ 3588 =239.2
K=k 15 T TT”
QO 3588
AP = — = —— =552,
PTLT 6
3588
MPg = 2 = =179.7,
3K  3x15
2 2(3588
mp, = 22 2698 _ 5o
3L 3 x 65
Example 7.4

Find the production elasticity of capital (ex) and labor (&), given the production function
0 =20(K)">(L)*>.

Solution:
0
MPy = —,
K™ 5k
0
APg = X’
MPg
K = APy
Q2
_ 5K
Q
K
0 K
= — X —
K 0

DN — W
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MP, = —

AP, = =

&L =

L
40

7.6 LAW OF DIMINISHING MARGINAL RETURNS

The law of diminishing returns refers to the declining MP after a certain point in production.
Itis a short-run concept and considered one of the major technical relationships in economics
that has crucial implications. It states that adding successive units of a specific input to
production, while holding other inputs constant, would eventually cause productivity to
decline. It is associated with the classic notion by Malthus who observed that continuous
addition of labor into a particular piece of land would eventually cause land production to
decline. Graphically, this decline starts to occur beyond the point of inflection (point A) on
the upper panel and the peak of MP at point D on the lower panel. The TP will continue to
increase but at a decreasing rate and the MP would still be positive but decline all the way
to zero and negative levels. Table 7.2 shows how the increments in TP go from the top 14
to 13,9, 6, 2, —1, —3 as reflected by the MP figures beyond point D. Mathematically, the
case of diminishing marginal returns requires the first partial derivative of TP to be positive
and the second partial derivative be negative for any input that is variable:

9TP
—— =MP; >0,
oL
9*’TP  9MP,
— = <0,
9L2 oL
or
TP
— =MPg > 0,
9K
92TP  9MPx
= < 0.

9K2 9K
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7.7 LONG-RUN, TWO VARIABLE INPUT FUNCTION

The short-run analysis was about the production function with only one variable input,
holding the rest constant. In the long run, all inputs have the potential to become variable.
Here, we focus on a production function with two inputs, both of them variable. We can
assume that managerial decisions would allow the use of any appropriate combination of
the two inputs to produce a certain level of output. This should remind us of the theory
of consumer choice, when we discussed the utilization of two commodities, in different
combinations, to obtain a certain level of consumer utility. The technical tool for that was
the indifference curve (IC). Here, we use a parallel concept of isoquants and its related
concepts such as MRTS, which is an analogous tool to the marginal rate of substitution
(MRS) in consumer choice.

Isoquants An isoquant (IQU) is a locus of points representing various combinations of
two inputs to produce a certain level of output. The combination is assumed to be the most
technologically efficient way of combining the inputs. This refers to the combination that
is least costly to obtain the target level of output. As with the IC, a movement along the
isoquant changes the ratio of the inputs but does not change the level of output. The utility
level remains the same on the IC, so does the level of output on any given isoquant. Figure
7.10 shows a typical map of isoquants on a plane.

K 1QU, 1QU, 1QU,

Q =260
Q=180
Q=100
& L
N
L1 L2 L3 L4 L5 Le
FIGURE 7.10

The three isoquants represent three levels of output: 100, 180, and 260. Each can be
produced by a combination of labor and capital determined by the location of a point on
the curve. Both points A and B on IQU; can produce 100 units of product but A uses an
amount of labor represented by L; and an amount of capital represented by K5, while B
also produces 100 units but with Ls and K. The same conclusion can be drawn from the
other two isoquants and the points on them. Suppose that the firm wants to increase its
output from 100 to 260 but wants to keep the same number of workers at Ls. Moving to the
isoquant of 260 holding Ls the same means that capital has to be increased from K to K3.
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We can visualize a map of isoquants in a three-dimensional graph as shown in Figure
7.11. As isoquants represent increasing output, if they are placed progressively away from
the origin in a two-dimensional graph, they would be projected up and toward the northeast
in a three-dimensional image. Collectively, their outer surface would form the production
surface that would resemble a half tent. Each projected contour would reflect the level
of production on the vertical axis. This is a more continuous visualization of production
surface compared with the discreet visualization shown previously in Figure 7.1.

Q
600
400 \
— | K
200 §emmmmmmmmmann /
1
: T ]
' 1 1
1 - r
H // ! —
K2 KS' / A 1
K1 1 1
1 1 :
i\
P\
P\
~\!
b, !
L3 /QU
S 6,
/QUQ } 0o
< 400
7 §200
L
FIGURE 7.11

Isoquants hold the same major characteristics of the ICs:

e They run parallel and do not cross each other.

® The farther they are from the origin toward the northeast, the higher the level of output
they represent.
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e They slope downward from northwest to southeast. This characteristic reveals the
nature of substitution between the two inputs if output is held constant. It leads to the
next topic of MRTS. As with the IC, the shape of an isoquant is typical unless
the production has a special case, such as the case of inputs as perfect substitutes or
the case of fixed-proportion production, in which the shape of isoquants would be,
respectively, a straight line going across the axis and a right-angle isoquant.

7.8 MARGINAL RATE OF TECHNICAL SUBSTITUTION (MRTS)

The concept of MRTS is parallel to the concept of MRS, which is related to the IC for
consumer choice. The negatively sloped, convex to the origin isoquant curve implies that
employing more labor units would require reducing capital units if output is to be held at
the same level. The MRTS shows how many units of capital have to be given up for each
additional unit of labor added to production, keeping the output level constant. It can be
expressed as the ratio of change in capital and change in labor, which in itself is equal to the
ratio of the partial derivatives related to the inputs, capital and labor, and ultimately equal
to the negative reverse ratio of MP of the two inputs:

AK  dK MP,
MRTS = — = — = — .
AL~ dL MPx

Mathematically, this can be obtained by taking the total derivative of the standard production
function Q = f(K, L):

_ |22 90
dQ_|:8L:|dL+[8K}dK,

= (MP, )dL + (MP )dK.

Since the output level is held constant along the isoquant, we can say that dQ is equal to
zero (dQ = 0):

0 = (MP, )dL + (MP)dK,
—(MPg)dK = (MP, )dL.

Rearranging the terms, we get

dk  MP,
dL ~ MPg’
where Q is constant and dQ = 0,
dK MP,
= = MRTS K/L»

dL|,o_y  MPg

and this is the MRTS of capital for labor.



264 PRODUCTION THEORY

The strict convexity of the isoquant dictates that the MRTS is a diminishing value along
the curve if we descend from northwest to southeast. This can be observed in the graph
shown in Figure 7.12. As we move from A to B, we gain | unit of labor for giving up 3
units of capital, which makes the MRTS equal to (—3). However, if we move further down
from B to C, we still gain 1 unit of labor but lose only 1/2 unit of capital, which makes the
MRTS equal to (— %) . So, the amount of input we give up declines for the same amount of
1Input we gain.

3 units
3

2
1/2 unit l 15
1

_> |
1 unit 1 unit

FIGURE 7.12

In essence, as we gain L, its MP, decreases, and as we lose K, its MPx increases.
Consequently, their ratio (which is the MRTS) decreases because of the division of a
smaller value by a larger value: (MRTSg,; = M—gi).

Consider a Cobb—Douglas production function such as

0 =C(K)"(L)’.
The MRTS between labor and capital is obtained as the ratio of MP; and MP:

_ 90 a1 g\ B
MP, = == = aC(L)"(K)

aQ

L’
00

=% _ @ g)B-1
MPg = 5K = BC(L)(K)

O
K

’
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aQ
__Mp, o
MRTS = MP, @
K

aQ K

= — X —

L BO

Example 7.5
Suppose that, for an isoquant of 150 units, the production function is Q = 15(K)"?(L)".
Find

(a) the isoquant equation in terms of labor; and
(b) prove that this isoquant is descending from northwest to southeast and convex at the
origin.

Solution:

(a) 150 = 15(K)"/2(L)"/?

150
12 _ —
(K™ = 150172 10,
(K)1/2 — IOL_I/Z,
— 10
K = m,
10 77
K = m )
o _ 100

(b) The down-sloping isoquant must have a negative derivative:

oK 100
oL L2

} =—100L2 < 0.

The convexity to the origin requires a positive second derivative:

02K 5200
— =200L73 == >0.
L2 L3
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7.9 THE ECONOMICALLY EFFICIENT REGION OF PRODUCTION

The economically efficient region of production is where the firm restricts its production.
Technically, it is where the MPs of inputs is positive, which leads to a negatively sloped
isoquant. When the MP turns negative and the production reaches its third stage, it would not
be wise to produce because isoquants would have positive slopes and the total production
would go down. We can see in Figure 7.13 where that economically efficient point of
production lies. It is where the isoquants take the typical shape; that is, the negatively
sloped segments between the two ridgelines, OAE and OBE. The dashed segments on both
sides of each isoquant are not suitable for production since the slope (MRTY) is either zero,
where the tangent line is perfectly horizontal such as at point B of the second isoquant, or
is equal to oo, where the tangent line is perfectly vertical such as at point A. In between A
and B, the isoquant would have its normal negative slope, which would make that region
the best time of production and which corresponds to Stage II. So, collectively all good
segments of the entire isoquant map would be stretched between the two ridgelines, OAE
and OBE, shown as the shaded area in the graph.

£ ,lQus=700

[

/

|/ /1au, =600

/'lQUg = 500

-7
=7

K, o~ 1QU; = 400
K, S ——— MRTS =0
+7fQu; = 300
4 L

FIGURE 7.13

Generally, the firm would prefer to produce at a negatively sloped segment of the isoquant
because it can minimize the cost of production. We can clearly see that on the graph. Let
u’s consider IQU,, where production is 400 units. The firm would prefer achieving this
level production at B, employing L3 of labor and K of capital, over achieving it at D by
employing more of both inputs (L4 and K>). It would also prefer achieving the same level
of production (400 units) at A, by employing L; and K3, over achieving it at C, which
must employ more of both inputs (L, and K4). Any point between A and B on the isoquant
would be more cost effective than any other point on the dashed segments on both sides of
the isoquant.
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7.10 RETURNS TO SCALE

Returns to scale refers to how output responds to proportionate changes (increase and
decrease) in all inputs. Three major types of responses can be observed:

(a) Constant returns to scale are obtained when output changes by the same percentage
as the change in inputs. For example, if both inputs, labor and capital, are doubled
and, consequently, the output is also doubled, we say that the production function
has exhibited constant returns to scale. We can express this mathematically. Suppose
that both inputs, labor and capital, are increased by a constant (C), then the output
would also increase by a factor equal to (C):

f(CL,CK) = Cf(L,K) C >0
Cf(L,K)=hQ h=C.

Constant returns to scale is a condition that results from the production function
being homogeneous of degree 1.
(b) Increasing returns to scale are obtained when output changes by a higher percent-
age than the percentage of change in inputs. For example, if the inputs are doubled,
then the output would be more than double:

f(CL,CK) = Cf(L,K) C >0
Cf(L,K)=hQ h>C.

Increasing returns to scale is a condition that results from the production function
being homogeneous of degree greater than 1.
(c) Decreasing returns to scale are obtained when output changes by a lower percentage
than the percentage of change in inputs. If the inputs are doubled, then the resulting
output would be less than double:

f(CL,CK) =Cf(L,K) C >0.
Cf(L,K)=hQ h<C.

Decreasing returns to scale is a condition that results from the production function
being homogeneous of degree less than 1.

In Figure 7.14, the inputs of labor and capital are doubled, from (L = 4 units; K = 2
units) to (L = 8 units, K = 4 units), in all of the three panels. On the top panel, the output
increases from 400 units to 800 units illustrating the constant returns to scale, with a 100%
increase in output. On the middle panel, the output increases from 400 to 1000 units, which
is a 150% increase. On the bottom panel, the output increases from 400 units to 600 units,
which is a 50% increase.
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K
I f100% (Constant rate)
.
“---.1QU =800
——— IQU =400
* * L
L 2L
K
N T150% (Increasing rate)
L ]
TT-.. QU = 1000
T—— QU =400
. ' 3 L
L 2L
K
f50% (Decreasing rate)
®-- ... 1QU =600
——— IQU =400
. . L
L 2L
FIGURE 7.14

Example 7.6
What would happen to the total output, Q, of the Cobb—Douglas production function, Q =
C(L)*(K)?, if we triple the amount of both inputs, labor and capital?

Solution:
0" = CBL)*(3K)*
= 3" CL)*(K)
=030

The amount of new output O* would depend on the value of (¢ + f):

e If (@ + B) =1, O* = 30 and the function would exhibit constant returns to scale.
e If (¢ + B) > 1, 0" > 30 and the function would exhibit increasing returns to scale.
o If (o + B) < 1, 0" < 30 and the function would exhibit decreasing returns to scale.
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7.11 ELASTICITY OF SUBSTITUTION

The elasticity of substitution in the production function refers to the extent to which one
input can substitute for another. More practically, it describes how easy or difficult it is for
a firm to substitute one input for another, such as the typical case of substituting capital
for labor. We know that the MRTS changes as we move along the typical isoquant. In fact,
it has been assumed that the MRTS decreases as the capital-labor ratio (K /L) decreases.
Substitution of input may be considered easy if MRTS does not change when there is a
change in K /L, and may otherwise be considered difficult if MRTS changes in response
to any change in K /L. The elasticity of substitution offers a measure of the proportionate
change in K /L relative to the proportionate change in MRTS. Since these changes occur
along one isoquant, they would determine the shape of the isoquant, as they reflect the degree
of its curvature. Mathematically, the elasticity of substitution (¢5) can be expressed as

K
Yo A —
L
%A(MRTS)
d(K/L)

K/L

dMRTS

MRTS

d(K/L) MRTS

= X .
K/L ~ dMRTS

o

Rearranging:

d(K/L) MRTS
= X .
dMRTS ~ K/L

&s

Since both MRTS and K/L are positive along the same direction, elasticity can be expressed
as a logarithmic derivative:

dIn(K /L)

gg = ————.
d In(MRTS)

Figure 7.15 shows how moving from one point (A) to another (B) along an isoquant
changes both the slope (MRTS) and the capital-labor ratio K /L, as in from % to g—g, and
how elasticity g is simply an expression of that relative change:

(K/L)p —(K/L)4

DA(K /L) = ,
) (K/L)a
b AMRTS) = (MRTS) — (MRTS) 4 ’
(MRTS) 4
% AK/L)a—p
Eg =

T BAMRTS)4_p
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Ai MRTS,

Bi MRTSg
, QU

FIGURE 7.15

The elasticity of substitution can also be expressed in terms of the production function

derivatives:
00 |00
oL 0K
920 7
0
0KoL
The elasticity of substitution (¢g) is commonly assumed to be constant. There are four

values of elasticity according to the type of production function, as explained in Sections
7.11.1,7.11.2,7.11.3, and 7.11.4.

&g =

7.11.1 Elasticity of the Cobb—Douglas Production Function
This function has an elasticity of substitution equal to 1. It is characterized by the typical
convexity of the isoquant, which implies the diminishing MRTS:

0 = f(K,L)=CK)* L),

F(aK,aL) = C(aK)*(aL)?
= Ca*"P(K)*(L)’.

The function would exhibit constant returns to scale when @ + B = 1. However, when
the constant « + S exceeds 1, the function would exhibit increasing returns to scale, and

when o + B < 1, it would show decreasing returns to scale.
It is linear in its logarithmic form:

InQ=IC+alnK +BInL.
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To find that the elasticity of substitution in this case is equal to 1, let us take MPs of the
two inputs:

0 = C(K)*(L),
MPy = aC(K)™'Q,
MP, = C(L)~'Q,
MP, BC(L)'Q

MRTS = ,
MPx «C(K)'0Q
K
MRTS = b (—) ;
a \ L
K MRTS «
— = — = = ZMRTS.
L B

R ™

Taking the natural log of both sides,

K o
In <—) =1In (— + lnMRTS> ,
L B
9 K
_ L MRTS

&= | oMRTS | © (K)

(5)

L
~ 9In(MRTS)

7.11.2 Elasticity of the Leontief Production Function

This function is also called the fixed-proportion production function. It has an elasticity of
substitution equal to zero. It is characterized by a single-point isoquant taking a right-angle
or L-shaped curve. There are only single points along a ray from the origin in which the
firm can operate, since the ratio K/L is fixed. It is similar to the case of perfect complements
for consumer commodities. The output in this function is given by the smaller of the two
mputs:

K L
QO = min |:—, —]a,b> 0,
a b

L —00
MRTS = — |:—i| ,
K
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where MRTS approaches zero if L > K, and reaches infinity if L < K:

gy = — = 0.
—00

This function also exhibits constant returns to scale:

aK oL

f(OlK,O[L) = [7, Ti|

—a f(K, L).

7.11.3 Leontief Technology and Linear Programming

The Leontief production function does not permit the flexibility in factor substitution
or variety in returns to scale that often dominate the nature of production models in
microeconomic theory. Even so, the Leontief model has special importance as a model
of production in the short run; that is, a period of time during which at least one input
is fixed (as discussed earlier). If substitution possibilities and returns to scale are actually
associated with a choice of production process or technology, then the flexibility and variety
envisioned by microeconomic theory will be possible only in the long run, when investments
permit changes in technology. Under this circumstance, short-run factor substitution and
returns to scale may be very limited or nonexistent, and the Leontief production function
will characterize the nature of the production function faced by managers. The Leontief
production function is especially useful in multioutput situations with resource limits, as the
following example reveals. Suppose that two products that employ some of the same types
of inputs are denoted by y; and y, and that the amount of the inputs, x| and x,, available is
fixed during the short run at x? and xg . Due to past investments in production processes, the
production of each can be characterized by the Leontief model: y; = min(a; x11, b1 x21):

y2 = min(az x12, by x2),

where x;; is the amount of input i used to make output j. The production function for y;
indicates that (1/a;) units of input x; and (1/b;) units of input x, are required to produce a
single unit of y;. The production function for y, indicates that (1/a;) units of x; and (1/b,)
units of x, are needed to produce a single unit of output y;. If the price of output y; is p;
and the price of output y, is p,, then the optimal allocation of the resources between the
outputs can be found from the solution of an inequality constrained optimization problem,
which features maximization of TVP (total value product) from both products subject to
resource limits:

Maximize p; min(a; x11, by X21) + p> min(ay x12, by X2),
Subject to X117 + X120 = X?,

_ 0
Xop + X0 = X5,

wherexn, X12, X21, X220 = 0.
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While in this description the optimization problem faced by a multioutput firm yields
an optimal production plan, a reformulation of the problem focused on the choice
of output levels results in the linear programming model described in Section 2.7,
which is more easily solved using the widely available computer programs. As an
added bonus, the following formulation also reduces the number of decision variables
by half:

Maximize p; y1 + p2 ¥,
Subjectto a; y; +axy, = x?,

P1 Y1+ P2y =x3,
where y;, y» = 0.

This linear programming formulation is known as a product-mix model. We are able to
leverage solution methods due to linear programming, courtesy of the Leontief production
function.

7.11.4 Elasticity of the Linear Production Function

This production function is also called the perfect-substitute production function. It exhibits
an infinite elasticity, and it is analogous to the case of perfect substitutes for consumer
commodities. It is characterized by a straight-line isoquant parallel to the slope (—S),
where MRTS is constant (% AMRTS = 0):

0 =aK +bL,
K
(1)
Eg = ———~,
% AMRTS
where K/L is constant,
dK
MRTS = —— =0
dL
1
= — =o0.
0

It can also be shown how this function exhibits constant returns to scale:

F(aK,alL) =axK + balL
= a(aK + bL)
=af(K,L)=«aQ.
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7.11.5 [Elasticity of the CES Production Function

This function is well known as the constant elasticity of substitution (CES) production
function. It is characterized by an elasticity value that is equal to any positive value.
Mathematically, it is specified by

0 =yBK " +(1—8§L "] 7.
Here

y is an efficiency parameter with a positive value: y > 0.
§ is a distribution parameter with a value between zero and one: 0 < § < 1.

p is a substitution parameter with a value equal to or above —1: p > —1.
Parameter p determines the value of elasticity as follows:

when p=0,e=1,
p =00, g5 =0,

p=—1, eg = 00.
Generally, the elasticity of substitution for this function is

1
&g = —.
s T+,

It also exhibits constant returns to scale:

Fora > 0:
f@kK.aL) = y[8(aK)™ + (1 — 8)aL) "]+
1
=y@?) PIK " +(1—8L "]
=af(K,L).
Example 7.7

What would be the elasticity of substitution for the following CES production function?

0 = 10[0.75K "' +0.25L~"1] 71,
1 1
85 e —
l=p 1411

= 0.083.
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7.11.6 Graphical Representation of CES

Let us consider a more general form of the CES production function with output y and
inputs xy, x:

y = alax{ + (1 —apx)/e,

where x;,x0 >0;a>0;0<a; <1;p<1;e>0.

This takes on the linear, Cobb—Douglas-type, and Leontief forms as special cases; hence, the
CES model may be regarded as relatively robust with respect to the shape of the isoquants
it can accommodate and the returns to scale it can exhibit. This means that there are values
of the parameters (a, a;, p, €) that enable this form to be essentially linear, Cobb—Douglas
type, or Leontief. Hence, statistical analysis of production based on this form enables the
data to inform about both input substitution and returns to scale. In fact, the CES model is
the workhorse of applied production analysis.

Because of the importance of the CES model in production analysis, we provide an
expression for it that can involve an arbitrary number of inputs. The CES production
function with output y and inputs x;, x2, . .. , X, has the form:

y=a(ax] +axy +--+ (- Zai)x,'l,))e/s,

x1>0x>0,...,x,>0,a>0,0<a;<1l;p<1; e>0fori=1,2,...,n—1.

As already mentioned, the shape of the CES production function surface depends on the
values of its parameters. The shape of its isoquants is determined by the value of parameter p.
Figure 7.16 shows the production surface of a CES when p = 1. The isoquants associated
with this function resemble the family of isoquants for the linear function, as shown in

FIGURE 7.16
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FIGURE 7.17

Figure 7.6 earlier. When p = 0, the production surface would seem to be bowed downward,
as shown in Figure 7.17. The isoquants for this function are similar to the isoquants of the
Cobb-Douglas function in their standard convexity to the origin, as shown in Figure 7.7.
If parameter p is a large (in an absolute value) negative number approaching —oo, then
the production surface would look like a corner of a pyramid with a ridge at the diagonal
line and two triangles sloping downward (Figure 7.18). The isoquants look like those of
the Leontief of the L-shaped isoquant, as shown in Figure 7.8.

FIGURE 7.18
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FIGURE 7.19

Note that the value of parameter p has no effect on returns to scale. It only affects
the shape of isoquants. The returns to scale exhibited by the CES production function are
determined by the value of parameter ¢. If ¢ < 1, then decreasing returns to scale are
evident. If ¢ = 1, there are constant returns to scale, and if ¢ > 1, there are increasing
returns to scale. Figure 7.19 shows a CES function with p value near 0 and ¢ > 1.

The statistical estimates of parameters p and & inform about factor substitution and
returns to scale, respectively. The linear, Cobb—Douglas-type, and Leontief production
functions are special cases of the CES function when these parameters have particular
values. Table 7.3 summarizes the conclusions that can be drawn on the basis of statistical
analysis of production data with the CES model.

TABLE 7.3 Factor Substitution and Returns to Scale of the CES Production Function
Depending on Parameter Values

Parameter p — ¢ | <0 0 1

<1 No substitution, Some substitution, Good substitution,
decreasing RTS decreasing RTS decreasing RTS

1 No substitution, Some substitution, Good substitution,
constant RTS constant RTS constant RTS

>1 No substitution, Some substitution, Good substitution,
increasing RTS increasing RTS increasing RTS

7.12 OPTIMAL EMPLOYMENT OF AN INPUT

A major question that many managers might ask is: “What would be the optimal amount
of a certain input to be employed in order to maximize profit?” The answer lies in one of
the most fundamental tools in economics: the “Equimarginal Principle,” which generally
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TABLE 7.4
Units of
Input (Q) TB MB (ATB) TC (QP) MC (ATC) NG (TB — TC)
1 12 12 6 6 6
2 22 10 12 6 10
3 30 8 18 6 12
{4 36 6 24 6 12}
5 40 4 30 6 10
6 42 2 36 6 6

states that an activity ought to be pursued until the marginal benefit (MB) equals the
marginal cost (MC). Let us take a look at Table 7.4.

Suppose that we are given the overall benefit that is obtained by adding successive units
of an input into a production process, such as what 1-6 units of that input generate and what
is in Column 2 of Table 7.4. On the basis of this column, we can track down the change that
each unit of input would cause; that is, the MB, calculated as the change in total benefit:
MB = ATB (Column 3). Suppose that each unit of input used costs the company $6.
The total cost can be obtained by multiplying the units used by per unit cost: TC = Q
x P (Column 4). As we could track down the change in benefits as a result of adding
any additional unit of input, we can track down the change in cost that is caused by any
additional unit of input used; that is, the MC, which is the change in the total cost for
successive units of input. There should be no surprise that every number in Column 5 is 6,
because it is $6 cost per unit the firm may decide to use. Now, in order to decide the optimal
number of units of input to use for maximizing the benefit, we apply the equimarginal
principle and note where MB equals MC. It would be at 4 units of input, where MB =
MC = 6. To prove that it maximizes the benefit, we can generate Column 6 to record the
net gain, which is simply the difference between the total benefit and the total cost. At the
fourth unit of input, the net benefit reaches its maximum of 12. One might ask the reason
for not choosing the third unit, where also the net gain is 12! The answer is that, at the third
unit, the MB is still larger than the cost (8§ > 6), which keeps on the motivation to use more
input until the MB becomes equal to the MC, signaling the point to stop. After that point,
the MB would be smaller than the MC (4 < 6), which would cause the net gain to decline
from 12 to 10, incurring a loss of 2. Graphically, we can see the optimal size of input of 4
where the MB curve crosses the MC curve on the upper panel of Figure 7.20. On the lower
panel, we can see that, at the fourth unit of input, the total benefit curve rises above the
total cost, producing the longest vertical distance between the two curves. This distance is
the maximum net benefit of 12.

7.13 TECHNOLOGICAL PROGRESS, INVENTION, AND INNOVATION

Technological progress refers to how much our knowledge has expanded and how the
advances are applied in the production of goods and services. It is a systematic process and
endogenous to the economic system. It has an incremental nature that spreads over the long
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4 p
FIGURE 7.20

run. Invention is a form of technological progress. It refers to coming up with new products
or new ways of using a product or rendering a service. Those new ways are most likely to
increase efficiency, especially in terms of increasing output, improving its quality, reducing
cost, or any combination of these objectives. Innovation has to do with the applications of the
new discoveries and inventions, especially in their first commercial use. This too is a long-
run concept that is tied to the way the economic system is structured and run. Successful
innovation pivots around two major economic requirements: (1) supportive and sustained
demand, and (2) willingness and capacity to reduce cost. It is highly affected by competition
among firms and can easily become the “make it or break it” factor in the market. Staying
ahead of competition has become a major survival tool for firms in the business market.
Firms would compete not only for quantity and quality of innovative techniques but also
for the speed with which innovation spreads. Generally, the dissemination of innovation
passes through three stages by which a forward S-shaped curve emerges (Figure 7.21). The
first is the initial adaptation stage, which is characterized by an increasing growth rate.
The second stage is characterized by a decreasing growth rate. The third is the settling
stage, where the curve becomes flat toward the end of that innovation and the emergence
of others. Firms, industries, and economies can have various S-shaped curves for their own
innovation spread status. Figure 7.21 shows three random examples in which the innovation
spread curves are distinguished by their own three stages.
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For example, the first stage has different lengths of time for the three firms and probably
different rates of growth (compare OD, OF, and OF). The same observation can be made
by comparing the other stages, such as the second stage where we can see how the growth
of dissemination starts and ends (compare DG, EH, and FI). Points G, H, and I show where
the growth of innovation spread ceases and signals that the attention is shifting to a newer
and better innovation. We can observe that this stage starts and extends differently for the
three firms, but we can also see that an average time among the three firms, or say in an
industry or country, can be estimated by the length of line segment OK.

7.14 TECHNOLOGICAL PROGRESS AND PRODUCTION FUNCTION

The collective advances in production technology that we witnessed, especially in the
last two centuries, have profoundly changed the production process and its reflections on
the dynamics of the production function. Of specific interest is the change in substitution
among inputs and the change in their quality. Naturally, any change in the production
function would mirror the status of the innovative activities and nature and structure
of the economic system. It has been observed that total output has increased beyond
the effects of the changes in inputs. This has prompted economists to theorize on the
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impact of other factors over time and express it in the following form of the production
function:

0=00fIL,K],

where O(r) reflects the impact of all other determining factors than the typical inputs.
Including () stresses that the changes in other factors over time are the right form of
representation where dO(¢)/dt > 0. It was further hypothesized that the impact of other
factors can be brought about in three different forms:

1. When O(r) affects inputs in equal proportions; it would be the typical format of the
function, Q = O(¥) fIL, K].

2. When O(¢) specifically focuses its impact on labor,Q = f[O(¢)L, K1.

3. When O(¢) specifically focuses its impact on capital, Q = f[L, O()K].

The structure of the economic system, the fundamental needs of a society, and the philos-
ophy on the orientation of the progress are the determinants of what form of production
function is followed. For example, it would not be wise to adopt a production format that
would cut back on labor as an input in a country like China, where labor is abundantly
available and need to be employed. Empirically, the impact of other factors over time ver-
sus the impact of the two typical inputs, labor and capital, has been estimated using the
following formula:

Go =Go + G,

where Gy is the rate of growth in output, Gy is the rate of growth in other factors over
time, and Gy, is the rate of growth in inputs, which can be broken down into two different
rates of growth in labor and capital in consideration of their own elasticities. The growth in
technical progress has been taken to represent Go. It is denoted by Gy:

Go =Gy + [e0L(GL) + €0k (GK)],
where ¢ is the output elasticity of capital, and ok is the output elasticity of labor.

Example 7.8
What would be the rate of growth in technological progress for a country’s output that has
been growing by 3.6% under the following growth conditions for labor and capital?

GL=16,GK =12, gy =0.75 &gk =025,
Go = Gy + [e01(GL) + £9x(GK)],

3.6 = Gy + [(0.75)(1.6) + (0.25)(1.2)],
Gp=3.6—15,

Gp=2.1.
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SUMMARY

e This first chapter of the unit discussed the managerial decisions at the firm level. It
addressed the basic topics in the production theory. As the production process basically
meant the transformation of various resources (as inputs) into certain identified outputs,
called products, the discussion started with an explanation of the variability of inputs
throughout time. It clarified the frequently used terms in this field, such as short run and
long run. In the short run, at least one input is fixed, while in the long run, all inputs are
variable.

¢ The production function was the central topic in this chapter. It referred to the relationship
between the inputs into the production process and the resulting output. It was explained
and illustrated graphically with examples. A discussion on short-run, one variable input
flowed in where the typical inputs, capital and labor, were used and capital was held
constant. It was to illustrate the essential concepts related to changing labor units and ob-
serving the resulting change in output. These concepts were total product (TP), marginal
productivity of labor (MP.), and average productivity of labor (AP.). They were all
explained mathematically and graphically to show the dynamic relationships that hold
them together. Output elasticity was obtained to depict the percentage change in output
relative to the percentage change in input. This elasticity value characterizes the three
stages of production: (1) larger than 1 in the first stage, (2) between 0 and 1 in the second
stage, and (3) less than O in the third stage.

e The three stages of production show the law of diminishing marginal returns, which
states that, after a certain point in production, the marginal productivity starts to decline.
So, as to the stages of production, during the first stage the average productivity usually
increases. During the second stage, the average productivity starts decreasing from its
maximum to the point when the marginal productivity becomes zero. During the third
stage, the marginal productivity decreases from zero to negative.

¢ The long-run, two variable input function was discussed asto continue the discussion of
the short-run, one variable input function. Here, the analytical tools were the isoquant,
isocost, and the marginal rate of technical substitution (MRTS), which are all analogous
to the consumer choice analytical tools of the indifference curve (IC), budget line, and
the marginal rate of substitution (MRS). The isoquant shows the possible combination
of two inputs to produce a certain level of output, while the isocost depicts a certain
cost required to produce a certain level of output. The MRTS represents the slope of the
isoquant, which, like the consumer’s MRS, declines as we move down the isoquant. The
optimal choice of production for the firm is achieved at the point of frequency between
the highest possible isoquant and the lowest possible isocost.

e Given the visualization of the isoquant map, the economically efficient region is where
the isoquants take their typical shape of the negatively sloped curves, for that is where
the MP of input is positive. In other words, a look at a group of isoquants reveals the two
areas that are not recommended for production: (1) where the tangents to the isoquants
have zero slope (horizontal lines) and (2) where the tangents are vertical lines. Anywhere
between these two areas are the segments of the negatively sloped isoquants, which
should be the target area for production.

® The term returns to scale refers to three cases in which output responds to changes in
inputs. Increasing returns to scale is where output changes by a larger proportion than the
changes in input. Decreasing returns to scale is the case of having an output changed by
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a proportion less than the change in inputs, and finally constant returns to scale is where
output and inputs change by an equal proportion.

Elasticity of substitution refers to the extent to which one input can substitute for another.
Aside from the assumption that this elasticity is normally constant, there are four types
of production functions, which exhibit different values of elasticity of substitution. The
Cobb-Douglas function is where elasticity equals 1, the Leontief function is where
elasticity equals zero, the linear function is where elasticity equals oo, and finally there
is the constant elasticity of substitution function (CES).

The last topic discussed in this chapter covered technological progress, invention, and
innovation, which refers to the impact of knowledge and skills development over time
on the production process and products. Invention is concerned with producing new
and improved products, whereas innovation has to do with the applications of new
discoveries and methods that would impact the production process. They are vital for a
firm in the competitive system, not only to survive but also to go along with the trends,
be able to satisfy ever-changing consumer demand, and to carve its own place in the
industry.

KEY TERMS

short-run production

long-run production

production function

total product

marginal product

average product

law of diminishing
marginal returns

isoquant

isocost

LIST OF FORMULAS

marginal rate of technical
substitution
returns to scale
economically efficient
region of production
increasing returns to scale
decreasing returns to scale
constant returns to scale
production elasticity
elasticity of substitution

¢ Short-run, one variable production function:

0 = f(Ko, L).

® Marginal product of labor:

Cobb-Douglas production
function

Leontief production
function

linear production function

CES production function

equimarginal principle

technical progress

invention

innovation

ATP,  3f (Ko, L)

MP,,
Ap oL

® Marginal product of capital:

ATPx  3f(K, L)

MPy =
K= "Ax 9K
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* Average product of labor:

Production elasticity of labor:

30 TL] MP,
g =— | —=| = .
LT o] ap,

e Marginal rate of technical substitution:

AK _dK  MP,

MRTS= — = — = — .
AL  dL MPg
¢ Elasticity of substitution:
d(K/L) MRTS
g5 = — .
ST AMRTS K/L
dIn(K /L)
also gg = ————
dIn(MRTS)
and
00|92
oo — oL || 9K
S = Q azQ .
IKOIL

e CES function:
0 =y[K " +(1— 8L "] 7.
¢ CES elasticity of substitution:

Eg = —.
ST 110

¢ Growth in technical progress:

Go = Gy + [£0L(GL) + £0x(GK)] .
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EXERCISES

1. Explain the concepts of short run and long run in production. Are they defined by
certain periods of time? What is the significance of this type of term variability in
production?

2. List as many aspects as you can of the dynamic relationships between total product,
marginal product of a variable of your choice, and the average product. Support your
explanation with graphs.

3. What is the production function? List and explain its various types. Also, explain its
significance in the managerial decision making context.

4. How would you tie the discussion on the three stages of production: production elas-
ticity, the law of diminishing returns, and the returns to scale?

5. Provide a comparative explanation of the analytical tools for the optimal decision-
making process between an individual consumer and a firm’s manager.

6. The following table shows the number of units produced (Q), total revenue (TR), and
the total cost (TC) of a product in a small firm. What would be the optimal size of
production? How would you determine it and what would be the firm’s profit at the
level of production? Is it the maximum profit that can be obtained?

Note: You need to fill in the blank columns to get your answer.

0 TR TC
100 1000 900
200 1800 1100
300 2400 1400
400 2800 1800
500 3000 2300
600 3000 2900
700 2800 3600
800 2400 4400

7. On a two-panel figure, plot the following curves:
e Total revenue (TR) and total cost (TC).
® Marginal revenue (MR) and marginal cost (MC).
¢ Show the maximum profit and the optimal production.

8. In the first and second columns of the following table, you find the units of la-
bor (L) used in a production process, and the total output (TP;) obtained. Calcu-
late the average production of labor (AP.), the marginal product of labor (MP.),
and the production elasticity (eg). Fill in the columns with the results of your
calculations.
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L TP, AP, MP, &L Stages
10 700
20 2,600
30 5,400
40 8,800
50 12,500
60 16,200
70 19,600
80 22,400
90 24,300
100 25,000
110 24,200
120 21,600

9. (a) Mark the three stages of production in the previous table based on the elasticity
values.

(b) Draw the three curves of TP;, AP;, and MP;, and show the following:
® The three stages of production

e The inflection point
e The maximum production

10. The following is the production function of a small firm:

0 = 3K045 055,

(a) Obtain the MP; and the AP; functions.

(b) Obtain the MPg and the AP; functions.

(¢) Calculate the values of MP;, AP;, and MPg, APy if K = 35 and L = 15.
(d) What would be the total product?



COST THEORY

8.1 COST CONCEPTS AND CATEGORIES

Fundamental understanding of the nature of cost, its types, conceptualization, measure-
ment, and use is a major requirement to be a successful manager. This is particularly true
for managers who pursue efficiency in their managerial decisions to offer better, more
affordable products of higher quality and faster services. Cost has never been evaluated
in isolation from other variables. Its judgment is inextricably bound with assessing, first
and foremost, the associated benefits. There are many concepts and categories of cost. The
most obvious distinction is between explicit and implicit costs. Explicit cost is the direct
monetary expenditure or out-of-pocket expenses paid for the firm’s obligations, such as
material, wages, interest on loans, rent, and other similar types of expenditures. Implicit
cost is the indirect nonmonetary cost that can only be estimated by the opportunity cost.
Here, we can refer to the economic versus accounting perspectives to recognizing and
measuring cost. From the efficiency standpoint, economists consider the foregone cost as
opportunity cost. It is the cost of the best alternative use of a resource. For example, energy
can be used to produce many different products. The accounting cost of a therm of heat
is simply the expenditure involved for the energy. The opportunity cost of a therm of heat
energy to produce one product is the value of the alternative product that could be produced
using that energy.

The efficient choice of a resource dictates that its value must be at least equal to its
opportunity cost. In other words, opportunity cost represents the payment necessary to keep
aresource in its present employment. Accounting perspective does not take opportunity cost
into consideration. It focuses mainly on what is called the historical cost that is explicit. This
signifies that implicit cost does not enter the accountant’s calculation. A typical example
of the implicit cost is the salary of an entrepreneur or self-employed manager, which is not
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really paid but can be estimated by what the person would get, had he been employed in
the market. So, the implicit cost can be estimated by the opportunity cost.

The accounting perspective relies on historical cost, which is the actual cash outlay or
what is paid for the production operations regardless of any market influences on the value
of what the payment was for. This is why the historical cost is the suitable measure for
formal purposes such as tax calculations, report to stockholders, and financial statements
for governmental purposes. The opposite of the historical cost is the current cost, which
takes into consideration the current market conditions that change the value of an asset,
such as inflation, supply and demand, consumer taste, alternative products, technology,
and appreciation and depreciation of the asset. For example, a piece of equipment that
was purchased 10 years ago for $20,000 has depreciated now to $8000. The original cost,
$20,000, is the historical cost and $8000 is the current cost. Another concept of the cost
that is related to the current cost is the replacement cost, which refers to the expenditures
in the real (adjusted) dollar value that is required to procure the asset. It means that the
replacement cost is similar to the current cost in terms of accounting for the current market
conditions. Not only inflation but also the state of technology can play a role here. For
example, computers are cheaper to replace now than 10 years ago, due to the advancement
of technology. This is why replacement cost is sometimes defined as the cost of duplicating
productive capacities under the utilization of an updated technology. A concept of cost
that is closely related to the direction of managerial decisions is the incremental cost,
which refers to the changes in cost due to implementation of certain courses of action by
management. An example of incremental cost is the extra cost incurred for a new product
line, establishing an extra labor shift, or renting some of the firm’s equipment. In this sense,
we can connect incremental cost to the concept of marginal cost (MC), which could be
considered a special case of incremental cost, as long as it means the cost incurred for
producing another unit of output. Managerial decisions on the incremental cost can be
related to considering another cost, namely, the sunk cost. Sunk cost is the cost that has to
be paid due to certain obligations that are unrelated to the efficiency of a current decision.
So, it is the cost that does not vary across alternative courses of action, and which cannot
play a role in the optimality of outcome. Suppose that for a reason related to the schedule
of operations, some equipment of the firm remains unemployed for a period of time. If the
manager decides to rent these pieces of equipment to another firm, he would bring about a
negative incremental cost that would reduce the original cost of paying for the maintenance
and storage of the equipment, which, in this case, is considered sunk cost since it will be
paid whether the equipment is used or not.

In terms of how it is related to output, cost can either be fixed, variable, or sometimes
cross-listed between the two types. Fixed costs (FC) are those that are not connected to
the size of production. Typical examples include rent, interest paid on loans, taxes, and
insurance. The firm would pay these costs whether it is producing or not, or whether it is
producing more or less. Variable costs (VC) are those that are tied directly and positively
to the size of production. The more the production, the higher the VC. Typical examples
include labor, material, and energy. During a production period, FC often refers to the cost
of assets that will be useful during multiple production periods. It may be measured by the
change in the market value of assets during the production period. Practically, it is often
evaluated as the sum of interest, taxes, insurance, depreciation, and other typical FC that
are not tied to the size of output.

The cost function or cost—output relation brings about one more major categorization of
cost, that is, short-run and long-run costs. Short-run cost refers to a period of time during
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which one or more factors of production cannot be changed. It reflects a phase of pro-
duction characterized by input inflexibility and where operating decisions are constrained
by previous capital expenditures. This is why the curves of short-run cost are called op-
erating curves, as opposed to planning curves, which depict the long-run costs. Long-run
cost refers to costs over a sufficiently long period of time, which permits all factors of
production to be changed. Long-term cost reflects much more flexible use of inputs. We
focus on the accounting perspective of cost for it is the relevant measure for the majority of
managerial decisions. Also, as far as the cost function is concerned, we focus on short-run
and long-run analyses of cost.

8.2 SHORT-RUN COSTS

Short-run costs are basic indicators for managerial operating decisions. They stand for the
minimum possible cost of production for a certain output level at a particular operating
condition. The basic component is the total cost (TC), which includes two parts: FC and
VC. To mark these costs for a short-run analysis, they can be preceded by S or SR such as
in the short-run total cost (STC or SRTC) though that is not often done:

STC = SFC 4 SVC.

As for the average cost (AC), it is a cost per unit of production. Since we have three mea-
sures of cost—total, fixed, and variable—each can be expressed as per unit of production.
Therefore, dividing each by the size of output Q produces the AC of any particular measure
of the three concepts:

TC

* Average cost (AC) = E
FC
¢ Average fixed cost (AFC) = E

VC
* Average variable cost (AVC) = 3

Therefore, the AC is the sum of the two averages:
AC = AFC + AVC.

The MC is the cost of the last unit of output. So, it is the change in TC (or VC) due to
producing one more unit of production:

ATC  9TC
MC=—"—="F+
AQ 90

_AVC _9VC _ 9FC

—— since — = 0.
AQ 0 0

Let us assume, for the purpose of illustration, that we follow the cost of production of a
certain product for the first 10 units of production. Suppose that the FC for this production
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is 50, which remains the same throughout all units of production. Also, suppose that the
VC changes throughout production in the following manner: 10, 19, 26, 31, 38, 45, 55, 67,

82, 100. We can construct a table (Table 8.1) and calculate all the cost measures.

TABLE 8.1

0 FC VC TC AC AFC AVC MC
1 50 10 60 60 50 10

2 50 19 69 345 25 9.5 9
3 50 26 76 253 16.66 8.66 7
4 50 31 81 20.25 12.5 7.75 5
5 50 38 88 17.6 10 7.6 7
6 50 45 95 15.83 8.33 7.5 7
7 50 55 105 15 7.14 7.86 10
8 50 67 117 14.62 6.25 8.37 12
9 50 82 132 14.67 5.55 9.11 15
10 50 100 150 15 5 10 18

Plotting the data obtained in this table would produce the short-run cost curves as shown
in Figure 8.1. Looking carefully at the graph, we can observe most of the characteristics of

the cost curves.
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Observations:

The TC and VC curves in the upper panel are vertically parallel to each other. They
both are increasing all the way, but at a decreasing rate up to the inflection points A
and B, and at an increasing rate beyond those points. The TC mimics the changes of
the VC since the difference between them is the FC, which is a constant. Graphically,
the vertical distance between them (AB) represents the FC, which is also shown as
a horizontal line along increasing levels of output. The reason for the change in the
increasing rate of both TC and VC is that only after the inflection points the law of
diminishing marginal returns starts to work.

The lowest point on the MC curve (point C) corresponds to the points of inflection.
The MC would pick up after C, and both VC and TC soar.

The AFC curve descends all the way as output level increases. This is because it is a
constant value divided by an increasing value. It is also shown as a gradually shrinking
vertical distance between ATC and AVC curves.

All other cost curves in the lower panel (MC, ATC, AVC) take roughly a U-shape
in a sense that they have two phases, decreasing and increasing, and they reach their
lowest points in between the two phases. For example, in the case of the marginal
cost curve this happens because the marginal product of an input, say labor (MPy),
would naturally rise up to its maximum then start to fall. The MC of such an input
would behave in the opposite direction. That is to say, it would gradually fall, reach a
minimum, then rise, and that is what the MC curve depicts:

ATVC
C= .
AQ

The relationship between marginal and average products and costs can be rigorously
developed in the context of optimizing behavior by a firm, we can being to see
the relationship now. Since the total variable cost (TVC), say labor, is obtained by
multiplying the wage rate (w) by the amount of labor (L),

TVC =wL,
then
AwL
MC = —,
AQ
AL
Mc = 222
AQ
MC = —
=20
AL
and since the marginal product of labor (MP,) is the change in output due to the
change in labor, that is, %,
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which confirms that the MC value would fluctuate in the opposite direction to the
MP; value, given a certain wage rate.
We can use a similar argument to justify the U-shape for AVC:

T
ave = V€
0
wL
AVC = —,
0
w
AVC = —.
Q
L

Since % is the average product of labor AP;, then

w
AVC = —,
AP,

and this again means that the AVC would fluctuate in the opposite direction to AP;.
So, when AP, is high, AVC would be low, and when the average product starts to
fall, AVC would rise. As for the AC curve, it would follow the changes of AVC where
only AFC is between them.

® The MC curve intersects with both the AVC curve and the AC curve at their lowest
points of D and E. These points correspond to output levels O, and Q3, respectively.
They also correspond to the points of tangency on VC and TC in the upper panel. This
is where the AVC curve and the AC curve would equal the slope of the cords OK and
OL at the tangency points F and G, respectively.

e The AVC curve and the AC curve would never intersect, although they get closer as
the output level increases. The shorter distance between them represents the minimum
value of the AFC, which cannot be zero.

Example 8.1
The TC function for a small business firm is given by

TC = 3000 + 100 — 200% + Q°,
where this firm produces 50 units.

1. Calculate the FC, VC, AC, AFC, AVC, and MC.
2. Verify the answers.
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Solution:
Since TC = FC + VC, we conclude that

FC = 3000,

VC = 10Q — 200% + Q3
= 10(50) — 20(50)> + (50)*
= 75,500.

TC
AC=—
0

3000
=7+1O—2OQ+Q2

3000
o 10 — 20(50) + (50)2

1570.

FC

AFC = —
0

3000
= —— =60.
50

vC
AVC = —
o

10— 200 + 0
10 — 20(50) + (50)*

= 1510.

9TC
MC = —
0

=10 — 400 + 30?
= 10 — 40(50) + 3(50)*
= 5510.
TC = 3000 + 10(50) — 20(50)> + (50)°
= 78,500.
TC = FC + VC
= 3000 + 75.500 = 78,500.

AC = AFC + AVC

293
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1570 = 60 + 1510 = 1570.

dTC  9VC
MC = — = _—,
30 90

5510 = 10 4 400 + 302,
5510 = 10 + 40(50) + 3(50),
5510 = 5510.

Example 8.2
Consider the TC function that is expressed as

TC = 9375 4+ 1502

1. What would be the size of production that minimizes the AC?
2. Calculate the actual AC, TC, and MC at that level of output.

Solution:
TC
AC = —,
0
9375 + 1507
AC = 2375+ 1507

Q 9
AC = 937507 ' +150.

The level of output that would make the AC at its minimum can be obtained when the first
derivative of this function is set to zero:

dAC
— =-93750724+15=0
20 o+
9375
= 02 = 15.
9375
2
= —— =625
Q 15
Q0 = V625 =25.
So, at 25 units of production, the average cost would be at its minimum, which is
AC = 9375 + 150
0
9375
= —— = 15(25)
25

= 375+ 375 ="750.
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The AC curve would have its lower point when AC is $750 at output level of 25 as shown
in the graph (Figure 8.2).

Cost
8750 ¢-———————=
1375 F
Q
25
Per-unit MC
cost AC
AVC
750 ¢ - - - - == /
Q
25
FIGURE 8.2

The TC would be

TC = 9375 + 1502,
= 9375 4 15(25)%,
= 18,750.

The TC can also be obtained by multiplying the AC by production size:

TC = AC(Q)
— 750(25)
— 18,750.

The MC can be obtained as the first derivative of the TC with respect to the calculated
output level:

ITC
MC = — =300,
00

= 30(25) = 750.
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Example 8.3
Follow the previous example and show the following:

1. The MC curve intersects with the AC curve at its lower point.
2. How many units of output would be produced to minimize the AVC?
3. Calculate the AVC, TC, and MC at that level of output.

Solution:

The fact that the MC turned out to be equal to $750—the same as the AC at the same level
of output (25 units)—means that the two curves intersect corresponding to point 25 on the
output axis. In order to prove that the point of intersection is the minimum, or that it is at
the dip of the curve, the first derivative of the MC has to be positive:

MC = 300,
IMC
= —30>0.
00

Since the TC function is TC = 9375 + 1502, the FC would be $9375 and the VC would
be 150%:

vC
AVC = —,
0

AVC =

150?
=150.
0 0

Unlike the AC function, this AVC function is linear and can be minimized at the origin
when Q = 0:
AVC = 15(0) = 0.

The TC would then be

TC = 9375 + 15(0)?,
TC = 9375.

This means that even when there is no production, the firm would incur $9375, which is
the FC. The MC would be zero when there is no production:

MC = 300
= 30(0) = 0.

This means that both curves of AVC and MC emerge from the origin.



THE OPTIMAL COMBINATION OF INPUTS 297
8.3 THE OPTIMAL COMBINATION OF INPUTS

Before we understand the long-run costs, we need to know the analysis of optimal com-
bination of inputs, which would offer helpful tools to derive the long-run costs. Let us
recall the analysis of optimal choice in the consumer decision making, where equilibrium
is reached at the point where the highest possible indifference curve touches the lowest
possible budget line. Here, in the managerial decision making, we follow a similar analysis
to reach the optimal combination of inputs in order to maximize the firm’s profits. We shall
employ the previously explained isoquant with a new tool called isocost.

8.3.1 Isocost

Just as the budget line shows the combination of commodities that a consumer can afford,
given a certain budget, an isocost shows the combination of inputs that a firm can employ,
given a certain cost. Analogous to the budget-line equation, an isocost equation can be
expressed as a sum of the firm’s expenditures on the employed inputs, such as labor
and capital:

TC =wL +vK,

where TC is the total cost to employ two inputs: labor (L) at a wage rate (w) and capital
(K) at a unit price (v). This is often referred to as total factor cost; we use TC without fear
of confusion with total cost discussed earlier. Solving this equation for K would provide us
with what we need to draw the isocost, analogous to the way we drew the budget line:

TC = wL +vK,

TC —wL =vK,
TC —wL

’

v

or

TC w
K=———L,
y v

where % is the vertical intercept obtained by dividing the firm’s assigned cost by the rental
price of capital, and —% is the slope of the isocost. Suppose that the price of capital is
$10 and the wage rate is $5. For a given cost such as $100, the firm can allocate its budget
among various combinations of labor and capital where all of the possible combinations lie

on the following isocost with max(K) = 10; max(L) = 20; slope = —%:
_ 100 5
1010

The isocost represents all the possible combinations of capital and labor that can be em-
ployed, keeping the TC at $100 (Figure 8.3). Two examples are points A and B:
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FIGURE 8.3

A = 8 units of K & 4 units of L,
TC =wL +vK,
100 = (5)(4) + (10)(8),

B = 6 units of K & 8 units of L,
100 = (5)(8) + (10)(6).

If we move from A to B, we would have to exchange some units of capital for some units
of labor. The slope of the isocost —%) dictates that two units of capital would have to be
given up in order to gain four units of labor. The slope, being a negative ratio of wage to
capital price, refers to the market rate at which capital is traded for labor. It is also called
the economic rate of substitution (ERS).

If the prices of inputs or their ratio stays the same and the given cost goes down, say to
$80, the isocostl (isocl) would shift left to isocost2 (isoc2), in a parallel way, and would
shift right to isocost3 (isoc3), also in a parallel way, in case the cost goes up, say to $120.
However, the isocost would swing to either isocost4 (isoc4) or isocost5 (isocS), depending
on how the ratio of input prices changes.

8.4 MINIMIZING INPUT COST AND MAXIMIZING OUTPUT

The fundamental managerial objective is to either minimize the cost of inputs for a given
level of output or maximize output for a given TC of inputs. Recall that an isoquant is to
show all the combinations possible of inputs required to produce a certain level of output.
If this level of output is given, a firm can achieve it with the least possible cost. Also, if the
firm wants to adhere to a certain cost, it can maximize the output as much as possible within
that cost limitation. Technically, this goal can be achieved at the point of tangency between
the highest possible isoquant (maximum output) and the lowest possible isocost (minimum
cost). This point is the firm’s equilibrium, which is the counterpart to the equilibrium point
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for consumer choice. Let us imagine a full map of isoquants representing various levels of
output, and also a group of isocosts representing various costs of inputs. Let us focus on
a few of them in the following graph, and assume that a firm wants to produce a level of
output represented by the second isoquant (Iqu2) (Figure 8.4).

K
F
N Expansion path
C
B
A Iqu3
E\qu Iqu2 .
o %, 4 %,
0 0 0
e, s ©s

FIGURE 8.4

Any point on this isoquant would yield the same level of output. So points F, B, and G
are all producing the level of output the firm seeks. However, B has to be preferred over
both F and G for being on a lower isocost. By the same logic, we can conclude that if the
firm seeks a higher level of output such as the one represented by Iqu3, it has to expect to
pay higher cost such as the cost represented by isoc3. If the firm wants to reduce the cost
of isoc2, say to isocl, it must realize that it cannot keep output at Iqu2 because the highest
output that the cost of isocl can afford is Iqul.

Point B assures the minimum cost to produce the output level of Iqu2, and therefore, it
is the cost-minimizing equilibrium point. The reason for it to be the absolute best is that
if we move either up toward F or down toward G, we can face a higher cost at a higher
isocost. So, this is where the long-run total cost (LTC) would be minimized. Since it is a
point of tangency, it would be where the slope of isoquant equals the slope of the isocost,
and the ERS equals the marginal rate of technical substitution (MRTS):

MP
ERS = © = MRTS = -~
A4 MPK

and by rearranging we obtain

w _ v
MP, = MPy’

which states that the ratios of input prices to their marginal products must be equal at the
equilibrium state in order to minimize the TC for a certain level of output. In contrast
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to this balance are all the possible cases at any other point along the isoquant Iqu2,
such that

. w v
at point F': < ,
MP;,  MPg
) w v
and at point G: > .
MP;,  MPg

We can arrive to the equilibrium condition (8.1) by mathematically minimizing the LTC
function, subject to the production function:

min LTC = min(wL + vK),
s.t. Q0 = f(L,K).

By forming the Lagrangian equation, we get
L(L,K,») =wL+vK +A[Q — f(L,K)].

Taking the first-order conditions,

oL _ [ﬁ] —0, 3.1)
oL oL
oL . [ of ]
LTI A (8.2)
0K 0K
% = L,K)=0 8.3
M—Q—f(, )=0. (8.3)
Rearranging (8.1) and (8.2) into (8.4) and (8.5),
L[
w=2x |:8L:|’ (8.4)
|
= [ﬁ} . (8.5)
Dividing (8.4) by (8.5),
[%
wo_ 8Li|
v of ’
0K
which is
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If we connect the tangency points A, B, and C by a line and we extend it to the origin,
we will obtain what is called the “expansion path,” which is generally a positive sloping
curve. It can either be a straight line, like 0ABC, or a crooked or smooth curve.

8.5 LONG-RUN COSTS

Since the expansion path is a locus of all the points of tangency that stand for the cost-
minimizing combination of inputs, we can use the expansion path to directly derive the
LTC curve. This curve stands for the least possible cost in the long run to produce a certain
level of output, using the optimal combination of inputs.

Figure 8.5 shows that if we transfer the information related to the equilibrium points
on the expansion path ABCDEF from the upper panel to the lower, we can create an LTC
curve that measures TC for various levels of output.

K
F s Expansion path
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D 50
C
B 40
30
20
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O 1soc=7 9 < 9 2 P
T % T 9D % %2
LTC 6
500 LTC
5
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300 .
3
240 5
200
1
150
Q
10 20 30 40 50 60

FIGURE 8.5

Points 1-6 on the curve in the lower panel correspond to the equilibrium points on the
expansion path. For example, point 1 is obtained by recording the level of output (10) from
the first isoquant and the least cost to produce it ($150) from the first isocost. Point 2 is
associated with output size 20 units (second isoquant) at a cost of $200 (second isocost),
and so on for the rest of the points on the lower panel. If we reach these points 1-6, we will
get an LTC.
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Just as we did in the short-run costs, we can obtain other long-run costs from the LTC. The
long-run average cost (LAC) is still derived by dividing the LTC by the size of the output:

LTC
LAC = —.
0

In the lower panel of Figure 8.6, we can derive the LAC by dividing all the TC figures by
their corresponding output size and recording the results on the vertical axis. For example,
point a refers to an output level of 10 and AC of 15(%). Point b refers to output level of 20
and an AC of 10 ( %) and likewise for all other remaining points c, d, e, f. Reaching these
points gives us the LAC. Note that the LAC declines to its lowest point d then picks up.
This manner is associated with changes in the slopes of the cords that run from the origin
to the LTC curve in the upper panel. The slopes continue to decline up to point 4, which

corresponds to point d in the lower panel. Beyond point 4, the slopes bounce back again.

LTC
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FIGURE 8.6

As for the long-run marginal cost (LMC), it is the change in the LTC for each unit of
output. It is also equal to the slope of the LTC:

dLTC

90
It is noteworthy to mention here that the LMC does not represent the cost of the last unit of
production as much as it represents the increase in production cost when there is an extra

LMC =
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increment in output. As Figure 8.6 shows, the LMC curve descends as long as the LAC
exceeds it. Once they are equal at d, they will both rise, but this time the LMC will exceed
the LAC. The point of their intersection continues to be the lowest point of the LAC.

8.6 SHORT-RUN AND LONG-RUN AVERAGE COSTS:
ECONOMIES OF SCALE

Let us assume that a firm has five plants progressing in scales of operation from the smallest
to the largest. The upper panel of Figure 8.7 shows the short-run average cost (SAC) of each
scale of operation. On the smallest scale, the first plant (SAC)), the firm can produce output
level O at an AC of C; (point A). On point B, the firm would be indifferent to producing
05 at either plant 1 (SAC;) or plant 2 (SAC,) because both require the same AC of C5.
However, if the firm wants to produce Q3, plant 1 could offer its minimum AC of C5 (point
C) but plant 2 can beat the best of plant 1 by offering to produce the same level of output
Q3 at the much lower cost of Cy (point D). Plant 2 can go further to offer even the larger
output of Q4 at the even lower cost of Cs (point E). The larger plant 3 can beat them all and
offer the highest possible output Qs at the least possible cost of Cg. This illustrates that in
the long run and with larger scale plants, the firm would have higher flexibility and better
choices. Considering these five plants all together and in the long run, the firm’s general
LAC curve would look like the solid part of the bottom curves in the upper panel. However,
with more plants in a more extended future, this curve stretches and becomes smoother like

i i
P i i ! i
i IE i 1 H L
| conomies; 1 Diseconomies
. ’ — _>
1 | ofscale | H I ofscale |
i i i
i

Cost Q20 Q Qs

LAC

FIGURE 8.7
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the large curve in the lower panel. This is why the LAC for a large and multifaceted firm is
described as the envelope for the firm’s many SAC curves.

This observation of the decline of average or per unit cost of production with larger
scale production refers to what is known in economics as “economies of scale.” It is due
to the fact that the firm would operate on the declining section of the LAC curve, where
dLAC/9Q < 0. This occurs up to output level QOs. In other words, the firm would face
increasing returns to scale up to Qs. Beyond Qs, the firm would operate on the rising
section of the LAC (JLAC/dQ > 0), and would face decreasing returns to scale. The firm
would, then, face the opposite phase called “diseconomies of scale.” A good question is:
what happens right at point Qs? Well, the answer is that, if the firm does not face either
increasing or decreasing returns to scale, then it must be facing constant returns to scale
where dLAC/dQ = 0. This very level of output (Qs) is called the “minimum efficient
scale” (MES). The existence of either economies or diseconomies of scale can be detected
by checking the cost elasticity (e,.), which measures the percentage change in the LTC due

to a 1% change in output:
. — dLTC 0
‘7| 90 ||LTC]|’

where &, is just a point elasticity. But for an arc elasticity, the formula would be

. LTC, — LTC, 01+ 0
‘Tl 0,—-0; LTC, +LTGC, |’

where

&.< 1 = economies of scale occur;
&, > 1 = diseconomies of scale occur.

One might wonder, what in reality causes the changes of returns to scale. The answer
would typically be that as the firm grows larger and gets more established, its specialization
increases, which would bring higher productivity that may exceed the increase in operating
cost. This may happen along with an increase in sales and more favorable consumer response
and higher demand and ultimately more opportunities for better marketing, higher research
and development, and more expansion. All of these events may result in higher efficiency,
that is, increasing the benefits and reducing the cost. These are the practical reasons for
the increasing returns to scale and the economies of scale. The opposite conditions might
throw the firm in diseconomies of scale, when expansion in operation increases the burden
and liabilities, and results in a loss of coordination and control, especially over curbing the
skyrocketing AC.

Example 8.4
Consider the LTC function that is given by

LTC = 11250 — 80?% 4+ 0.0160°.

Find the following:

1. The LAC function.
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2. The MES output level.
3. The minimum per unit cost at the MES output level.

Solution:
LAC
& LMC LAC
LMC
1258 -\C----= ‘
. Q
MES output = 250
FIGURE 8.8
1 LTC
: LAC = —,
0

11250 — 8Q?% +0.01603
Q 9
LAC = 1125 — 80 + 0.0160>.

LAC =

2. The MES occurs at the output level corresponding to the minimum point at the bottom
of the LAC curve. It can be found by taking the first derivative of the LAC function
with respect to Q, setting it to zero and solving for Q:

LAC = 1125 — 80 + 0.0160?,
ILAC _ 8+0.0320 =0
00 ’ 7
0.0320 =8,
8
= —— =250.
€= 50

This output level can also be found by equating the LAC function with the LMC
function and solving for Q (see Figure 8.8):

JLTC )
LMC = o = 1125 — 160 + 0.048072,

LMC = LAC,
1125 — 160 + 0.0480% = 1125 — 8Q + 0.01602,
1125 — 1125 — 160 + 80 = 0.04802 + 0.0160% = 0,
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—80 = —0.032,
8
T 0.032°
0 = 250.

To prove that this output level can be realized when the AC is at its minimum, the
second derivative of the LAC with respect to Q has to be positive:

92LAC

3. LAC = 1125 — 80 +0.0160?,
= 1125 — 8(250) + 0.016(250)?,
= 125.

This can be confirmed by obtaining the TC and dividing it by MES:

LTC = 11250 — 80% + 0.0160°,
= 1125(250) — 8(250)%> + 0.016(250)°,

= 31,250.
LT
C _ 31,250 _ 125,
MES 250

8.7 DERIVATION OF THE COST FUNCTION

On the surface, analyzing “cost” appears to involve only simple arithmetic and, under
certain circumstances, this is correct. This section reviews economic cost concepts and
provides the epistemic framework that underlies statistical analysis of cost. The focus of a
statistical analysis of cost is to learn about scale economies and cost control. Let us consider
this definition of total cost: total cost (TC) is the minimum expenditure associated with a
level of output. Let us use this definition to derive TC for the case where there are only
two inputs. Note that this may mean that the production process involves only two distinct
inputs or that inputs other than these two are fixed inputs, meaning their employment cannot
be readily changed. In the former case, we derive the LTC function. In the latter case, we
derive the STC function. As alternative interpretations, the production process may involve
only a single input that is applied during two stages of a production process or only a single
variable input (other inputs fixed) applied during two stages of a production process. Again,
the former results in the derivation of LTC while the latter results in the derivation of STC.

Let us focus on the case of a single variable input (other inputs fixed) that is used during
two stages of a production process. Call the amount of the input used during the first stage,
X1, and the amount of the input used during the second stage, x,. Call the prices paid per
unit of x during the first and second stages, ¢ and c;, respectively. Total factor cost (TFC)
is simply the amount of money spent on the two inputs; namely, TFC(x;, x») is ¢} x| + ¢2
x,. To find TC(y) for a level of output, y, we need to find the smallest TFC such that output
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is the amount y. So, we need to solve the following problem:

Minimize ¢; x; + ¢ X2,

Subject to f(xy, x2) =,

where f(x;, x;) is the production function. Assuming that the solution to this problem
involves the use of both inputs, this algebraic statement reveals that finding a point on TC
amounts to solving an equality constrained optimization problem. The Lagrangian method
is a suitable solution method for problems of this type, and, as an added bonus, the value
of the Lagrange multiplier at the solution reveals how TFC increases with an expansion of
output by one unit. Recall that the Lagrangian has the general form:

L(xy, x2, 1) = Objective function — A(Constraint function — Constraint constant),

where A is a new variable (known as the Lagrange multiplier) that has been introduced to
help solve the problem.
In this particular case, the Lagrangian is

L(x1,x2,A) =c1x1 +c2x2 — A[f(x1, x2) — yl.

Also, recall that a saddle point of the Lagrangian is sufficient for a solution to the equality
constrained optimization problem. Assuming that the production function is smooth, a
saddle point is necessarily found as a point where the derivatives of the Lagrangian with
respect to x and the Lagrange multiplier, A, are simultaneously zero. For the Lagrangian
above (letting MP; denote the marginal product of input 7), the saddle point conditions are

C1 —).MP] = 0,
CQ—)\.MPZ = 0,
y — fx1,x2) =0.

Among other things, these conditions require that

MP; _ MP,
Cq B Cz'

First, let us take a look at these conditions and see what they might mean in a qualitative
sense. Note what these conditions say about cost minimization. Cost minimization requires
that the ratio of marginal product to marginal factor cost be the same for all inputs. This
amounts to the tangency condition between an isoquant and an isocost line, where

MP 1 C1
MRS = — = —.
MPZ (&)
Second, and at a more general level, these conditions from the Lagrangian only seem to take
on practical importance when the constraint in the problem actually binds; that is, when
the same solution would have resulted from an inequality constraint in the problem rather
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than the strict equality constraint. This is the case for which resources are not adequate to
accomplish all one wants to accomplish and allocation of scarce resources must actually
take place to achieve the best (though perhaps not good) outcome available, which leads
to the third point. At a much more general level, note that these conditions associated with
cost minimization seem to be capable of extension to more general management efforts.
Moreover, it is not clear that the extension needs to be quantitative to have an impact on the
quality of management decisions. In cases where resources are actually scarce as indicated
above, the conditions from the Lagrangian suggest to the (perhaps overworked) manager
to balance the ratio of the marginal fruit of effort to the marginal sacrifice of effort for all
efforts. This condition, at the very least, provides a manager with a target. It is a rule of
thumb that may be more or less applicable without quantification or, at least, may provide a
useful mindset from time to time in guiding management decisions. Contrast this condition
to related advice such as “make a list of the ten things you want to accomplish and hope to
accomplish five or six of them.” Or contrast it to the stochastic analog to this latter advice:
“figure out what you want to happen and then take action to maximize the probability that
the preferred event occurs.” This advice for an uncertain environment may be contrasted in
a similar manner to related efficiency conditions derived from the economics of risk and
uncertainty. The critical point here is that economic efficiency, as depicted by the saddle
point of the Lagrangian, requires balanced efforts across all endeavors. This balancing of
efforts seems to run throughout microeconomic theory probably because the nature of the
economizing problems being considered is so similar across different fields.

Now let us consider finding a specific TC. This will be accomplished by dispensing with
interpretation and actually solving the efficiency conditions derived from the Lagrangian
above. Suppose that we know the production function is a Cobb—Douglas type, that is, we
know the values of a, b, and ¢ in

y = axfxg,

and we know the input prices, ¢; and c¢;, as well.
Then the Lagrangian is

L(x1,x2, 1) = 1 x1 + caxp — A (ax(xs — ).
Solving the saddle point conditions,

¢y — ba xf_lxgk =0,
) —ca x{’xg_l A =0,

y—axix§ =0,

and inserting the solution values for x; and x, gives the expression for TC as

b+ b\ " re
- [) )

Note that this expression gives the minimum possible expenditure on x; and x,, which
results in y units of output. TC depends on the input prices, ¢; and c,, and the technical
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coefficients from the production function, a, b, and c, as well as on the level of output, y.
Note that in the case above, TC has the form

TC(Q) = Ay®,

where B = 1/(b+c¢). You should be able to determine the shape of TC as a function
of returns to scale, which, in the case of the Cobb-Douglas type production function, is
indicated by the value of b + c. In particular, what does TC look like if the production
function exhibits constant returns to scale? (Answer: Constant slope).

Note that 0 < B < 1 suggests economies of scale (i.e., decreasing AC); B = 1 suggests
constant AC; B > 1 suggests diseconomies of scale (i.e., increasing AC). As demonstrated
later, this TC function could also have been derived using a more robust specification of
the epistemic production model such as the CES.

Average cost (AC) is TC(y)/y. Note the form of AC is determined entirely by the form
of TC and is a function of y. VC is TC(y) — FC. Note that the form of VC is identical to
the form of TC and VC is also a function of y. AVC is VC(y)/Q. Its form is similar to that
of AC. AVC is a function of y. AFC is FC/y. AFC has the form of a rectangular hyperbola
regardless of the technology. AFC is a decreasing function of y. The MC is dTC(y)/dy.
It is a function of y and approximates the change in TC due to a one-unit expansion
in output. You should be able to show that MC > AVC implies that AVC is increasing.
Suppose that the production function is y = 100 x;%% x,%°. The prices of x; and x; are $4 and
$5 per unit, respectively. Fixed cost is $250. You should be able to derive, plot, and interpret
TC, VC, FC, AC, AVC, AFC, and MC. Ignoring FC, a robust epistemic model of cost is
given by

TC(y) = Ay”,
A>0 and B >0.

This form for TC will follow from the linear, Cobb—Douglas type, Leontief, and more
importantly, the CES production models. Hence, it is robust with respect to uncertainty about
factor substitution and returns to scale. This means there are values of its parameters, A and
B, which enable the data to inform about economies of scale. Hence, the statistical analysis
of cost based on this form will enable the data to inform, without artificial restriction, about
returns to scale. Of course, at all times, remain mindful that statistical analysis is but a single
piece of information to assist decision —making among multiple pieces of information that
may be available to a manager.

We know from the discussion in Chapter 7 that the CES production function can admit
linear, Leontief, and Cobb—Douglas type factor substitution and returns to scale character-
istics depending on the values of its parameters. Hence, it will be reassuring to find that
a cost function derived from CES technology leads to the epistemic model that we have
already arrived at. While somewhat tedious to show, this turns out to be the case. Let us
first consider the problem that needs to be solved to yield a cost function based on CES
technology:

Minimize ¢; x1 + ¢ X2,

e/p
Subject to: a [arx{ + (1 —a)xy] = y.



310 COST THEORY

After simplifying the constraint function, the Lagrangian is
L(xy,x2, M) =cix;+crxp— A [a"/e (a1 x) 41— al)x;) — y"/s] .
The conditions based on the Lagrangian are
p/e p—1 —
cr—a’farxy” Ap =0,

e —a’é(1 —al)xf_l)»,o =0,

yE—al® [ayx{ + (1 —apx)] = 0.

Solving the first equation for x; gives

1

ra P P 3
» (ys —asx§’+asa1x§)p
€ .

X1 =dase
ay

Observing that the first two conditions imply that

1

—1 ]
(1 —aexy "
X = - )
a|cy

1/(p=1)

X1 (((1 —al)clxé’*l)/(alcz)» ,

and the solving for x| gives

or equivalently that

1 1 1

p—1 . p—1 p—1

o
xi=0—=ap)rTa, e, X

The two expressions for x; can be simplified by first raising both sides of each expression
to the power p and then simplifying the right-hand side of each expression to give

L L L
o (2T ety ratany P
as (I —ay)r"a ¢/ ¢ x5.
a1 1 G G X

Solving this equation for x, gives

- 1 P ==Y
x2=|:—afra1ys (1———(1—011)»°1 al" el ey .
ap

This expression for x, can be simplified to yield

—1 -1 —1

.—b‘

_‘C‘)
z‘h

I\?
b‘b
SN—
| |
b}

Xy = |:a£y£ (1 —a;+(1 —al)v%la
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- _

o . . . L = = . .
Substituting this expression for x; into x; = (1 — a1)77 a; "' ¢{ "' ¢, "' x, obtained earlier
gives

1
L= P - L e = et
— =i -1 . p= v =" o o
xi=0—a)rTa, "¢ ¢, ary “\l—ar+A—ap)rTal ¢, " ¢, .

Substituting the expressions obtained for x| and x; into ¢; x; + ¢, x, and simplifying the
outcome gives an expression for TC:

1 p

p 1 , L o2 = |7
TC(y) = a ¢ |:cz+ (1— al)ﬂITI a, "¢/ 'czl'”j| [1 —a+1 - al)/)'all"’cl”"czﬂ":| yé,
or
TC(y) = Ay®,

where B = 1/e¢.

Note that if B < 1, then ¢ > 1 (economies of scale; increasing returns to scale); if B =
1, then ¢ = 1 (no economies of scale; constant returns to scale); if B > 1, then ¢ < 1
(diseconomies of scale; decreasing returns to scale). In view of the results in this section,
this form of epistemic model can be based on the CES production function and so will be
robust with respect to the underlying technology/factor substitution (linear, Cobb—Douglas
type, Leontief).

8.8 ECONOMIES OF SCOPE: BASIC CONCEPT
AND COST COMPLEMENTARITIES

Economies of scope refer to the cost reduction resulting from producing two or more
products together compared with producing them separately. It can be expressed as

TC(Q1, Q2) < [TC(Q1,0) + TC(O0, Q2)],
and the cost savings (CS) can be expressed as

_ [TCQy) + TC(Q2)] — TC(Q1. Qo)

CS
[TC(Q1) + TC(Q2)]

Typical examples are the companies that produce beef and can easily produce leather.
These firms would enjoy favorable economies of scope compared with firms that have
two separate plants. Soft drink companies can easily produce other types of drinks, such
as iced tea or energy drinks. Companies producing butter and cream can market the milk
by-product as skim milk and create a market for it that may prove to be even more lucrative
than the market for the original products. There is no secret to how the cost is reduced
by the collective scope. Companies capitalize on their comparative advantages and exploit
all the experience gained with the original products. They can make an excellent use of
their facilities, equipment, labor, and management skills. Also, they can utilize the same
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distribution and supply networks they dealt with over the years, as well as tap into the same
market base and consumer loyalty that they have developed over a long time.

Example 8.5

Suppose that a company estimates that producing its two products jointly would cost
$7.56 million while currently it costs $5.2 million to produce product 1 and $3.8 million to
produce product 2. How can the economies of scope be expressed?

Solution:

5.2+3.8] —7.56
cg = P2+ 38 —0.16
52+ 328]

TC would be reduced by 16% and that is due to the economies of scope.

Not only the TC of production is involved in measuring the economies of scope but
the MC also plays a role in the existence of the economies of scope through what is
called cost complementarity. When the MC of producing one product (MCQ) ) is reduced
by the increase in production of another product (Q»), a cost complementarity is said to
exist. This can be proven when the cross second partial derivative of the joint product cost
is negative:

[3MC1(Q1, Qz)] <0
00> '

Since the MC is the first derivative of the TC, this condition can also be written as

[ 92TC ]
— | <O,
00100>

and for the other product, this condition would be
|:3MC2(Q| , Qz)]
———= | <0,
001
or

|: 9°TC :|
—— | <O.
00,00,

So, by this, the MC of Q; can be reduced if the production of Q, is increased or the other
way around.

Example 8.6
Consider the following TC function:

TC = 500 — 20,02 + 0% + 03

1. Would there be any cost complementarity?
2. If 01 = 10 and Q? = 15, would there be any economies of scope?
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Solution:
L. e _ —20,+20
00, 2 1,
3’TC
— =-2<0,
00100>
Also dTC
’ = =-20,+20,,
20, 01+20,
3’TC
— =-2<0.
00,00,

Yes, the cost complementarity exists.
2. TC(Q1, 02) < [TC(Q1, 0) + TC(0, Q2)],
TC(Q1, Q2) = 500 — 2(10)(15) + (10)*> 4 (15)* = 525,
TC(Q1, 0) = 500 — 2(10)(0) + (10)* + (0)*> = 600,
TC(0, Q5) = 500 — 2(0)(15) + (0)* + (15)* = 725,
525 < (600 + 725),
525 < 1325.

Economies of scope exist.

8.9 ECONOMIES OF SCOPE: SYNERGY AND INPUT INDIVISIBILITY

Economies of scope may result from (1) a synergistic relationship between production
processes and/or (2) input indivisibility. For example, suppose that there are two potential
outputs, y; and y,, with production functions:

i = f(x1, x2, y2),
y2 = g(xy, x2).

Note the interrelatedness of the production of good y; with good y, indicated by the
presence of the output level of the second good in the first good’s production function. If y,
is presently being produced, then synergism would be present if making y, increased the
output of y;. Such synergism could occur if an activity associated with the production of
v, also served in the production of y;.

The question “What can be added to an existing product line to increase profit?” is a very
common management consideration in both production and retailing. This question can
often be viewed as an inquiry into the existence and identity of economies of scope. Musing
or simple logic and engineering may be useful in identifying synergistic effects in produc-
tion. Analysis of production and factor usages may be helpful in identifying economies of
scope due to input indivisibility. The following discussion provides a detailed description
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of a quantitative procedure that may be used to identify a new product to add in the case
when economies of scope can be pursued owing to the existence of input indivisibility. This
is a common situation, though sometimes synergistic effects are realized as a by-product of
taking on another output, even if the motive for adding the output was input indivisibility.

First of all, what is meant by input indivisibility (sometimes referred to as lumpiness in
factor supply)? This term refers to the fact that many inputs cannot be varied continuously
but rather must usually be purchased in particular, discrete quantities. For example, the 40-h
workweek is fairly common in the United States. Machines come with various discrete ca-
pacities. Additional workspace may come in round numbers, and so on. Itis highly likely that
some inputs in a production process will be fully employed at some times and unemployed
(or employed at less than full capacity) at other times. This is likely to occur because the dis-
crete amount of an input that can be acquired will not always correspond in a timely manner
to the precise needs of a production process. Economies of scope may be achieved by fitting
a new product into the “seams” of the production processes of the existing products. Note
that the existence of economies of scope here does not depend on any synergistic relation-
ship between the products. The different production processes can be completely unrelated
except for the fact that there are common types of inputs used in some or all of them.

For example, a restaurant that sells meals and ice-cream desserts may analyze its pro-
duction processes and determine that an ice-cream bar and/or a walk-up window can be
staffed by existing management and other personnel. The new product (“carry-out” ice
cream) can be added to the existing product line with minimal fixed cost and essentially
no additional variable factor cost. The new product may significantly improve the firm’s
profitability owing entirely to economies of scope and input indivisibility. Moreover, addi-
tional synergistic economies of scope may be realized if it turns out that some synergistic
effects occur as a result of adding the new product.

A quantitative procedure to identify economies of scope due to input indivisibility is
described by an abstract example. The fact that this description is an example should
not be taken as a reason to devalue its importance. In an actual situation, successful
identification of economies of scope may be the critical difference for businesses such
as the restaurant mentioned above. An abstract example is used to illustrate the main
elements of the procedure in a comprehensive manner; that is, a manner that avoids the
nonessential complexities of a real situation. The main technique used in the analysis is
from a quantitative-methods course you have probably already taken and leverages the
review of linear programming.

Suppose that the firm in this example produces two products. The first product, y;, uses
two inputs, x; and x,. The second product, y,, uses the same inputs plus an additional input,
x3. Production takes place over two time periods with finished products available after the
second period. The firm must first determine the amount of each input required for each
period to make a unit of each product. From the firm’s first task, can you identify the type
of production functions that are assumed for the outputs in this very obviously multioutput
example? (Answer: Leontief).

Measurements are undertaken to characterize minimum input requirements for each
product and for each input. Actually, averages of the measured requirements may be used
rather than the minimum observed, though the minimum would be ideal. It is determined
that producing a unit of y; requires 4 units of x; and 6 units of x, during period 1 and
5 units of x; and 10 units of x, during period 2 (Figures 8.9 and 8.10). Producing a unit of
y2 requires 20 units of x;, 10 units of x,, and 5 units of x3 during period 1 and 10 units of
x1 and 5 units of x3 during period 2 (Figures 8.11 and 8.12).



ECONOMIES OF SCOPE: SYNERGY AND INPUT INDIVISIBILITY

Xa

10

2 Period
FIGURE 8.9
Xo
20
10
2 Period
FIGURE 8.10
X2
10
2 Period
FIGURE 8.11
X3
5
2 Period

FIGURE 8.12

315



316 COST THEORY

Let x;; denote an amount of input j during period 7. In view of the input requirements,
the production function for y; is

yi = min(1/4xyy, 1/6x21, 1/5x12, 1/10x2),
while the production function for y, is
Y = min(1/20x11 , 1/10)(21, 1/5)(31 , 1/10)(12, 1/5X32).

The firm’s estimates of the demand for its products suggest that it can sell 4 units of y;
and 5 units of y,. Due to input indivisibility, the firm must procure none or 200 units of x,
none or 200 units of x,, and none or 100 units of x3 for use during the production cycle.
Assume that each of the products is equally profitable with a profit per unit of $50, and
that the firm plans to acquire the maximum amount of input prior to the beginning of the
production cycle. From section 7.6, the form of the multioutput model reflecting product
demand, production, and resource constraints during the production cycle is

Maximize 50 y; + 50 y,.
Subject to4 y; + 20 y, < 200,
6y; + 10y, < 200,
Sy, <100,
4y1 +20y2 +Syi + 10y < 200,
6y; + 10y, + 10y; < 200,
5y2+ Sy, < 100,
i <4,
y2 <5,

where yi, y, > 0.

The firm’s multioutput decision problem can be solved by computer or graphical tech-
niques. The optimal solution is y; =4 and y, = 5, which yields a profit of 450 at the end of
the production cycle. With these levels of output, the firm’s optimal production plan uses
116 units of x|, 74 units of x,, and 25 units of x3 during period 1 and 70 units of x;, 40 units
of xp, and 25 units of x3 during period 2. At the end of the production cycle, the firm will
possess 14 units of x;, 86 units of x;, and 50 units of x3. The firm can achieve economies
of scope due to input indivisibility, by identifying a product or products that can make use
of these unused inputs during the periods of the production cycle. Hence, the firm would

need to evaluate promising new products that involve these inputs with unit requirements
over the periods of the production cycle that fall within these ranges.

8.10 THE LEARNING CURVE

It is common sense to expect that if you do something long enough, it would not only
become easier over time but also take less energy, time, and whatever other inputs it needs.
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To put it formally, it is the experience that gets more intensive, highly flexible, and more
applicable. This has been formalized as the learning curve effect. It refers to the reduction
in inputs and input cost that can be observed as the cumulative size of output increases.
In other words, accumulating learning and experience in the production process leads to
a decline in the average cost of inputs for a given output level at a certain time. This
phenomenon is specifically evident in labor as input and was observed initially during the
1930s in the aircraft industry. The observation was that the number of work hours required
to produce one unit of output kept declining as production increased. However, it is not
exclusively related to labor. It can be applied to many inputs, including the raw material,
which can also be reduced as a longer and better experience is gained. For example, as the
amount of scraps and wastes can be cut down with improvements in the method, design,
and tools. However, not all production inputs can be subject to the learning curve effect.

Mathematically, the relationship between the reduction in input or its cost and the
increased output can be expressed as

C =a0”, (8.6)

where C is the average cost of input, Q is any output level, « is the average cost of the
first unit of production, and f is a measure of the learning effect. It is a negative value that
makes the learning curve downward sloping (the upper panel of Figure 8.13). The greater
the absolute value of g, the faster the decline in the per-unit cost (C).

Equation (8.6) can be expressed logarithmically as

logC =loga + Blog Q.

C (Per-unit cost)

Q (Output level)

log a

log b

FIGURE 8.13
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This form is linear resulting in a learning curve that is a downward-sloping straight line
(lower panel of Figure 8.13). The slope of the line is 8, which is typically obtained by

_loga

~logh’

As a measure of the learning effect, 8 is a ratio of the logarithms of two factors: the first
is the learning factor a that refers to the rate at which the learning process occurs and the
experience accumulates. Its value is between zero and one (0 < a < 1). As the value of
this factor approaches zero, § would become very large, and the learning effect gets more
significant.

The second factor is the factor of output proportionality that has been standardized as
doubling the production so that 8 measures how much the average cost would decline every
time the output is doubled. This factor is represented by the denominator (log b) and, in
this case, it would become log 2, which is equal to 0.30103. Table 8.2 shows three selected
values of the learning factor, a, and their effects on the reduction of the cost of the initial
unit of production at $100,000.

TABLE 8.2
0 a=0.9 a=0.6 a=03
1 100,000 100,000 100,000
2 90,000 60,000 30,000
4 81,000 36,000 9,000
8 72,900 21,600 2,700
16 65,610 12,960 810
32 59,049 7,176 243
64 53,144 4,666 72.9
128 47,830 2,799 21.87
256 43,047 1,680 6.56
512 38,742 1,008 1.97
B =-0.152 B =-0.737 B =-—1736

We can look up the value of the reduced cost at any of the production size in the Q
column. Each Q is a double of the one before. For example, if the output level doubles
from 16 to 32, the average cost of the first unit of production would be cut to $59,049 if the
learning factor is 0.9, and to $7776 if the learning factor is 0.6, and to $243 if the learning
factor is 0.3, given that the average cost of the initial unit is $100,000.

When a = 0.9,

g2l
ogh

log 0.9

log2
= —0.152,
C =aQ?
= (100,000)[32]*152
= 59,049.
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When a = 0.6,

_ 1og0.6
log2
= —0.737,
C = (100,000)[32]7%7

= T7776.

When a = 0.3,

log0.3

log?2
= —1.74,

C = (100,000)[32] 1736
= 243,

Note that the higher the absolute value of 8, the more dramatic the reduction in the average
cost would be.

The learning curve effect has been applied in a wide range of fields in manufacturing and
assembly lines of many industries. It has also been utilized in forecasting the requirements
of equipment, material, and personnel, also in planning production schedules and pricing
the products and services. The following graph (Figure 8.14) shows how the learning curve
can be compared with a current price and how the saving in the LAC can be tracked
down as the production grows from Q; to Q5 to Q3. For up to production size of Q,, the
average cost is above price, bringing about a disadvantage area of A. At O, the cost is
equal to the price, but after O, the cost would be cut dramatically allowing a huge area
of gain (B).

P Price

— LAC

o Q Q3

FIGURE 8.14
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Example 8.7
If the average cost of producing the first piece of equipment in an assembly plant is $3500,
the learning factor is 0.68, and the output proportionality factor is 3. Find the following:

1. The percentage of reduction in the average cost of producing 500 pieces of equipment.

2. The number of work hours required to produce the first piece of equipment given that
the wage rate is $25 per hour of work.

3. The number of work hours required to produce each of the 500 pieces of equipment.

Solution:

loga
p=—22

loghb

log 0.68

log3
= —0.35,
C=aQ’
(3500)[500]

= 395, the reduced cost

3500 — 395
3500

x 100 = 88.7%.

The 500th unit is reduced by 88.7% or the cost of the 500th unit became only 11.3%
of the cost of the first unit:

2 0= 113,
3500

2. If the average cost of the first unit is $3500 and the wage rate is $25, then the number
of work hours would be

3500
—— = 140 work hours.
25
3. Since the cost of 500 units is $395 and the wage rate is $25 per hour, then the number
of work hours required to produce 500 units is

ﬁ = 15.8 h.
25

The last word about the learning curve is to distinguish its effect from the effect of economies
of scale, since both are involved in the cost reduction owing to production increase. Fig-
ure 8.15 shows the difference clearly: the economies of scale effect on the cost reduction is
measured by the vertical distance C,C; as we move down the curve from point A to point B
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and as production size increases from Q; to 0. In the case of the learning curve, the same
cost reduction would be due to shifting the entire curve down from LAC; to LAC,.

LAC
1
)
\
\
C " NA
AY
A
l \ B
C %
. LAC,
- LAC,
Q Q, @
FIGURE 8.15

8.11 COST-VOLUME-PROFIT ANALYSIS AND
OPERATING LEVERAGE

The major objective of the cost—volume—profit analysis is to identify the smallest output
level necessary to secure a nonnegative level of profit. That specific output level would
first and foremost be able to cover the fixed cost. This analysis is also called break-
even analysis where it is considered an important tool for business performance and
profit planning that utilizes the restructuring of the fundamental relationship between
cost and revenue. This analytical tool offers the manager or business planner a plausible
approximation of the point when profits begin to be collected according to the realization
of the stage during which TC of production has been recovered by revenues from the
production sales.

The cost—volume—profit can be defined as the process determining the level of out-
put that must be produced and sold before any profit can be earned. It can also be the
determination of the amount of revenue that can be collected before earning any profit.
The reliance on finding the revenue instead of the production size can be more prac-
tical and convenient if the firm produces or sells multiproducts. For example, General
Motors can easily determine how many Chevy Malibu cars should be sold before that
plant starts to earn profits, but this method cannot be easily used for Walmart, because
Walmart stores sell tens of thousands of products. It is, therefore, more appropriate to deter-
mine how much sales revenue should be collected before a certain Walmart store starts to
earn profits.

Technically, the break-even analysis is to find the point that refers to both the break-even
quantity of product and the break-even revenue of sales. This point is called the break-even
point, at which profit would be zero and TC would equal the total revenue. Geometrically,
it is the point of intersection between TC and total revenue curves. Once we locate this
point, we would know that all production before that point incurs some loss and any product
produced and sold after that point would yield some profits.
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8.11.1 Break-Even Quantity and Break-Even Revenue
If total cost (C) includes both FC and VC, then

C =FC+ VC.

Since VC changes with the size of production, let us consider v the variable cost per unit
of production. If production is Q, then

VC =vQ, and
C =FC+vQ. (8.7)

Also, revenue (R) will depend on how many units of product are sold. If we consider p as
the price per unit of product, then

R = p0. (8.8)

Profit (Pr), sometimes called operating profit or EBIT (earnings before interests and taxes)
is the difference between total revenue and total cost, then

Pr=R-C, (8.9)
Pr=pQ — (FC +vQ),
Pr=pQ — FC —vQ,
Pr=Q(p —v) —FC,

and since profit is zero at the break-even point,

0=0Q(p—v) —-FC,
O(p —v) =FC,
FC
p—v

Q =
This Q is the quantity of products at the break-even point, and it is called the break-even
quantity (BEQ):

FC
p—v

BEQ =

where again, FC is the fixed operating cost, p is the price per unit of product, and v is the
variable operating cost per unit of a product.
Similarly, we can find the revenue at the break-even point; we start with Equation (8.9):

Pr=R —C,
Pr=R — (FC +vQ),
Pr=R —FC—vQ.
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We substitute for the Q value that is obtained from Equation (8.8):

PQ,
0,

R
Pr:R—FC—v(—).
p

S| xR =

At the break-even point Pr = 0,

R
0:R—FC—V<—>,
p
v
FC:R(I——),
p

R=—.
1——
p

This is the revenue at the break-even point, and it is called the break-even revenue (BER):

FC
BER = —.

1 ——
p

By knowing the BEQ or BER, a firm can

1. determine and control its operations in order to sustain the proper level of output to
cover all operating costs;

2. assess and control its ability and timing to earn profits at different levels of production
and volumes of sale.

Before we apply the break-even technique, we should be able to know the operational
definitions of the variables involved, especially to distinguish between the FC and VC,
which is the first task to perform before solving any BEQ or BER problems.

Fixed Cost Fixed costs are the costs that are not associated with the size of production
or sale of products. They are a function of time, not sales or production, and therefore,
they are incurred whether or not the firm produces anything or sells any product. Typical
examples of FC are rent, lease payments, insurance premiums, regular utilities, executive
and clerical salaries, and debt services. All these are expenses that have to be paid re-
gardless of how much the firm produces or sells. Geometrically, they are represented by a
horizontal line.

Variable Cost Variable costs are any costs that are associated with the size of production
or sale. They fluctuate up and down with the volume of production in a positive relationship.
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Typical examples of VC are production material, production labor and production utilities
such as the cost of electricity and gas consumed by the productive machines and equipment,
merchandise insurance, transportation, and storage. The more the firm produces, the more
the VC it incurs. In this sense, VC would be a product of the size of production (Q) and the
VC per unit of a product (v).

Contribution Margin The CM is the amount of profit earned on each unit sold above
and beyond the break-even quantity, and similarly, it would be the amount of loss the firm
would incur on each unit produced below the break-even point. Technically, it is equal to
the unit price of the product discounted for the unit variable cost. Mathematically, CM
would be

CM=p-—-v
and that is, in fact, the denominator of the BEQ formula.
Example 8.8
A small home business incurs $3860 FC and $0.75 variable cost per unit. If it sells its

product for $2.75, how many units of the product have to be produced and how much
revenue has to be collected before this business starts earning a profit?

Solution:
FC
BEQ = —,
BEQ = 3860 ,
2.75—-0.75
BEQ = 1930 units,
FC
BER = 7
1——
p
BER — 3860
- i 0.75°
2.75
BER = 5307.50,
Also, BER = BEQ - p,
BER = (1930)(2.75),
BER = 5307.50.
Example 8.9

Table 8.3 shows the cost data as in the records of Modern Books, a company that specializes
in custom book-binding and sells its service for $30 per book. Calculate the break-even
quantity and the break-even revenue.
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TABLE 8.3

Item Frequency Cost ($)
Rent Monthly 2800
Property taxes Semiannually 1665
Insurance Quarterly 1112
Administrative salaries Monthly 6580
Employees benefits Annually 5312
Wages Per book 3.00
Paper Per book 2.15
Cardboard Per book 1.35
Glue, take, thread Per book 0.55
Leather Per book 1.95
Ink and paint Per book 0.95
Shipping and handling service Per book 2.00

Solution:

325

e The first task is to separate FC and VC on the basis of our understanding of the

concepts:

¢ Fixed costs are rent, property taxes, insurance administrative salaries, and employee

benefits.

e Variable costs are wages, paper, cardboard, glue, tape, and thread, leather, ink and

paint, and shipping and handling.

® The second task is to unify the frequencies of the cost items. The standard is to convert
every fixed cost item into annual and energy variable cost item per unit.

Fixed costs:

Rent = $2800 x 12 = $33,600,
Property taxes = $1665 x 2 = $3300,
Insurance = $1112 x 4 = $4448,
Admin.salaries = $6580 x 12 = $78,960,
Employee benefits = $5312 x 1 = $5312,
Total = $125,620.

Variable costs:

Wages = $3.00,
Paper = $2.15,
Cardboard = $1.35,
Glue, tape, thread = $.55,
Leather = $1.95,
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Ink and paint = $4.95,
Shipping & handling = $2.00,
Total = $11.95,

FC
BEQ = ,
p—v
125,620
BEQ = ——— = 6959 books,
30 —11.95
FC
BER = 7
1 — —
p
BER = —125’620 = $208, 786
o ! 11.95 — ’ ’
30
Also, BER = BEQ - p,

BER = (6959.56)(30.00) = 208.786.

8.11.2 Cash Break-Even Technique

Sometimes, there are a lot of noncash charges that a company has to deal with as a significant
part of its operating FC. Often, these noncash charges are the depreciation charges, which
have to be deducted from the operating FC in order to prevent the overestimation of the
break-even point. In such a case, the formula to calculate the break-even point would be
adjusted to “cash break-even quantity” (CBEQ), which is equal to

FC — NC
CBEQ= —
p—V

where NC is any noncash charges constituting a sizeable portion of the FC.

Example 8.10

The records of the Riverbent Company indicate a $5700 FC, depreciation charges of $1767,
which is a little more than one-third of the FC. Suppose also that the VC per unit is $2.30
and the product sells for $7.00. What would be the company’s CBEQ and how would it
compare to the regular break-even quantity (BEQ)?

Solution:
FC — N
CBEQ = ¢ ~N¢
p—v
5700 — 1767
BEQ= ———
CBEQ 7.00 —2.30°
CBEQ = 837,

CBER = (CBEQ)(p) = (837)(7.00) = $5859.
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If we calculate the regular BEQ, we would not discount the depreciation out of the FC. In
this case, BEQ would be

FC
BEQ = ,
p—V
5700
BEQ= ——— |
7.00 — 2.30
BEQ = 1213,

BER = (BEQ)(p) = (1213)(7.00) = $8491,

which is a case of overstating the break-even point (Figure 8.16).

TC,
L~ TG
BEP1
BER:8491 @ — — —— —— — —— ——— —— — — .
i -
| L~ *
CBER:5859@)——=—————— :
+ FC =5700
| !
. Ir ................................... FC— NC = 3933

|
|
|

BEQ =33 BEQ=1213

FIGURE 8.16

Excluding the noncash charges reduces the FC and TC, resulting in lowering the break-
even point from BEP1 to BEP2. This would lead to a lower CBEQ, and lower CBER.

8.11.3 The Break-Even Point and Target Profit

If a business owner has a specific objective to achieve a certain profit specified in
advance as a certain amount of money, then that specific profit figure would be called
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a “target profit.” It can be preset by making it part of the FC in order to determine the
size of the BEQ and break-even revenue (BER). The BEQ and BER formulas would then
have to be adjusted by adding that target profit (TP) to their FC in the numerator and the
new BEQy, and BERy, would be

FC + TP
BEQ, = ——,
p—v
and
FC + TP
BER, = + -
p
Example 8.11

Let us assume that the Riverbent Company in the last example decided to collect at least
$6000 profit as a first step. What would the BEQ and the BER be?

Solution:
TP = $6000,
FC + TP
BEQtp = )
p—v
BEQ, — 5700 4+ 6000
? 7 7.00-2.30"
BEQ,, = 2490,
FC + TP
BER,, = LV
1 — —
P
5700 + 6000
BERy, = 230
~ 7.00
BER,, = 17,425,
or BER,, = (2489.36)(7.00),

BER, = 17,425.

This is an opposite case to the cash break-even (Figure 8.17). Here a TP is added to the FC
pushing the TC up from TC,; to TC, and as a result, moving up both the BEQ and BER.
The second break-even point would have a different meaning this time. It is no longer the
point at which the profit is equal to zero as was the first point, but it is the point beyond
which profits would move higher than the achieved target.
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TR

17,425 @—

FC=5700

BEQ=1213 BEQy, = 2490

FIGURE 8.17

8.11.4 An Algebraic Approach to the Break-Even Point

Corenza’s home business produces dolls at a VC of $20 per doll and a FC of $300. If it
sells the doll for $50 apiece, we can write the cost (C) and revenue (R) equations in the
following way:

C =FC+vQ,
C =300 + 20X,
R =pQ,
R =500Q.

At the break-even point, cost would equal revenue, then

C =R,
300 + 200 = 500,
300 = 500 — 200,
300 = 300,
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300
=73
Q = 10, this is the BEQ,
R =500,
R = 50(10),

R =500, this is the BER.

8.11.5 Break-Even Time

Since the break-even point has been expressed in terms of production size and revenue
amount, it can also be expressed in terms of time, especially if a firm knows its production
capacity, which is stable and consistent and can be measured in time units. In the light of the
time value of money, it becomes significant to identify the break-even point in terms of time
(Figure 8.18). Suppose that a firm knows its production rate (e.g., ). If the time required
to produce a certain size of production is ¢, and if Q refers to the break-even quantity, then

we can write

0 =qt. (8.10)
C&R
R =50Q
BEP2
|
|
|
Pr :
| -
Break-even Pr>0 | / €=300+20Q
point : > R
l
— VC
BER=500 1= ————=———=——==— !
I c <
' l
|
300@—— . —.. —. .. e [ EC = 300
| |
' l
| I
i | FC
' |
: Q
BEQ =10

FIGURE 8.18
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Suppose that the family business in the last example can only produce two dolls a day.
Their break-even time would be 5 days:

0 =qt,
10 = 2¢,
10
r=—,
2
t =5 days.

In reality, products take some time to be sold, which means there is a time lag between
manufacturing a product and selling it, and actually collecting revenue from its sale. So,
let us denote this time lag by #;, and go back to the original cost and revenue equations and
substitute for the Q value from Equation (8.10):

C =FC+vQ,

C =FC +vqt, (8.11)
R =pQ,

R = pqt.

We can factor in the time lag in the revenue equation:
R =pq(t —11). (8.12)

Now, let us equate C and R Equations (8.11) and (8.12) under the break-even condition and
solve for ¢ as the break-even time:
C =R,
FC 4 vgt = pq(t — 1),
FC + vgt = pqt — pqt,; ,
FC + pqt, = pgt — vqt,
FC + pgr, = p(p — ),

_ FC+pqt;
g(p—v)
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This ¢ is the break-even time (BET), which is expressed in terms of the FC, unit price of
the product (p), production rate (g), time lag (¢, ), and variable cost per unit (v):

FC + pqt,

BET = .
q(p—v)

Example 8.12

Suppose Corenza’s family business in the last example decided to produce beach-craft
souvenirs at the rate of four pieces a day at a $28 variable cost per piece. Assume its FC
stays the same at $300. Each souvenir would sell for $60, but it will take 3 days for the
revenue to start coming in. When would this business break even and at what BEQ, and
with what BER?

Solution:

300 + (60)(4)(3)
T 460—28)

= 7.97 or 8 days to break even.
R =pqt —1.),
= (60)(4)(8 — 3),

BER = $1200.

BEQ — BER
=5

1200
60
= 20 dolls.

Example 8.13
Find BET, BER, and BEQ for Goodtract, a tire manufacturing firm that has the following
data (Figure 8.19):
Fixed cost = $80,000,
Variable cost per tire = $20,
Daily production rate = 100 tires,
Selling price per tire = $80,

Time lag for revenue = 20 days.
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S C&R

Break-even

BER= |
160,000
FC = 80,000
80,000 @ = —
I
I
I
» t (days)
. Q (tires)
BEQ = 2000
FIGURE 8.19
Solution:

First, we construct the cost and revenue equations in which a time element is involved:

C = FC + vgt,

C = 80,000 + (20(100)¢,
C = 80,000 + 20001+,

R =pq(t — 1),

R = (80)(100)(¢r — 20),
R = 8000t — 160,000.

At the break-even point, C =R

80,000 + 2000 ¢ = 8000 ¢ — 160,000,

240, 000 = 6000¢,
240,000
~ 6000
BET = ¢ = 40 days to break even.
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BER = R = 8000¢ — 160,000
= 8000(40) = 160,000

= $160,000.
BEQ = —,
Q P
160,000
80 ’
= 2000 tires.

8.11.6 The Dual Break-Even Points

As we have seen so far, the revenue and cost functions have been either linear or approxi-
mated as linear, and the graphs of the two functions have been straight lines intersecting one
time at one point, forming a single break-even point. Usually to the left of the break-even
point, the TC line is above the total revenue to indicate the loss area, and to the right of the
point, the TC line runs below the total revenue line indicating the profit area. In other cases,
either both or one of the functions would be nonlinear, a case that might result in having the
two curves intersect each other at more than one point, often at two points resulting in the
creation of two break-even points. The area formed between the two curves up and down,
and between the two break-even points left and right is the area of gain. Profit usually starts
low right after the first break-even point, which is called “the lower break-even point”
and it would increase until it reaches the maximum at some point of production. Then it
starts to decrease until it gets to zero again at the second break-even point, which is called
“the upper break-even point.” After that point, losses would incur again. Let us consider
the following revenue and cost functions:

R = —207%+ 860,
C =160 + 140,

and let us

1. locate the two break-even points;
2. find out at what size of production the profit reaches its maximum;
3. calculate how much the maximum profit (Pr”") would be

Pr=R—-C,
Pr= —20% 4860 — 160 — 140,
Pr = —20% 4700 — 140.
At the break-even point(s), profit would be zero, so we set the equation to zero:

Pr=—-20%+700 — 140 = 0,
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and solve for Q as the break-even point. The function is quadratic and Q will have two
values. The function is of the following form:

Y =ax®+bx +c.

We can solve for Q by following the quadratic formula:

—b £ V/b% —4ac
Xr=—.
2a

In the case of our function above, those values are

a=2,b=70 and c¢ = —140.
0= —b £ V/b% —4ac
- 2a ’
0= 70 £ \/(70)2 — 4(=2)(—140)
B 2(-2) ’
—70 £ /3,780
0= _—4,
—70 +61.48 .
0, = B — = 2.13, the lower break-even point,
—70+61.48
and 0O, = +—4 = 32.87, the upper break-even point.

Maximum profit would occur at a production size of Q, that would be obtained as the vertex
of the quadratic function. The vertex point can be found by

—b

2a’
~70

Qv =

0, 17.5.

Substituting for this amount of production in the profit function would give us the maximum
profit (Pr"):

P
P
P rm

—20% +70Qv — 140,
—2(17.5)* + 70(17.5) — 140,
= 472.50.
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To prove this value of the function is the maximum, two checks have to be verified:

1. The first derivative of the function has to have a value of zero when the Q, is plugged in

’fl—g = 0. The first derivative of the profit function refers to the marginal profit and the

zero indicates that the tangent at the maximum point is a horizontal line (Figure 8.20):

Pr" = =202 +700Qv — 140,
dpr’”
o,

—4Qv + 170,

—4(17.5) + 70,
=0.

> Cost

S C&R
Upper
break-even TC
point
\\\ Loss ?
Pr= 472.50 : O
: TR
|
|
|
|
|
|
Lower :
break-even |
point :
I
|
|
|
|
|
® Q

$pr 17.5

MPr=0 dPr

N
=
w
[N
N
wn
[
N
)
~

Pr

FIGURE 8.20

2. Since both points, the maximum point at the top of the down-opened parabola and
the minimum point at the bottom of the up-opened parabola have horizontal line
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tangents, we need a second check to refer to the maximum condition. That is the
second derivative of the profit function that has to have a negative value when the
0, is plugged in ‘:I“szr < 0, the negativity refers to the fact that the function is going

down. If it were a minimum, it would go up:

dPr
a0
d*Pr
a0

= —4Qv + 70,

This condition can simply be expressed as the fact that the coefficient of x?, which is a in
the quadratic function, has to be negative.

8.12 LEVERAGE

The break-even analysis provides the tool to calculate the break-even point after which the
firm would start to collect profits as it produces and sells more products. Then, the crucial
question is to what extent the production and sales would have to increase in order to
achieve a certain level of profits. This is a question of the profit sensitivity to the variability
of the product sales, and that is what the “leverage” is all about. From another perspective,
leverage refers to the relationship between FC and VC. If FC is larger than VC for a firm,
then the firm is said to be highly leveraged. An important implication of being highly
leveraged is that profit variation due to variation in output will be more significant than for
a firm that is not highly leveraged. To understand this, note that high leverage means that
cost (VC plus FC) will not change much if output declines. Revenue will be sensitive to
output; however, cost will not be. If output declines, profit will decline by a relatively large
percentage when compared with a firm that is not highly leveraged and whose costs are
also closely tied to output.

Profit elasticity is a measure of profit variability with respect to output and can illustrate
the profit variability that is associated with leverage. Profit elasticity is interpreted as the
percent change in profit due to a 1% change in output. An applicable formula for profit

elasticity is
DoAPr|| O
%AQ || Pr]

O(P —v)
O(P —v) —EC’

This can be reduced to

Later, this will be called the degree of operating leverage (DOL), in which a relatively
large value for FC implies a relatively large value for profit elasticity, which suggests a
larger vulnerability to output reductions.
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8.12.1 Operating Leverage

Operating leverage is one of three kinds of leverage. The other two are the financial
leverage, and total leverage. We focus on operating leverage here for it is more relevant to
sales and profits of the business. It refers to the responsiveness of the change in profits due
to the change in sales. Specifically, it is the potential use of fixed operating costs to magnify
the effects of changes in sales on operating income or earnings before interests and taxes
(EBIT). The fixed operating cost includes those items at the top of the balance sheet such
as leases, executive salaries, property taxes, and alike.

The DOL measures that responsiveness of profit as a percentage change in operating
income (QY) relative to the percentage change in sales (S):

%AOY
DOL = ,
%AS
0Y, — OY
% 100
DOL = — ‘S ,
2 — 91
100
Si
|:(OY2 - OYl)}
DOL = oY,

S>— S
Sy
Example 8.14

If the operating income of a small business increased from $884 to $1680 as it expanded
the sales of its product from $4200 to $5880, what would be the DOL (Table 8.4)?

TABLE 8.4
S oy
S 4200 884 oY,
S) 5880 1680 oY,
Solution:
[(OYz - OYI)]
Y
DOL = O,

|:(52 - S1)} '
S
|:(1680— 884i|

884
|:(5880 - 4200):| ’

4200

DOL = w =2.25.
0.40
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This means that for every 1% change in sales, there would be a 2.25% change in operating
income (profit or EBIT). In other words, as sales increased by 40%, profits rose by 90%
as it is shown in the denominator and nominator of the DOL, respectively. It is also shown

in Figure 8.21. The move from Q; to O, on the units of sale (or R| to R, on the dollars of
revenue) would result in the move from Pr; to Pr;. This effect would hold the same in the

other direction, meaning that a reduction in sales (units of product or dollars of revenue)
by 40% would result in a drop in the profit by 90%. We can calculate a move in sales on
the opposite direction from Q; to Qyp or in revenue from R; to Ry, which is about 40%
less (420 to 252 units or $4200 to $2520) and see the profit drop 90% from Pr; = 884 to

Pro = 88.4:
|:884 - 88.4]
884
DOL = =500 — 25207
4200
0.90
DOL = — =12.25.
0.4
Return
Sales revenue
RZ
5880 @———————————————————————————————————
prof,= 1680
4200 ‘/jl_ __________________________ Operating cost
prof,;= 884
RU
2500 @ ————————————————————

200 252

FIGURE 8.21
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So, the DOL can actually be considered a multiplier of the effect that a change in sales
would have on profit. In other words, DOL is a concept of elasticity. It is the elasticity of
profit with respect to sales. In such a sense, we can express it as the partial change in profit

(7r) relative to the partial change in output (Q):

DOL =

m|8‘u|§f

This DOL can be obtained at any level of output. If FC is constant, the change in profit

(0r) would be
or =dQ(p —v).
Also profit 7 is

7=R-C,

7 = PQ — (FC +vQ),
7 =PQ—FC -0,

7 =Q(P —v)—FC.

Substituting (8.13) and (8.14) in the DOL equation above,

poL— 2P -v 2
O(P —v)—FC 00
Cancelling out 0Q, we get
DOL = M’
Q(P —v)—FC

which is the DOL at any level of output, also called “profit elasticity.”

Example 8.15

Find and interpret the DOL for a firm that has the following data:

FC = $2500,
Variable cost per unit = $5,
Unit price = $10,
Units of product sold = 1000.

(8.13)

(8.14)
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Solution:

poL— 2 -
O(P —v)—FC
1 —
boL — _100010-5)
1000(10 — 5) — 2500
DOL = 2.

The DOL of 2 means that for every 1% change in sales, operating income would change
by 2%.

8.12.2 Operating Leverage, Fixed Cost, and Business Risk

A major observation can be made on the above DOL formula. This observation is related
to the fixed operating cost and its effect on DOL. Mathematically, since the term Q(p — v)
is present in both the numerator and the denominator, the role of FC becomes crucial. Any
increase in FC would make the denominator smaller and the DOL larger, and any decrease
in FC would make the denominator larger and the DOL smaller. We can then conclude
that the higher the firm’s fixed operating cost, relative to its variable cost, the greater the
degree of operating leverage and ultimately higher the profit. Let us try this by observing
the change in DOL if the FC in the last example increases from 2500 to 4000:

~1000(10 — 5)
~ 100010 — 5) — 4000’
DOL = 5.

DOL

A DOL of 5 means that the profit would increase by 5% instead of 2% when the sales
increase by 1%. Table 8.5 shows how the DOL and the profit(Pr) would change, as the FC
increases, notably across three firms selling the same product for the same price. However,
as we have seen before, operating leverage works in the opposite direction too. This means
that if we take the figures of the previous example, a decrease in sale by 1% would be
more damaging by lowering profits by 5%. So, the increase in the FC would really make
the situation more sensitive in both ways, which can translate into presenting a source of
business risk. Such a potential risk can come from two sides:

1. In the case of seeking more profits through the increase in the FC, the firm would
take the risk of not being able to cover all of the high cost and additional risk of not
being able to maintain the increase in sales.

2. In the case of a slight drop in the sales, the firm would take a risk of facing its profit
dropping significantly. It may drop to the point to threaten any reasonable recovery.

So, the ever-increasing temptation to benefit from new technology, modernize production
and replace labor-intensive by capital-intensive technology would most likely increase
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TABLE 8.5
Q(p—v)
0 R FV+v P Apr DOL= s
B-even 1,000 3,000 3,000 0 0 FC = $1000;
F 1,500 3,500 4,000 500 500 VC=$2.00; P = $3.00
i 2,000 6000 5000 1,000 500
r 2,500 7,500 6000 1,500 500 pop— 20082
m 3,000 9,000 7,000 2,000 500 3500(3 —2) — 1000
3,500 10,500 8000 2500 500 pOL— |4
1 — 4000 12000 9000 3000 500
1,000 3000 4000 —1,000 /' FC=$2250;
F B-even 1800 5400 5400 0 —1,000 VC=§175P=$3.00
i 2500 7500 6,625 875 625
r 3000 9,000 7,500 1500 625 pop— _ 0006175
m 3500 10500 8375 2125 625 35003 — 1.75) — 2250
— 4000 12000 9250 2750 625 DOL—2.06
2 4500 13500 10,125 3375 625
F 1,000 3,000 5000 —2,000 /' FC=$3750;
i B-even 2143 6429 6429 0 —2000 VC=8§125P =$3.00
r 2,500 7,500 6875 625 625
m 3000 9000 7.500 1500 875 pop o 39008 —1.25)
3 3,500 10,500 8,125 2,375 875 3500(3 — 1.25) — 3700
— 4,000 12,000 8,750 3,250 875 DOL =2.58
4500 13500 9375 4125 875

efficiency but require incurring a lot more FC, which, if done, has to be with much more
caution and consideration by financial managers who have to carefully and rationally weigh
the benefits of increasing the profits with all of the risks associated with them.

Table 8.5 shows three firms selling the same product at the same price but facing three
different cost functions. It confirms that the higher their FC, the higher their DOL, and
ultimately the higher the profits (see Figure 8.22).

SUMMARY

¢ Jtisobvious forachapter on cost theory to start with the various concepts of costs. The first
section of the chapter described many common concepts that we would frequently read in
business and economic literature. They included explicit and implicit costs, opportunity
or foregone cost, historical and current costs, replacement cost, incremental cost, total
and marginal and average costs, sunk cost, fixed and variable costs, and short-run and
long-run costs.

¢ In the short-run production, cost of production would be at its minimum possible for a
certain level of output under particular operating conditions. The major player is the total
cost, which includes both fixed and variable costs. The shape of the variable cost curve
is determined by the law of diminishing returns. The total cost curve imitates the shape
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of the variable cost curve, but both curves are separated by a vertical distance equal to
the fixed cost. Marginal cost is the change in total cost, and the average cost is the total
cost per unit of production. The average variable cost is the variable cost per unit of
production. Marginal cost, average cost, and average variable cost all take a U-shape.
Average fixed cost is a descending curve. Marginal cost crosses both average cost and
average variable cost at their minimum points.

Employing the combination of isoquant and isocost to reach the optimal choice for
production produces the expansion path, which, in turn, becomes the basis for the long-
run cost analysis. It offers firms the capability to build several plants for several scales of
operations to produce various levels of output at the minimum cost possible. The basic
relationships remain the same, as the long-run marginal cost represents the change in the
long-run total cost (LTC), and the long-run average cost (LAC) is the per unit total cost
over the long run or the LTC divided by the output size. The LAC curve takes a wide
U-shape to envelope all short-run average cost curves. Still, at the minimum point of this
wide LAC, the long-run marginal cost makes the intersection. Economies of scale refer
to the decline of average cost as the scale of production rises. However, the opposite case
of diseconomies of scale occurs at the rising section of the LAC when the firm faces
decreasing returns to scale.

Different from economies of scale, economies of scope refer to the cost reduction that
results from producing two or more products together compared with producing them
separately. Cost complementarity refers to the situation where the marginal cost of
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producing one product is being reduced by the increase in production of another product.
Generally, economies of scope may result from either some synergistic relationship in
the production process or from the state of input indivisibility.

The notion of economies of scope is closely associated with the idea of learning curve.
This curve is convex to the origin and has a negative slope to confirm that the average
cost declines as the size of production increases. There have been many uses of the
learning curve in the field of marginal economics such as forecasting the requirements
of production, scheduling operations, and pricing both inputs and output.
Cost—volume—profit analysis was covered for its managerial significance in identifying
the minimum output level necessary to secure a nonnegative level of profit. It can also be
applied to secure a certain desired level of profit, if that is the target. Break-even quantity
and revenue and break-even time were calculated and several examples were given. We
also covered an algebraic treatment to find the break-even point and the case of dual
break-even points. Leverage was detailed in its operating and financial types and three

degrees of leverage were calculated.

KEY TERMS

explicit cost

opportunity (foregone) cost

current cost

incremental cost

average cost

average fixed cost

sunk cost

long-run cost

variable cost

expansion path

long-run average cost (LAC)

economies of scale

minimum efficient scale
(MES)

cost complementarity

learning curve

break-even analysis

LIST OF FORMULAS

e Total cost:

* Average cost:

financial leverage

break-even quantity (BEQ)

EBIT (operating profit)

cash break-even

target profit

upper break-even point

implicit cost

historical cost

replacement cost

marginal cost

average variable cost

total cost

short-run cost

fixed cost

economic rate of
substitution (ERS)

long-run total cost (LTC)

TC = FC + VC.

TC

AC = E = AFC + AVC.

long-run marginal cost
(LMC)

diseconomies of scale

economies of scope

input indivisibility

cost-volume-profit analysis

operating leverage

total leverage

break-even revenue (BER)

contribution margin (CM)

break-even time

lower break-even point

degree of operating leverage
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Average fixed cost:

FC
AFC = —.
0
Average variable cost:
vC
AVC = —
0
Also, for labor:
AVC = 2
P,
Marginal cost:
ATC  0TC
MC=——=——.
AQ 90
Also, for labor:
w
MC = —.
MP,

Economic rate of substitution:

MP
ERS = & — MRTS = —*
v MPK

Equilibrium condition:

wo_ v

MP, MPg'
Long-run average cost:

LAC = @
Long-run marginal cost:

LMC = @

Cost elasticity:

_[oLTClf 0
= | e
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Arc cost elasticity:

Ecare = |:

01+ 0>

LTC, — LTCI] |:

02— 01

Cost function based on Cobb-Douglas type technology:

(b4 )y ((bey -0 y

Cost function based on CES technology:

[ ,
TCy) = a |:02 +(1 - Cll)”'a;ﬂc/”:| |:1 —a+(1—a)a”

Learning curve effects:

Break-even quantity:

Break-even revenue:

p

C=a0’,

logC =loga + Blog O,

Cash break-even quantity:

loga

= logh’

FC
BEQ= —.
p A%

FC
BER = —,

1——
p

BER = BEQ - P.

FC — NC

p—V

CBEQ =

Break-even quantity with target profit:

FC + TP

BEle =
p—v

LTC, +LTC,

]

)|

=
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)

!

1
P
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Break-even revenue with target profit:

FC + TP
BERy = =73~
P
Break-even time:
FC t
BET — = " PI%
q(p—v)

Quadratic formula:

—b £ Vb% —4ac
X=— .
2a

Degree of operating leverage:

[0)’2 - 0)’1j|
DOL =

EXERCISES

1.

List as many cost concepts as you recall and explain each one and the purpose and
justification for it.

2. What would distinguish the short-run cost from the long-run cost? Compare their major

concepts.

. What would determine the shape of the average cost curve in both the short-run and
long-run? List the similarities and differences and draw both curves.

. Explain and compare the following concepts:
® Economies of scale
¢ Diseconomies of scale
® Economies of scope
e The learning curve

. Explain the concept of break-even point in at least four types of that point. Compare
and give the formula for each one.

. The following table shows the units of labor used to produce a certain product, the
fixed cost, and the variable cost in the first three columns. Fill in the rest of the columns
after calculating all the required values.
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L FC vC TC AC AFC AVC MC
0 40 0
1 40 16
2 40 32
3 40 48
4 40 64
5 40 80
6 40 96
7 40 112
8 40 128
9 40 144

10 40 160

7. Draw all the seven cost curves based on the calculations you made in the previous
table.

8. If the long-run total cost function of a product is expressed as

LTC — 10,0000 — 250?% + 0.0250°,

(a) find the long-run average function;

(b) find the long-run marginal function;

(¢) find the minimum efficient scale (MES);
(d) check if MES is really at its minimum.

9. The following table shows the cost data for a product that would be sold at $15.00.

Cost $ Item Frequency
2500 Rent Monthly
5600 Salaries Monthly
2000 Employee benefits Annually
1700 Insurance Quarterly
3250 Property taxes Annually
2.25 Material 1 Per unit
6.00 Material 2 Per unit
4.75 Shipping Per unit
15.00 Labor Per unit

(a) Find the break-even quantity and the break-even revenue.
(b) What would be the break-even quantity and revenue if the firm wants to secure
5000 in profit?

10. If the company above produces and sells 6000 units, what would be the degree of
operating leverage (DOL) and what would it mean for the company?



PRODUCTION AND COST:
ESTIMATION AND FORECASTING

The statistical methods reviewed in Chapter 2 can be applied when data are available
to estimate the epistemic models of production and cost that have been discussed in
Chapters 7 and 8. This chapter focuses on estimating the constant elasticity of substitution
(CES) production model and the form of cost function that is derived from it. The primary
objective of these estimations is to reveal statistical evidence related to factor substitution,
returns to scale, and economies of scale when data permit. Additionally, this chapter brings
a relatively robust approach to dealing with aleatory uncertainty in terms of both modeling
and estimation. Of course, at all times, it is important to remain mindful that statistical
analysis is but a single piece of information to assist decision making among multiple
pieces of information that may be available to a manager.

In the second part of this chapter, we introduce the use of computer simulation for the
purpose of forecasting decision-driven production and cost at the firm’s level. The outcome
of alternative input and output decisions is described using graphical tools developed from
the simulation, which can help shed light on the implications of different decisions. It
should be noted that the time series forecasting techniques presented in Chapter 6 are
also valid approaches to forecasting that may be applied to production and cost; however,
these techniques are not discussed further or applied in this chapter. The reason is that the
extension of the techniques in Chapter 6 to production and cost time series data is relatively
straightforward and can be left to the reader. However, time series forecasting techniques
are perhaps less easily adapted to forecasting decision-driven outcomes than is computer
simulation, which seems to have an advantage of accommodating a future that is influenced
by today’s choices. In addition, we will revisit simulation briefly in Chapter 12 when we
consider analysis of risky alternative decisions.

Managerial Economics: A Mathematical Approach, First Edition. M. J. Alhabeeb and L. Joe Moffitt.
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9.1 ESTIMATION OF THE PRODUCTION FUNCTION
Recall that the CES production function with output y and inputs x; and x, has the form

y = a[ale + (1 — al)xf]s/p

where x; > 0;a>0;0<a; <1;p<1;6>0.

As demonstrated in Chapter 7, the CES takes on the linear, the Cobb—Douglas type,
and the Leontief forms as special cases; hence, the CES model is relatively robust with
respect to uncertainty about factor substitution and returns to scale. This means that there
are values of its parameters (a, a;, p, €) that enable this form to be linear, Cobb—Douglas
type, or Leontief. Hence, statistical analysis of production based on this form enables the
data to inform, without undue artificial restriction, about both factor substitution and returns
to scale.

The use of sample data to make inferences about uncertain circumstances is an important
component of managerial decision making today. Marketing (demand) and production
decisions are no exceptions to this. This practice may become more sophisticated and
important in the future. Data related to production of goods and services are available for
analysis. For example, Table 9.1 shows a sample of data. The specific issue pursued in this
section is how best we can analyze the data to learn about factor substitution and returns to
scale that were reviewed conceptually in Chapter 7.

TABLE 9.1 Data Sample for Production Analysis

Observation (i)— 1 2 3 4 5 6 7 8 9 10 11 12
J Variable

Vi 10 15 17 26 12 11 20 9 19 23 14 21
X1 2 3 3 5 2 3 4 1 3 4 3
Xoj 1 3 6 9 8 1 5 1 7 8 2 5

Due to its robustness with respect to factor substitution and returns to scale, we choose
the CES production function as our epistemic model. Note that we have not said or done
anything about aleatory uncertainty or robustness to it yet; however, we will focus on
this shortly. Estimation of the CES model can be based on the method of maximum
likelihood estimation/estimate (MLE) detailed in Chapter 2 once a stochastic structure has
been specified to the epistemic model. The process, as indicated in Chapter 2, is to form the
likelihood function (joint probability of the observations) and then choose as the estimate
of the parameters the value that makes the observations most likely.

We begin with a very simple statistical model comprising an additive, normally dis-
tributed disturbance denoted by u. Specifically, we begin with the following statistical
model:

y=alaix{ +( - al)xf]g/p +u,

where it is assumed that u ~ N(0, o) .
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Note that
Elu] = afa; x{ + (1 — al)xf]g/p and SD[u] = o.

The parameters to be estimated are a, 1, p, €, and o.
The probability density function (pdf) associated with each y; is

D

|

Assuming independent sampling, the likelihood of the sample data yy, yz, ..., y2 18

1 1
fHii) = [m} exp[r‘z(% —a)|ax] + (1 —apxy ]

L=]] Ao

The MLE:s of a, ay, p, €, and o are the values of a, a1, p, €, and ¢ that solve

Maximize L = 1_[ Fi(yi).

We know thata > 0,0 <a; <1, p < 1,e > 0, and 0 > 0. Nearly always, it is best to
maximize In L = ) In f};(y;) rather than [ ] f,;()).

Maximization of In L by computer reveals the MLEs of the parameters a, a;, p, €, and
o . The estimates are a = 7.35, a; = 0.66, p = —1.38, ¢ = 0.69, and o = 1.11. Some factor
substitution is indicated since p is negative but not all that far from 0. Decreasing returns
to scale are suggested by the value of ¢ below 1.

The stochastic specification that we have used is not robust. By simply adding u, our
specification requires that the standard deviation of output be a constant, o, regardless of
the level of input use. Although this might be true, the variability of output may change
with the level of input use. A more robust stochastic specification would permit the data to
inform about variability of output rather than imposing a rigid condition.

Instead of the production model,

y = a[al xf + - al)xf]g/p +u,
where it is assumed that u ~ N(0, o),we can use this stochastic specification:
&/p 1._p2
y = afar x{ + A —a)xf ]’ + B 1P x5,

where it is assumed that ¢ ~ N(0, 1).
Now, it is the case that

Elyl = afa < + (1 —a)xf]”” and SD[y] = paf'xf2

Both the mean and standard deviation of y can now vary with input use. Note that the impact
of the inputs on SD[y] depends on the parameter, 8;. If 8; = O for all i, then the simple
stochastic specification we have used previously will apply since output variability will be
constant regardless of input use. If 8; < 0, then output variability will decrease with use of
input x;. If B; > 0, then output variability will increase with use of input x;. This stochastic
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specification is relatively robust with respect to aleatory uncertainty because it allows the
data to inform about the relationship between input use and output variability rather than
requiring that output variability be constant regardless of the level of input. The MLE of
the parameters f; suggests the degree of production control that can be exerted if input
use is ramped up. Hence, this model is relatively robust with respect to both epistemic and
aleatory uncertainties.

The pdf associated with each y; is

2

: 1 1 0 p

Hii) = 5 | exp 5| i — a)[a,'xl +(1 - al)xz]”
NGT: (ﬁx12 ﬁx22) 2 (ﬁxf“ ,szz)

Assuming independent sampling, the likelihood of the sample data yy, ys,. .., yi2 is

L= l—[ Fi(yi)-

The MLE:s of a, a1, p, €, B, B1, and B, are the values of these parameters that solve

Maximize L = l_[ Fi(yi)-

We know thata > 0,0 <a; <1, p <1,& >0, and > 0. Again, nearly always, it is best
to maximize the log-likelihood, that is, to solve

MaximizeInZ = ) " In f;(y).

The MLEs of the parameters are a = 4.28, a; = 0.78, p = 0.94, ¢ = 1.03, B = 3.63,
B1 = —0.61, and B, = —0.16. From Table 7.1, factor substitution is indicated since p is
near 1. Constant returns to scale are suggested by the value of ¢ near 1. Both inputs serve
to reduce the variability of output, that is, increase control of the production process since
both 8 and B, are negative.

9.2 ESTIMATION OF THE COST FUNCTION

It almost goes without saying that most important management decisions are made without
knowing for sure what the outcome will be. There seems to be no way to completely avoid
sources of uncertainty, and so, most managers try their best to cope with them instead.
Understandably, decisions that seem likely to work out are popular. Managerial economics
helps by integrating the conceptual framework, analytical models, and quantitative methods
for identifying these decisions. In short, managerial economics brings economic models a
step closer to the real world by recognizing and incorporating uncertainty (uncontrolled el-
ements) into them. As already emphasized, the model and the estimation method illustrated
in this chapter are applicable to analysis of cost.

With regard to recognizing and incorporating uncertainty in analytical models, attention
must be paid to stochastic specification (i.e., how the error term and decision variables
interact) in a statistical model of cost. Without a robust stochastic specification, measure-
ments and decisions based on economic models may be misleading—almost surely will
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be misleading if the purpose of the effort is to measure and understand the magnitude
of the risk associated with a decision. For example, if the usual additive error (say u) is
used in a statistical model (say y = f(x) + u), then the decision (independent) variable
can only affect the mean of the outcome (it can have no effect on the standard deviation
of the outcome). If a multiplicative error term is used (say y = f(x)e"), then the decision
(independent) variable’s effect on the variability of the outcome can only be the same as
its effect on the mean of the outcome. Neither of these possibilities seems very attractive.
The following describes a relatively robust alternative and illustrates its estimation.

Cost analysis for the purpose of estimating economies of scale involves the following
specific problem. We have some data related to the cost of production of a good or service
(see Table 9.2).

TABLE 9.2 Cost and Output Data

Month Cost Output
January 5.46 25
February 5.64 27
March 6.30 35
April 5.90 30
May 5.46 25
June 5.81 29
July 5.08 21
August 6.14 33
September 5.64 27
October 6.22 34
November 4.99 20
December 5.98 31

How best can we analyze the data to learn about economies of scale and cost control?
Due to its robustness, we choose TC(Q) = A y? as our epistemic model. (Note that we have
not said or done anything about aleatory uncertainty or robustness to it yet; we will do that
subsequently to estimate cost control.) We will allow the data to inform about economies
of scale through estimation of this relatively robust epistemic model. The relatively robust
stochastic specification developed subsequently will deal with aleatory uncertainty and
enable the data to inform about cost control. Estimation of the model can be based on the
method of MLE. As we continue, we will apply MLE to estimate the TC model.

To do MLE, recall the problem. Suppose that you have a sample of independent ob-
servations on a random variable and you believe that the observations occur with relative
frequencies given by a pdf that has unknown parameters. In other words, you have some
data and you assume that those were drawn from a pdf with a known form, such as the
normal, bell-shaped curve, but with an unknown parameter. The MLE approach is to form
the likelihood function (joint probability of the observations) and then choose as the esti-
mates of the parameters the values that make the observations most likely. We will apply
this procedure to cost analysis by first considering estimation of the robust epistemic model
using a simple model of aleatory uncertainty:

TC = Ay® +u,

where it is assumed that u ~ N(0, o).
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Note that
E[TC] = Ay® and SD[TC] = 0.

The parameters to be estimated are A, B, and o. The pdf associated with TC; is given by

fre, (TC:) =[ TC, — A yf)z] :

1 1
—_— e R
«/27102:| xp[202 (
Assuming independent sampling and the likelihood of the sample data, TC;, TC,,...,
TC;,, the MLEs of A, B, and o are the values of A, B, and o that solve

Maximize InL = Zln frc, (TCy).

We know that A > 0, B > 0, and o0 > 0. We maximize In L to find the MLEs of the
parameters A, B, and o and find A = 1.41812, B = 0.419102, and 0 = 0.00541058.

In this case, the MLE of B (<1) suggests the existence of scale economies.

The stochastic specification that we have used is not robust. By simply adding u, our
specification requires that the standard deviation of TC be a constant, o, regardless of the
level of output. Although this might be true, the variability of cost or, equivalently, our
ability to manage and control cost, may change with the level of output. A relatively robust
stochastic specification should permit the data to inform about variability of TC rather than
imposing a rigid condition.

An alternative stochastic specification can provide a relatively robust approach to
aleatory uncertainty:

TC = Ay? + C yPe,

where it is assumed that & ~ N(0, 1).
With this specification, we have

E[TC]=Ay? and SD[TC]=C y®.

Both the mean and the standard deviation of TC can now vary with y. Note that the
impact of y on SD[TC] depends on parameter D. If D = 0, then the simpler stochastic
specification that we have already used will apply since cost variability will be constant
regardless of output. If D < 0, then cost variability will decrease with output. If D > 0, then
cost variability will increase with output. The stochastic specification above is relatively
robust with respect to aleatory uncertainty because it allows the data to inform about the
relationship between output and cost variability rather than requiring that cost variability be
constant regardless of the level of output. The MLE of parameter D suggests the degree of
cost control that can be exerted if production is ramped up. Hence, this model is relatively
robust with respect to both epistemic and aleatory uncertainties.

The pdf associated with TC; is

e - )|

1 1
(TC) =| — _—
fre ) [VZﬂ(CyP )2} eXpL(CyiD)
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Assuming independent sampling and the likelihood of the sample data TC;, TC,, ...,
TC,,, the MLEs of A, B, C, and D are the values that solve

Maximize InL = " In frci(TC;).

We know that A > 0, B > 0, and C > 0. We maximize In L to find the MLEs of parameters
A, B, C,and D and find A = 1.38769, B = 0.425441, C = 12938.5, and D = —4.55413.

The MLE of B (<1) again suggests the existence of scale economies. The MLE of D
(<0) suggests that cost variability is decreasing with output, suggesting that cost control can
be exerted as output expands. Note that the analytical model used for estimation is based
on robustness considerations with respect to both epistemic and aleatory uncertainties.

9.3 FORECASTING OUTPUT

We consider characterizing future output by basing the forecast on the relatively robust
production model we estimated via the method of MLE explained above. Our goal is to use
the estimated production function to gain a sense of the frequency distribution of output
corresponding to different input combinations. Recall that production data were used to
estimate a produ