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#### Abstract

Defining a function of one variable to be elementary if it has an explicit representation in terms of a finite number of algebraic operations, logarithms, and exponentials, Liouville's theorem in its simplest case says that if an algebraic function has an elementary integral then the latter is itself an algebraic function plus a sum of constant multiples of logarithms of algebraic functions. Ostrowski has generalized Liouville's results to wider classes of meromorphic functions on regions of the complex plane and J. F. Ritt has given the classical account of the entire subject in his Integration in Finite Terms, Columbia University Press, 1948. In spite of the essentially algebraic nature of the problem, all proofs so far have been analytic. This paper gives a self contained purely algebraic exposition of the problem, making a few new points in addition to the resulting simplicity and generalization.


A differential ring is a commutative ring $R$ together with a derivation of $R$ into itself, that is, a map $R \rightarrow R$ which, if denoted $x \mapsto x^{\prime}$, satisfies the two rules

$$
\begin{aligned}
& (x+y)^{\prime}=x^{\prime}+y^{\prime} \\
& (x y)^{\prime}=x^{\prime} y+x y^{\prime}
\end{aligned}
$$

A differential field is a differential ring that is a field.
If $u, v$ are elements of a differential field and $v \neq 0$ we have the relation $(u / v)^{\prime}=\left(u^{\prime} v-u v^{\prime}\right) / v^{2}$. In a differential ring we have $\left(x^{n}\right)^{\prime}=$ $n x^{n-1} x^{\prime}$ for $n=1,2,3, \cdots$. In particular, setting $x=1, n=2$, we have $1^{\prime}=0$. Elements of derivative zero are called constants, and in a differential field the totality of constants is itself a field, the subfield of constants.

If $u, v$ are elements of a differential field such that $v \neq 0$ and $u^{\prime}=v^{\prime} / v$, in analogy with the classical situation we say that $u$ is $a$ logarithm of $v$ or that $v$ is an exponential of $u$. If, in a certain differential field, $v$ has a logarithm, then it is necessarily unique to within an additive constant, while if $u$ has an exponential, the latter is necessarily unique to within multiplication by a nonzero constant. A differential extension field of a differential field is said to be elementary if there exists a finite tower of intermediate differential fields, starting with the given small field and ending with the given extension field, such that each field in the tower after the first is
obtained from its predecessor by the adjunction of a single element that is a logarithm or an exponential of an element of the preceding field or algebraic over the proceding field. If we are dealing with fields of meromorphic functions on a given region of the plane (or sphere) of the complex variable $z$, differentiation being the ordinary $d / d z$, then elements of elementary differential extension fields of the differential field $\boldsymbol{C}(z)$ of rational functions of $z$ are called elementary functions. For example, the trigonometric and inverse trigonometric functions of $z$ are elementary functions of $z$, and so are composites of elementary functions of $z$, all on suitable domains of definition in $\boldsymbol{C}$ or on Riemann surfaces.

For the convenience of the reader we include a proof of the following well-known result.

Proposition. Let $F$ be a differential field of characteristic zero and $K$ an extension field of $F$. Then there exists a differential field structure on $K$ that is compatible with that of $F$ and with the field structure of $K$. This differential field structure on $K$ is unique if $K$ is algebraic over $F$ and in any case induces a differential field structure on any subfield of $K$ that contains and is algebraic over $F$.

We have first of all to show that a derivation $D$ on $F$ can be extended to one on $K$. If $K=F(X)$, with $X$ transcendental over $F$, then the map

$$
D_{0}: F[X] \longrightarrow F[X]
$$

defined by

$$
D_{0}\left(\sum_{i=0}^{n} a_{i} X^{i}\right)=\sum_{i=0}^{n}\left(D a_{i}\right) X^{i}
$$

if $a_{0}, a_{1}, \cdots, a_{n} \in F$, is a derivation of $F[X]$ extending $D . \quad D_{0}$ can be extended to a derivation of the quotient field $K=F(X)$ of $F[X]$ by setting, for $u, v \in F[X], v \neq 0$,

$$
D_{0}(u / v)=\left(\left(D_{0} u\right) v-\left(D_{0} v\right) u\right) / v^{2} .
$$

Next suppose that $K=F(x)$, with $x$ algebraic over $F$. Let $X$ be an indeterminate over $F$ and let $f(X) \in F[X]$ be the minimal polynomial of $x$ over $F$. The map

$$
\partial / \partial X: F[X] \longrightarrow F[X]
$$

defined by

$$
\partial / \partial X\left(\sum_{i=0}^{n} a_{i} X^{i}\right)=\sum_{i=0}^{n} i a_{i} X^{i-1}
$$

if $a_{0}, a_{1}, \cdots, a_{n} \in F$, is a derivation of $F[X]$ that annuls each element of $F$. Thus for any $g(X) \in F[X]$ the additive map $D_{0}+g(X) \partial / \partial X$ is a derivation of $F[X]$ that extends $D$. Setting $f^{\prime}(X)=(\partial / \partial X) f$, we have $f^{\prime}(x) \neq 0$, and since $F(x)=F[x]$ we can find a particular $g(X) \in F[X]$ such that

$$
\left(D_{0} f\right)(x)+g(x) f^{\prime}(x)=0 .
$$

Then $D_{0}+g(X) \partial / \partial X$ maps $f(X)$ into a multiple of itself, hence maps the ideal $F[X] f(X)$ of $F[X]$ into itself, hence induces a derivation on the factor ring $F[X] / F[X] f(X)$, which is isomorphic to $F(x)$. This gives us the desired extension of $D$ to $K=F(x)$. Thus $D$ can be extended to a derivation of any simple extension field of $F$. That $D$ can be extended to a derivation of an arbitrary extension field of $F$ is an immediate consequence of Zorn's lemma. To complete the proof it suffices to show that if $D_{1}$ and $D_{2}$ are two derivations of the field $K$ that agree on the subfield $F$ and $x \in K$ is algebraic over $F$ then $D_{1} x=D_{2} x$. Passing to the derivation $D_{1}-D_{2}$ of $K$, we have to show that any derivation of $K$ which annuls all of $F$ also annuls each $x \in K$ that is algebraic over $F$. This is done by noting that if $f(X) \in F[X]$ is the minimal polynomial of $x$ over $F$ then we have $0=(f(x))^{\prime}=f^{\prime}(x) \cdot x^{\prime}$, so that $x^{\prime}=0$.

The following result is the meat of this paper.
Lemma. Let $F$ be a differential field of characteristic zero, $F(t)$ a differential extension field of $F$ with the same field of constants and with $t$ transcendental over $F$ and either $t^{\prime} \in F$ or $t^{\prime} / t \in F$. Let $c_{1}, \cdots, c_{n} \in F$ be linearly independent over the rational numbers $Q$ and let $u_{1}, \cdots, u_{n}$ be nonzero elements of $F(t), v \in F(t)$. Then if

$$
\sum_{i=1}^{n} c_{i} \frac{u_{i}^{\prime}}{u_{i}}+v^{\prime} \in F[t]
$$

we have $v \in F[t]$ and, in the case $t^{\prime} \in F$, each $u_{i} \in F$, while in the case $t^{\prime} \mid t \in F$, for each $i=1, \cdots, n$ we have $u_{i} / t^{\nu} i \in F$ for some integer $\nu_{i}$.

In a suitable finite normal algebraic extension field $K$ of $F$ the quantities $u_{1}, \cdots, u_{n}, v$ will split into linear factors, so that we can write

$$
\begin{aligned}
& u_{i}=g_{i} \prod_{j}\left(t-z_{j}\right)^{\mu_{i j}}, \quad i=1, \cdots, n \\
& v=\sum_{j, \nu} h_{\nu j}\left(t-z_{j}\right)^{\nu}+(\text { element of } K[t]),
\end{aligned}
$$

where $j$ ranges over a finite set of positive integers, $\nu$ ranges over a
finite set of negative integers, each $\mu_{i j}$ is an integer, and each $g_{i}, z_{j}, h_{\nu j} \in K$. Of course each $g_{i}$ is nonzero. We work in the differential extension field $K(t)$ of $F(t) . \quad K$ is a differential subfield, $K[t]$ a differential subring of $K(t)$. By assumption we have

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} \frac{g_{i}^{\prime}}{g_{i}}+\sum_{i, j} c_{i} \mu_{i j} \frac{t^{\prime}-z_{j}^{\prime}}{t-z_{j}}+\sum_{j, \nu}\left(h_{\nu j}\left(t-z_{j}\right)^{\nu}\right)^{\prime} \in K[t] . \tag{*}
\end{equation*}
$$

The idea of the following proof is, roughly speaking, that when we express the various functions appearing here as quotients of polynominals in $t$ we get no cancellation, and when we bring the various terms together we still get no cancellation, so that all the $h_{\nu j}$ 's and all the $\mu_{i j}$ 's (except those corresponding to $z_{j}=0$ ) vanish.

We have either $t^{\prime}=a$ or $t^{\prime}=a t$, for some $a \in F$. In the former case,

$$
\frac{t^{\prime}-z_{j}^{\prime}}{t-z_{j}}=\frac{a-z_{j}^{\prime}}{t-z_{j}} .
$$

Here $a-z_{j}^{\prime} \in K$, and we claim that the last fraction is in lowest terms; that is, we claim that $a-z_{j}^{\prime} \neq 0$. To see this, note that by the unicity part of the proposition, differentiation commutes with each $F$-automorphism of $K$, so that if $a=z_{j}^{\prime}$ then for each $\sigma \in \operatorname{Aut}(K / F)$ we have $a=\left(\sigma z_{j}\right)^{\prime}$, so that $[K: F] a=\left(\sum_{\sigma} \sigma z_{j}\right)^{\prime}$. Hence $a=b^{\prime}$, for some $b \in F$, giving $(t-b)^{\prime}=0$, or $t-b$ a constant. Since each constant of $F(t)$ is in $F$, we get $t \in F$, a contradiction. Thus $a-z_{j}^{\prime} \neq 0$. In the case $t^{\prime}=a t$ we have

$$
\frac{t^{\prime}-z_{i}^{\prime}}{t-z_{j}}=\frac{a t-z_{i}^{\prime}}{t-z_{j}},
$$

and we claim that also this fraction is in lowest terms, provided $z_{j} \neq 0$. For if the fraction were not in lowest terms we would have $z_{j}^{\prime}=a z_{j}$, so $z_{j}^{\prime} / z_{j}=a$, so $\left(\sigma z_{j}\right)^{\prime} / \sigma z_{j}=a$ for each $\sigma \in \operatorname{Aut}(K / F)$. Therefore

$$
[K: F] a=\sum_{\sigma} \frac{\left(\sigma z_{j}\right)^{\prime}}{\sigma z_{j}}=\left(\prod_{\sigma} \sigma z_{j}\right)^{\prime} / \prod_{\sigma} \sigma z_{j} .
$$

Thus $N a=b^{\prime} / b$, where $N=[K: F]$ and $b \in F, b \neq 0$. Hence

$$
\left(t^{N}\right)^{\prime} / t^{N}=N t^{\prime} / t=N a=b^{\prime} / b,
$$

giving $\left(t^{v} / b\right)^{\prime}=0$, so $t^{N} / b \in F$, a contradiction. Thus in all cases but one, the fraction $\left(t^{\prime}-z_{j}^{\prime}\right) /\left(t-z_{j}\right)$ is in lowest terms, a nonzero linear expression in $t$ divided by $t-z_{j}$; the exceptional case occurs when $t^{\prime} / t \in F$ and $z_{j}=0$, where $\left(t^{\prime}-z_{j}^{\prime}\right) /\left(t-z_{j}\right)=t^{\prime} / t \in F$.

Now

$$
\left(h_{\nu j}\left(t-z_{j}\right)^{\nu}\right)^{\prime}=h_{\nu j}^{\prime}\left(t-z_{j}\right)^{\nu}+\nu h_{\nu j}\left(t-z_{j}\right)^{\nu-1}\left(t^{\prime}-z_{j}^{\prime}\right) .
$$

By what has been done above, except in the one exceptional case, if $h_{\nu j} \neq 0$ we have here an expression which in lowest terms has a nonzero linear numerator and a denominator $\left(t-z_{j}\right)^{-\nu+1}$ (of degree $-\nu+1>1$ ). In the exceptional case $t^{\prime} / t=a \in F, z_{j}=0$, we have

$$
\left(h_{\nu j}\left(t-z_{j}\right)^{\nu}\right)^{\prime}=t^{\nu}\left(h_{\nu j}^{\prime}+\nu h_{\nu j} a\right),
$$

and we claim that if $h_{\nu j} \neq 0$ then also $h_{\nu j}^{\prime}+\nu h_{\nu j} a \neq 0$. For from the equation $h_{\nu j}^{\prime} / h_{\nu j}=-\nu a$ we would get $\left(\sigma h_{\nu j}\right)^{\prime} /\left(\sigma h_{\nu j}\right)=-\nu a$ for each $\sigma \in \operatorname{Aut}(K / F)$, and hence

$$
-[K: F] \nu a=\sum_{\sigma}\left(\sigma h_{\nu j}\right)^{\prime} /\left(\sigma h_{\nu j}\right)=\left(\prod_{\sigma} \sigma h_{\nu j}\right)^{\prime} / \prod_{\sigma} \sigma h_{\nu j},
$$

or $-N \nu a=b^{\prime} / b$, with $N=[K: F]$ and $b \in F, b \neq 0$, so that

$$
\left(t^{-N^{\nu}}\right)^{\prime} /\left(t^{-N \nu}\right)=-N \nu a=b^{\prime} / b,
$$

so that $\left(t^{-N_{\nu}} / b\right)^{\prime}=0$, giving, as before, $t^{-N_{\nu} /} / b \in F$, a contradiction. Thus in the exceptional case $\left(h_{\nu j}\left(t-z_{j}\right)^{\nu}\right)^{\prime}$ in lowest terms has denominator $t^{-\nu}$ (of degree $-\nu>0$ ). If now we had some $h_{\nu j} \neq 0$, then the various terms of the left-hand side of $\left(^{*}\right)$ would not cancel, and they could not possibly add up to a polynomial in $t$. Thus all $h_{\imath j}$ 's are zero, giving $v \in K[t]$. Hence $v \in K[t] \cap F(t)=F[t]$.

We are left with

$$
\sum_{i, j} c_{i} \mu_{i j} \frac{t^{\prime}-z_{j}^{\prime}}{t-z_{j}} \in K[t] .
$$

We have seen that, except in the exceptional case, each $\left(t^{\prime}-z_{j}^{\prime}\right) /\left(t-z_{j}\right)$ is already in lowest terms, a fraction with denominator $t-z_{j}$. For cancellation to take place we must have each $\sum_{i} c_{i} \mu_{i j}=0$. By the linear independence of $c_{1}, \cdots, c_{n}$ over $Q$ we must have each $\mu_{i j}=0$. Allowing for the exceptional case, there are integers $\nu_{1}, \cdots, \nu_{n}$ (all zero in case $t^{\prime} \in F$, and equal to the integer $\mu_{i j}$ corresponding to $z_{j}=0$ in the case $\left.t^{\prime} / t \in F\right)$ such that $u_{i} / t^{\nu i} \in K$. Hence $u_{i} / t^{\nu i} \in K \cap F(t)=F$. This completes the proof of the lemma.

The classical result of Liouville and its generalization by Ostrowski are contained in the following statement.

Theorem. Let $F$ be a differential field of characteristic zero, $\alpha \in F$. If the equation $y^{\prime}=\alpha$ has a solution in some elementary differential extension field of $F$ having the same subfield of constants, then there exist constants $c_{1}, \cdots, c_{n} \in F$ and elements $u_{1}, \cdots, u_{n}, v \in F$

## such that

$$
\alpha=\sum_{i=1}^{n} c_{i} \frac{u_{i}^{\prime}}{u_{i}}+v^{\prime}
$$

By assumption there is a tower of differential fields

$$
F=F_{0} \subset F_{1} \subset \cdots \subset F_{N}
$$

all having the same constant field, such that $\alpha \in F_{N}^{\prime}$ and for each $i=1, \cdots, N, F_{i}=F_{i-1}\left(t_{i}\right)$, where $t_{i}$ is a logarithm or an exponential of an element of $F_{i-1}$, or algebraic over $F_{i-1}$. The proof is by induction on $N$, the case $N=0$ being trivial. If $N>0$, we can apply the induction assumption to the same $\alpha$ and the tower $F_{1} \subset F_{2} \subset \cdots \subset F_{N}$ to get

$$
\alpha=\sum_{i=1}^{n} c_{i} \frac{u_{i}^{\prime}}{u_{i}}+v^{\prime}
$$

where now $c_{1}, \cdots, c_{n}$ are, as desired, constants in $F$, but $u_{1}, \cdots, u_{n}, v$ are in $F_{1}$. Writing $t_{1}=t$, we have $F_{1}=F(t)$, where $t$ is a logarithm or an exponential of an element of $F$, or algebraic over $F$, and the above equation holds with constants $c_{1}, \cdots, c_{n}$ and elements $u_{1}, \cdots, u_{n}, v$ in $F(t)$. We want to modify $n, c_{1}, \cdots, c_{n}, u_{1}, \cdots, u_{n}, v$ in such a manner that the same equation holds and we have the stronger relations $u_{1}, \cdots, u_{n}, v \in F$. First suppose that $c_{1}, \cdots, c_{n}$ are linearly dependent over $Q$, for example that we have a relation

$$
c_{n}=\left(m_{1} c_{1}+\cdots+m_{n-1} c_{n-1}\right) / m
$$

with $m_{1}, \cdots, m_{n-1}, m$ integers and $m \neq 0$. For $i=1, \cdots, n-1$ we can replace each $u_{i}$ by $u_{i}^{m}$ and $c_{i}$ by $c_{i} / m$ to get the same situation as before, but $c_{n}=m_{1} c_{1}+\cdots+m_{n-1} c_{n-1}$. Thus

$$
\begin{aligned}
\alpha & =c_{1}\left(u_{1}^{\prime} / u_{1}+m_{1} u_{n}^{\prime} / u_{n}\right)+\cdots+c_{n-1}\left(u_{n-1}^{\prime} / u_{n-1}+m_{n-1} u_{n}^{\prime} / u_{n}\right)+v^{\prime} \\
& =c_{1}\left(u_{1} u_{n}^{m_{1}}\right)^{\prime} /\left(u_{1} u_{n}^{m_{1}}\right)+\cdots+c_{n-1}\left(u_{n-1} u_{n}^{m_{n-1}}\right)^{\prime} /\left(u_{n-1} u_{n}^{m_{n-1}}\right)+v^{\prime}
\end{aligned}
$$

and we have the same situation as before with smaller $n$. Thus we may suppose that $c_{1}, c_{2}, \cdots, c_{n}$ are linearly independent over $Q$. If $t$ is a logarithm of an element of $F$ we have $t^{\prime}=a^{\prime} / a$, for some $a \in F$. If $t$ is transcendental over $F$ the lemma is applicable, and we get that each $u_{i} \in F$, while $v \in F[t]$. We also have $v^{\prime} \in F$, and we shall be done in the present case if we can show that $v \in F[t], v^{\prime} \in F$ together imply that $v=c t+d$, for some constant $c \in F$ and some element $d \in F$. To do this, write

$$
v=\sum_{j=0}^{m} b_{j} t^{j}
$$

where each $b_{j} \in F$ and assume, as we may, that $m>0, b_{m} \neq 0$. Then

$$
\begin{aligned}
v^{\prime}= & b_{m}^{\prime} t^{m}+\left(m b_{m} \frac{a^{\prime}}{a}+b_{m-1}^{\prime}\right) t^{m-1} \\
& + \text { (element of } F[t] \text { of degree }<m-1) .
\end{aligned}
$$

Since $v^{\prime} \in F$, we get $b_{m}^{\prime}=0$, so $b_{m}$ is a constant, and if $m>1$ we get $m b_{m} a^{\prime} / a+b_{m-1}^{\prime}=0$, that is $\left(m b_{m} t+b_{m-1}\right)^{\prime}=0$, so that $m b_{m} t+b_{m-1} \in F$, contradicting the transcendency of $t$ over $F$; thus $m=1$ and the present case is done. In the next case $t$ is an exponential of an element of $F$, so that we have $t^{\prime} / t=a^{\prime}$, for some $a \in F$. If $t$ is transcendental over $F$, the lemma says that each $u_{i}$ is of the form $u_{i}=$ $a_{i} t^{\nu i}$, with $a_{i} \in F$ and $\nu_{i}$ an integer, and that $v \in F[t]$. Since

$$
u_{i}^{\prime} / u_{i}=a_{i}^{\prime} / a_{i}+\nu_{i} t^{\prime} / t=a_{i}^{\prime} / a_{i}+\nu_{i} a^{\prime}
$$

we have

$$
\alpha=\sum_{i=1}^{n} c_{i} \frac{a_{i}^{\prime}}{a_{i}}+\left(v+\left(\nu_{1}+\cdots+\nu_{n}\right) a\right)^{\prime},
$$

so that we can assume that each $u_{i} \in F$. Then $v^{\prime} \in F$, and it will suffice to show that $v \in F$. Again writing

$$
v=\sum_{j=0}^{m} b_{j} t^{j},
$$

with each $b_{j} \in F$ and $b_{m} \neq 0$, we have

$$
v^{\prime}=\sum_{j=0}^{m}\left(b_{j}^{\prime}+j b_{j} a^{\prime}\right) t^{j} .
$$

If $m \neq 0$ we have $b_{m}^{\prime}+m b_{m} a^{\prime}=0$, so that $b_{m}^{\prime} / b_{m}+m t^{\prime} / t=0$, or $\left(b_{m} t^{m}\right)^{\prime}=0$, giving $b_{m} t^{m} \in F$, which is impossible. This disposes of all cases where $F_{1}=F(t)$ is transcendental over $F$. In the final case, $F_{1}$ algebraic over $F$, let $K$ be the smallest normal algebraic extension field of $F$ that contains $F_{1}$. For any $\sigma \in \operatorname{Aut}(K / F)$ we have

$$
\alpha=\sum_{i=1}^{n} c_{i} \frac{\left(\sigma u_{i}\right)^{\prime}}{\sigma u_{i}}+(\sigma v)^{\prime},
$$

so that

$$
[K: F] \alpha=\sum_{i=1}^{n} c_{i} \sum_{\sigma} \frac{\left(\sigma u_{i}\right)^{\prime}}{\sigma u_{i}}+\sum_{\sigma}(\sigma v)^{\prime}=\sum_{i=1}^{n} c_{i} \frac{\left(\prod_{\sigma} \sigma u_{i}\right)^{\prime}}{\prod_{\sigma} \sigma u_{i}}+\left(\sum_{\sigma} \sigma v\right)^{\prime} .
$$

Dividing both sides by [ $K: F]$ and noting that $\Pi_{\sigma} \sigma u_{i}$ and $\sum_{\sigma} \sigma v$ are in $F$ completes the proof.

Example. As a further illustration of the utility of the lemma, let us consider which functions $f(z) e^{g(z)}$ of a complex variable $z$ have elementary integrals, if $f$ and $g$ are rational functions of $z, f$ being nonzero and $g$ being nonconstant. Writing $e^{g}=t$, we start with the differential field $\boldsymbol{C}(\boldsymbol{z}, t)$, in which $\boldsymbol{C}$ is the constant field and $z^{\prime}=1$, $t^{\prime}=g^{\prime} t$. If $f e^{g}$ has an elementary integral then we can write

$$
f t=\sum_{i=1}^{n} c_{i} \frac{u_{i}^{\prime}}{u_{i}}+v^{\prime}
$$

with $c_{1}, \cdots, c_{n} \in \boldsymbol{C}$, and $u_{1}, \cdots, u_{n}, v \in \boldsymbol{C}(z, t)$. Now $t$ is transcendental over $\boldsymbol{C}(z)$, as can be seen either analytically, or also algebraically, noting that if $t$ is contained in a finite normal algebraic extension field $F$ of $\boldsymbol{C}(z)$ then $(\sigma t)^{\prime} / \sigma t=g^{\prime}$ for each $\sigma \in \operatorname{Aut}(F / \boldsymbol{C}(z))$, so

$$
[F: \boldsymbol{C}(z)] g^{\prime}=\sum_{\sigma}\left((\sigma t)^{\prime} / \sigma t\right)=\left(\prod_{\sigma} \sigma t\right)^{\prime} / \prod_{\sigma} \sigma t,
$$

so that for some nonconstant $u \in \boldsymbol{C}(z)$ we have $u^{\prime} / u$ the derivative of an element of $\boldsymbol{C}(z)$, contrary to the fact that all the poles of $u^{\prime} / u$ are of order one. Assuming, as we may (by an argument occurring in the proof of the theorem), that $c_{1}, \cdots, c_{n}$ are linearly independent over $Q$, we apply the lemma to the differential fields $\boldsymbol{C}(z) \subset \boldsymbol{C}(z, t)$, getting that $v \in \boldsymbol{C}(z)[t]$ and each $u_{i}$ is the product of an element of $\boldsymbol{C}(z)$ with a power of $t$. Hence

$$
f t=v^{\prime}+(\text { element of } \boldsymbol{C}(z)),
$$

with $v \in \boldsymbol{C}(z)[t]$. Writing

$$
v=\sum_{j=0}^{m} b_{j} t^{j},
$$

with $b_{0}, \cdots, b_{m} \in \boldsymbol{C}(z), b_{m} \neq 0$, we get

$$
v^{\prime}=\sum_{j=0}^{m}\left(b_{j}^{\prime}+j b_{j} g^{\prime}\right) t^{j} .
$$

If $j, b_{j} \neq 0$, we also have $b_{j}^{\prime}+j b_{j} g^{\prime} \neq 0$, since otherwise $g^{\prime}$ would have all its poles of order one, which is imposible. Thus $m=1$, and setting $b_{1}=a$ we get $f=a^{\prime}+a g^{\prime}$. Conversely if there exists an $a \in \boldsymbol{C}(z)$ such that $f=a^{\prime}+a g^{\prime}$ then $f e^{g}$ has an elementary integral, namely $a e^{g}$. Thus we get the necessary and sufficient condition, due to Liouville himself, that $\int f e^{g}$ be elementary, if $f, g \in \boldsymbol{C}(z), f \neq 0$, $g \notin \boldsymbol{C}$ : there must exist $a \in \boldsymbol{C}(z)$ such that $f=a^{\prime}+a g^{\prime}$. The same result holds, with the same argument, if $\boldsymbol{C}(z)$ is replaced by any algebraic extension field of $\boldsymbol{C}(z)$.

The classic integrals $\int e^{z^{2}} d z, \int\left(e^{z} / z\right) d z$ are not elementary, for they give rise to the equations $1=a^{\prime}+2 z a$ and $1 / z=a^{\prime}+a$, neither of which has a solution $a \in \boldsymbol{C}(z)$, as one sees by looking at the partial fraction expression for $a$.
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