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  Abstract 
 Emergence, a concept that fi rst appeared in philosophy, has been widely explored 
in the domain of complex systems and is sometimes considered to be the key in-
gredient that makes ‘complex systems’ ‘complex’. Our goal in this paper is to give 
a broad survey of emergence defi nitions, to extract a shared defi nition structure 
and to discuss some of the remaining issues. We do not know of any comparable 
surveys about the emergence concept. For this presentation, we start from a 
broadly applicable approach and fi nish with more specifi c propositions. We fi rst 
present fi ve selected works with a short analysis of each. We then propose a 
merged analysis in which we isolate a common structure through all defi nitions 
but also what we think needs further research. Finally, we briefl y describe some 
perspectives about the emergence engine idea also referred to as emergent engi-
neering. 
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 Simplexus 
 What is ‘emergence’? Individual ants 

within a colony have limited skills, yet 
somehow, through their interactions, intel-
ligence ‘emerges’ at the collective level of 
the entire colony. The colony possesses an 
adaptive capability and resilience that in-
dividual ants do not. Likewise, out of the 
interactions of electrons in high-tempera-
ture superconductors, coherent magnetic 
vortices often emerge that follow laws en-
tirely distinct from the basic physics of 
electrons themselves. In biology and eco-
nomics, in the study of technological sys-
tems, and in physics and chemistry, ‘emer-
gence’ is the phenomenon by which wholes 
become ‘more than the sum of their parts’. 
But what is emergence – really? 

 As Deguet and colleagues point out in 
this essay, the notion of emergence fi rst re-
ceived attention in philosophy, but is now-
adays ‘owned’ by the science of ‘complex 
systems’, where it tends to be used in a 
loose, descriptive sense. Can its meaning 
be pinned down more specifi cally? In this 
essay, the authors address this question by 
comparing several representative works 
that have attempted to defi ne emergence. 
The defi nitions they consider can be sum-
marized as follows: 

 (1) In describing a system, we generally 
try to identify features that capture impor-
tant characteristics in some effi cient way. It 
may be through ‘eyeballing’ the system, for 
example, to recognize a pattern, or by run-
ning some sophisticated algorithm. In any 
case, we identify important features by way 
of ‘detectors’ of some sort that either fi nd 
the relevant features or do not. Given this 
(rather abstract) perspective, emergence 
can then be defi ned to take place at the mo-
ment when some detector fi nds some new 
feature that makes the overall description 
of the system simpler than it was before. 
For example, at the moment we notice (‘de-
tect’) that a collection of water molecules 
fl ows as a fl uid, we simplify its description 
considerably. In this view, emergence in-
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 1 Introduction 
 Emergence, a concept that fi rst ap-

peared in philosophy  [1, 2] , has been wide-
ly explored in the domain of complex sys-
tems  [3–10]  and is sometimes considered 
to be the ‘key ingredient that makes com-
plex systems complex’  [11] . 

 On March 9, 2005, we did a basic one-
key word Internet search for ‘emergence’ 
papers on computer science-specifi c en-
gines and generalist scientifi c engines. We 
retrieved impressive amounts of relevant 
documents ( table 1 ). 

 From these, we chose to survey fi ve 
works matching the following criteria: 
 • Emergence defi nition is the primary 
goal. 
 •  It contains a signifi cantly different (and 
possibly contradictory) approach from 
other selected papers. 

 We chose not to give any introductory 
example or vague intuition here because it 
might fall out of the scope of a particular 
approach. Our goal in this paper is to give 
a broad survey of emergence defi nitions, to 
extract a shared defi nition structure and to 
discuss some of the remaining issues. We 
do not know of any comparable surveys 
about the emergence concept. 

 In this paper, we start from a broadly 
applicable approach and fi nish with more 
specifi c propositions. We fi rst present fi ve 
selected works with a short evaluation of 
each. We then propose a merged analysis in 
which we isolate a common structure 
through all defi nitions but also what we 
think needs further research. Finally, we 
briefl y describe some perspectives about 
the emergence engine idea also referred to 
as emergent engineering. 

 2 Elements from Existing 
Defi nitions 
 2.1 Detection and Emergence 
 2.1.1 Concept 
 The fi rst idea about emergence we pres-

ent is the work of Bonabeau and Dessalles 
 [7] . As the title suggests, the authors give 

volves the appearance of features that 
make description simpler. 

 (2) A second defi nition centres on the 
languages used to describe a system. A de-
signer may use one language ( L  1 ) to de-
scribe the interactions between some set of 
basic elements, yet another distinct lan-
guage ( L  2 ) may turn out to be more useful 
in describing their overall behaviour. This 
generally happens because  L  2  has terms 
that refer to coherent entities which have 
no name in the lower language  L  1 . So the 
emergent process makes the new language 
both necessary and useful. [The authors 
suggest that this defi nition is limited to ar-
tifi cial systems where the idea of ‘design’ 
makes sense, but it might also be consid-
ered more generally. The lower level lan-
guage  L  1  might be natural for description 
at one level (say, atomic physics), but be re-
placed by a more suitable language at an-
other level (say, chemistry).] 

 (3) A third defi nition focuses on simu-
lation, and on the idea that emergent order 
cannot be linked in any ‘obvious’ way to a 
system’s lower level parts. In this view, tru-
ly emergent features can only be explored 
and studied on the basis of simulation (by 
way of computation, for example, or by let-
ting the system ‘simulate’ itself by running 
forward in time), and it is this diffi culty 
that essentially identifi es the features as 
emergent. The authors formalize this idea 
by saying that a phenomenon is emergent 
if the amount of computation,  s ( n ), re-
quired to produce it cannot be reduced by 
any ‘deeper’ understanding or ‘shortcuts’ of 
any kind. 

 (4) A fourth idea holds that emergence 
creates the possibility of ‘downward causa-
tion’; that is, that emergent features gain a 
degree of autonomy from lower levels, and, 
because of that autonomy, explanations of 
what happens at lower levels may some-
times have to refer to events at the emer-
gent level. 

 (5) Finally, a fi fth defi nition suggests 
that emergence is intimately linked to a 
transition between ‘formal grammars’, 

signifi cant importance to the detection of 
the phenomenon in their proposition: 

 ‘We propose here a conceptual framework, 
based on the notion of detection ... Then we show 
that emergence is related to complexity shifts. 
Lastly, we propose to focus on the observer, rather 
on the emerging system, in order to show that all 
characterizations of emergence are implicitly con-
nected to the notion of detection.’ 

 Given the two following notions: 
  detector  defi ned as ‘any device which 

gives a binary response to its input’ 
  relative complexity   C ( S     |D , T ) of a system 

S ‘where  D  is a set of detectors and  T  a set 
of available tools that allow to compute a 
description of structures detected through 
D’ which corresponds to the diffi culty to 
describe the system given  T  and  D . 

 Emergence happens when between 
time  t  and  t  +  �  t , two events happen: 
 (1) A detector  D  k  becomes activated. 
 (2)  C  t  + 

�
   t ( S   |T   , D  1 ,..., D  k  –1 , D  k )  !     

 C  t ( S  
�
  T , D  1 ,..., D  k  –1 ).  

 This property is likely to happen in a hi-
erarchy of detectors as they point out: 
‘When a detector becomes active in such a 
hierarchy, the active detectors from the 
lower level that are connected to it can be 
omitted from the description ... Emergence 
is thus a characteristic feature of detection 
hierarchies.’ 

 2.1.2 Discussion 
 One widely shared feature of emergence 

defi nitions is the existence of levels. This 
defi nition is interesting because it defi nes 
emergence as internal to an observation 

Table 1. Relevant documents found

Search engine Number
of results

ACM 648
IEEE 1,450
CiteSeer 8,257
ScholarGoogle 372,000
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logical structures that might be used to de-
scribe it. The idea is that an emergent sys-
tem is ‘more than the sum of its parts’ in a 
very specifi c way: any language used to de-
scribe the whole system is inherently rich-
er than the mere ‘superposition’ of lan-
guages suitable for describing the parts 
themselves. 

 The authors argue that a key element ty-
ing all these defi nitions together is the no-
tion of ‘levels’. Defi nitions of emergence 
may focus on detecting new features, de-
scribing them effi ciently, or understanding 
them theoretically, but in every case dis-
tinct levels become important. Emergence 
demands attention because, when it is im-
portant, observation or description at a 
single level is generally inadequate. De-
scriptions at the ‘micro-level’ miss crucial 
emergent features; description at the ‘mac-
ro-level’ capture those features, but dis-
miss micro-level events that nevertheless 
have the potential to percolate upward to 
affect the larger world. An effective de-
scription of an ant colony cannot be a de-
scription of ants or collective colony func-
tion along. It requires thinking that stretch-
es between two levels, somehow integrating 
the micro-level behaviour of ants with the 
larger functions to which they give rise. 

 In this regard, the authors mention one 
particularly interesting point (proposed by 
Bedau) that the relationship between the 
‘levels’ of emergence rests on the remark-
able possibility that two seemingly contra-
dictory statements can be simultaneously 
true: 

 (A) Emergent phenomena depend on 
underlying processes. 

 (B) Emergent phenomena are autono-
mous from underlying processes. 

 Understanding this paradox seems to 
strike at the heart of the challenge of emer-
gence. 

  Mark Buchanan  

device that must be hierarchically orga-
nized. The authors do not assume levels a 
priori in the defi nition but show that this 
is a condition sine qua non for the com-
plexity discontinuity to happen. 

 No assumption is made about the system 
under detection; therefore, one can apply 
this criterion to both artifi cial and natural 
systems as long as detection is possible. 

 This defi nes a low-to-high level emer-
gence. 

 2.2 The Emergence Test 
 2.2.1 Concept 
 The fi rst defi nition focused on an ob-

server modelled by a detection apparatus. 
This makes emergence somehow ‘subjec-
tive’ as the complexity measure depends on 
this apparatus. However, once the observer 
is defi ned, emergence only depends on the 
perceived behaviour. The emergence test 
introduces the consideration of the sys-
tem’s design in addition to its behaviour, 
and therefore moves subjectivity out of the 
very domain of observation. 

 Explicitly inspired by Turing’s test for 
intelligence  [12] , Ronald and colleagues 
 [13, 14]  proposed to defi ne an ‘emergence 
tag gun’ instead of a formal defi nition. 

 This emergence test involves a system 
designer and a system observer (both of 
whom can in fact be one and the same). 
Then if the following three conditions hold, 
the emergence tag is conferred: 

  Design.  The system has been construct-
ed by the designer by describing local ele-
mentary interactions between compo-
nents in a language  L  1 . 

  Observation . The observer is fully aware 
of the design, but describes global behav-
iour and properties of the running system, 
over a period of time, using a language  L  2 . 

  Surprise . The language of design  L  1  and 
the language of observation  L  2  are distinct, 
and the causal link between the elementa-
ry interactions programmed in  L  1  and the 
behaviours observed in  L  2  is non-obvious 
to the observer, who therefore experiences 
surprise. In other words, there is a cogni-

tive dissonance between the observer’s 
mental image of the system’s design stated 
in  L  1  and his contemporaneous observa-
tion of the system’s behaviour stated in  L  2 . 

 They describe this question as reposing 
on how easy it is for the observer to bridge 
the gap between  L  1  and  L  2 . 

  2.2.2 Discussion 
 We think we can consider Bonabeau 

and Dessalles’  D  and  T  as words and syntax 
of an observation language  L  2 . 

 The introduction of the design language 
 L  1  has two important consequences: 

 (1) Emergence happens between the design 
and the observation. This defi nes a design-to-be-
haviour emergence. 

  (2) Existence of  L  1  restricts the application of 
this criterion to artifi cial systems, i.e. designed by 
the human hand. 

 Emergence happens when observation 
and design appear loosely coupled to the 
observer. Therefore, the result of one ‘tag 
gun’ might differ from another, and the re-
sulting emergence is highly subjective. 

 This corresponds to Baas’ deducible 
emergence  [15]  where two disjoint levels 
are linked by a computational process. In-
deed, Baas defi nes  Obs  2  (similar to  L  2 ), the 
‘new observational’ mechanisms with re-
spect to the observation mechanisms  Obs  1  
(that are part of  L  1 ) used in the dynamics. 

 In the fi eld of decentralized artifi cial in-
telligence, Demazeau and Müller  [16]  
made a similar distinction between inter-
nal and external descriptions of agents 
where internal description refers to the 
real architecture of an agent and external 
description refers to its externally per-
ceived behaviour. 

 2.3 Simulation Emergence 
 2.3.1 Concept 
 Making the parallel between intelli-

gence and emergence as subjective notions 
defi ned by tests can lead to controversy. 
One answer could be to consider that emer-
gence happens when a large number of sci-

D
ow

nloaded from
 http://karger.com

/cpu/article-pdf/3/1-3/24/2463261/000094185.pdf by guest on 24 April 2024



27Complexus 2006;3:24–31 Deguet   /Demazeau   /Magnin   

 

entists agree that it does. Another answer 
is to make the defi nition objective. Simula-
tion emergence is such an attempt, focused 
on the simulation domain. 

 In Darley  [17]  we fi nd this defi nition: 

 ‘A true emergent phenomenon is one for which 
the optimal means of prediction is simulation.’ 

 The author defi nes two means of pre-
diction depending on  n  the size of a sys-
tem: 
 •  s ( n ): the optimal ‘amount of computa-
tion required to simulate a system, and ar-
rive at a prediction of the given phenome-
non’. 
 •  u ( n ): stands for ‘deeper level of under-
standing’, the way we try to avoid computa-
tion by ‘a creative analysis’,  u ( n ) is the 
amount of computation required by this 
method. 

 Then the system will be considered as 
emergent if  u ( n )  6   s ( n ), i.e. direct simula-
tion is optimal relative to the ‘amount of 
computation’ measure. When decomposed 
into ‘steps’ the amount of computation is 
defi ned as the sum over steps of Kolmogo-
rov complexities. 

 We link this defi nition with the weak 
emergence from Bedau  [18, 19] : 

 ‘A macro-state  P  of  S  with micro-dynamic  D  is weak-
ly emergent if  P  can be derived from  D  and  S ’s external 
conditions but only by simulation.  ... for  P  to be weakly 
emergent, what matters is that there is a derivation of  P  
from  D  and  S ’s external conditions and any such deriva-
tion is a simulation.’ 

 2.3.2 Discussion 
 First, Bedau describes a new relation 

namely the micro-to-macro one, the mac-
ro-level being composed of micro-entities. 
We believe we can join this micro-to-mac-
ro emergence with the low-to-high one 
(see 2.1.1) without a loss of sense. 

 The key issue is to understand what a 
simulation is. Among all the ways to derive 
the phenomenon in a computable manner, 
some are simulations, others are ‘short-

cuts’. Then optimality of simulation is 
equivalent to the absence of ‘shortcuts’; 
this is why we decided to present the two 
defi nitions together. 

 Interpreted in the  L  1   L  2  framework, this 
states an irreducible gap between the lan-
guage of design  L  1  and observation  L  2  
which is optimally fi lled by going into all 
details of the system’s evolution (i.e. simu-
lation). We note that the emergence ‘tag gun’ 
used the size of the gap (‘ease to bridge’); 
here the size itself does not matter. 

 An interesting point is that both authors 
address the question of decidability of 
emergence: 
 • In Bedau’s formulation: ‘One might 
worry that the concept of weak emergence 
is fairly useless since we generally have no 
proof that a given macrostate of a given 
system is underivable without simula-
tion.’ 
 • In Darley’s words: ‘Can we determine, 
for a given system, whether or not it is 
emergent?’ 

 Darley suggests that ‘for any complex 
system which is capable of universal com-
putation, we know that the best (only) 
means of prediction in such a situation is 
to run the program i.e. perform the simula-
tion’. Bedau notes that we usually ‘possess 
substantial empirical support’ to assess 
that it is so. Then, even if we have gained in 
objectivity, we might have encountered an 
undecidable criterion based on the defi ni-
tion of the simulation. 

 If we reformulate as ‘the global behav-
iour is optimally obtained by running a 
system made of interacting micro agents’, 
it provides a natural way to apply the defi -
nition to multi-agent-based simulations. 

 This defi nition might not apply out of 
the simulation domain 1 . 

 2.4 Downward Causation and 
Emergence 
 2.4.1 Concept 
 Bedau has defi ned weak emergence 

with respect to the strong emergence based 
on downward causation. This view is illus-
trated by O’Connor  [20] : 

 ‘... to capture a very strong sense in which an 
emergent’s causal infl uence  is irreducible to that 
of the micro-properties on which it supervenes; it 
bears its infl uence in a direct downward fashion, 
in contrast to the operation of a simple structural 
macro-property, whose causal infl uence occurs 
via the activity of the micro-properties which con-
stitutes it.’ 

 Sawyer  [21]  notes that: 

 ‘In MAS and Alife social simulations, the emer-
gent pattern is fully explained by the microsimula-
tion; that is, reduced to an explanation in terms of 
agents and their interactions. Such reductionist 
assumptions imply that higher-level emergent 
patterns do not have any causal force.’ 

 In order to achieve downward causa-
tion, he proposes that: 
 (1) ‘As in blackboard systems, the emer-
gent frame must be represented as a data 
structure external to all of the participat-
ing agents.’ 
 (2) ‘All emergent collective structures must 
be internalized by each agent, resulting in 
an agent-internal version of the emer-
gent.’ 
 (3) ‘This internalization process is not de-
terministic and can result in each agent 
having a slightly different representation.’ 

 

 2.4.2 Discussion 
 The question here is the possibility of 

downward causation. 
 We believe that  L  1  and  L  2  are of signifi -

cant interest to clarify this issue. It sounds 
natural to us to consider that everything 
with causal powers in an artifi cial system 
lies in the  L  1  design language as it must live 
within algorithm. Thus even if a data struc-
ture exists out of the agents at a macro-lev-

1
   Perhaps an adaptation to problem solving could be: emergent 

problems are ‘optimally’ solved (i.e. derived) by a decentralized 
system (i.e. micro-dynamics’ simulation).
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el, it belongs to the design language. Then 
 L  2  to  L  1  causal power is impossible. 

 Up to here we might have mixed design/
observation with micro/macro as it is often 
the same: we conceive agents and we are 
very happy to show their collective behav-
iour to colleagues. However, it can be inter-
esting to distinguish the micro/macro 
from design/observation. 

 Sawyer’s defi nition is based on the exis-
tence of a macro-entity external to micro-
agents. This existence might provide caus-
al powers to this entity on agents. There-
fore, it allows a macro to micro causation 
we can consider as downward as scale de-
creases. However, this is different from 
O’Connor’s view as agents do not consti-
tute the macro-entity. 

 Existence of micro- as well as macro-
entities implies they are part of the  L  1  
which makes that the defi nition is based 
on design only. This makes Sawyer’s defi ni-
tion contradictory to the emergence test of 
Ronald et al. as  L  2  vanishes. 

 2.5 Grammar Emergence 
 2.5.1 Concept 
 This last defi nition of emergence is spe-

cifi c as its scope is limited to systems ex-
pressed in a particular grammar model. 
This model provides intuitive defi nitions 
for micro/macro and design/observation 
levels. 

 Kubik  [22]  has proposed an approach 
based on ‘the whole is more than the sum 
of its parts’ as inspiration and isometric ar-
ray grammars  [23]  as a modelling tool. 

 The key idea is to defi ne a ‘whole’ lan-
guage and a ‘sum of the parts’ language. 

 From an initial array confi guration, a 
language is obtained by rewriting using 
isometric production rules. For a given set 
of rules  P  i , the corresponding language is 
noted  L ( P  i ). 

 

We can sum up the proposal as follows: 

L(
⋃

i

Pi)

︸ ︷︷ ︸
Whole

⊃︸︷︷︸
More

superimpositioni︸ ︷︷ ︸
Sum

(L(Pi))︸ ︷︷ ︸
Parts

 
We do not give the defi nition of the super-
imposition operator here. 

 Emergence is the case of an array being 
in the whole language but not in the sum 
of parts. The fi rst is obtained by putting all 
parts together and deriving confi gura-
tions, the last by deriving confi gurations 
for every part separately and putting re-
sults together afterward. Putting together 
is the way we get a macro-entity from mi-
cro ones, and derivation is the way to get 
the language ( L  2 ) we observe from the 
rules ( L  1 ) we designed. 

 2.5.2 Discussion 
 When someone hears ‘the whole is more 

than the sum of its parts’, he or she might 
reply very fast that a system is composed 
of its parts and therefore cannot be more. 

 To go beyond this triviality, Kubik’s el-
egant idea is to switch micro/macro with 
design/observation. This makes things 
comparable as Kubik defi nes his gap be-
tween two sets of arrays (similar to  L  2  and 
an  L �   2 ) at the observation level. Unfortu-
nately, the defi nition is not so homoge-
neous as putting together is different for 
arrays and for rules. There is another draw-
back: without restrictions on rules, it might 
be impossible to determine if an array is 
emergent. 

 Kubik’s idea is close to an informal def-
inition of emergence of Demazeau  [24]  
stated in the VOWELS framework  [25]  for 
multi-agent systems (MAS). This frame-
work suggests a description of such sys-
tems as agents (A) in their environment 
(E), using interactions (I) forming an or-
ganization (O). Then the pseudo-equation 
of Demazeau  [24] : 

  MAS  =  A  +  E  +  I  +  O  +  emergence  

 can be seen as: 

L(MAS)︸ ︷︷ ︸
Whole

⊃︸︷︷︸
More

∑

v∈vowels︸ ︷︷ ︸
Sum

(L(v))︸ ︷︷ ︸
Parts

 
with VOWELS as an alternate micro-parti-
tion of a macro MAS. 

 3 General Framework 
 3.1 The Minimal Setting 
 We chose to survey very different works. 

However, the following setting is shared by 
most of emergence defi nitions: 
 (1) something appears, it is a candidate to 
the title of emergent 
 (2) it happens within the dynamics of a 
system 
 (3) at least 2 levels/languages are distin-
guished 
 (4) it satisfi es a criterion that makes it an 
emergent 

 The fi rst two points describe a system 
where something pops up, usually called a 
phenomenon. 

 The last point describes a criterion that 
defi nes the emergent subset of the larger 
set of things that pop up (we said the phe-
nomena); this criterion uses the notion of 
levels (third point). 

 3.2 Open Issues 
 Any precise defi nition requires refi ne-

ments about the minimal setting. Most of 
the time, the refi nements concern the defi -
nition of levels and what kind of criterion 
we defi ne between them. We come back to 
these two points but fi rst we want to clarify 
a prerequisite: the observation of the phe-
nomenon. 

 3.2.1 Observation 
 The possibility to perceive the emergent 

phenomenon is not clear. Actually, we have 
to consider two issues, perceive the phe-
nomenon and perceive its ‘emergenceness’. 
We focus here on the phenomenon itself as 
its ‘emergenceness’ depends on the chosen 
criterion. 

D
ow

nloaded from
 http://karger.com

/cpu/article-pdf/3/1-3/24/2463261/000094185.pdf by guest on 24 April 2024



29Complexus 2006;3:24–31 Deguet   /Demazeau   /Magnin   

 

 If we consider a phenomenon  P , we may 
wonder what ways we have to observe it. 
Bonabeau and Dessalles suppose we have 
a detector. For Ronald et al. the emergent 
phenomenon is the word of the  L  2  lan-
guage. Sawyer describes agent internaliza-
tion which seems to be a way for the agent 
to perceive the phenomenon. Finally, Ku-
bik’s phenomena are words. 

 We may wonder what happens to com-
putability. For example, can we consider 
that a phenomenon is a computable prop-
erty of the system’s trace? Furthermore, we 
might wonder if the Church-Turing thesis 
makes the space of ‘any device which gives 
a binary response to its input’ (see 2.1.1) 
equivalent to the space of Turing ma-
chines. 

 Unfortunately, observation is not al-
ways clearly defi ned. This is important if 
we consider that emergents are a subset of 
observable phenomena. 

 3.2.2 Levels and Downward 
Causation 
 One of the main issues about emer-

gence is to clarify what the different levels 
in the system are. We identifi ed two princi-
pal conceptions: 
 • design/observation distinction  [13]  
(close to internal and external descriptions 
of Demazeau and Müller  [16] ) 
 • micro/macro or local/global levels pos-
sibly structured into a hierarchy  [7, 21]  

 In  table 2 , we summarize how these two 
distinctions are expressed in the presented 
works. 

 One might ask: ‘Do we always design 
micro and observe macro?’. The defi nition 
from Bonabeau and Dessalles does not 
deal with design. Sawyer claims a macro-
entity must exist but it is not clear if it must 
be artifi cial (and then designed). Kubik 
makes the distinction between the two re-
lations but still the whole system is de-
signed micro (as the union of rules) and 
observed macro. 

 Then we have a macro-phenomenon. 
Based on where observation takes place, 
Müller  [26]  distinguished: 

  Strong emergence:  ‘When the observer 
of the phenomenon is inside the system, 
endowing the phenomenon has causal 
powers.’ This is very close to Sawyer’s emer-
gence and certainly related to the idea of 
internal description, as the observation 
mechanism must be inside the system’s en-
tities. 

  Weak emergence:  ‘When he (the observ-
er) is not inside the system, making the 
phenomenon an epiphenomenon’, which 
corresponds to the  L  2  language of Ronald 
et al.  [13]  excluding all the design and also 
to Forrest’s defi nition of emergent comput-
ing  [27] . 

 Internal observation allows causal pow-
ers and we are back to the question of cau-
sation. Many philosophical works about 
emergence have stated ‘downward’ causa-
tion has a key feature  [20, 28] . The impos-
sibility of such a feature is sometimes used 
to exclude emergence from the ken of arti-
fi cial systems. 

 We have seen the defi nition of Sawyer’s 
downward causation from a macro-entity 
to micro ones. All these entities are part of 
the design language. Müller  [26]  suggested 
that this macro-entity where macro-phe-
nomena leave their prints might be called 
the environment. This provides a multi-
agent formulation where agents with re-
duced action/perception (micro) fi elds in-
teract with a shared environment (macro). 

 However, this defi nition is weaker than 
O’Connor’s who required the macro-entity 
to be composed of the micro ones to assess 
downward causation. In this case we have 
one single system which can be seen as 
composed or as a whole. This small modi-
fi cation makes the levels completely differ-
ent; it results in a radically different notion 
of emergence. Indeed ‘downward’ causa-
tion depends a lot on what we mean by ‘up’ 
level, ‘down’ level and then ‘downward’. 

 3.3 Criterion 
 We have generated some phenomena in 

a multilevel framework. Some of them are 
called emergent, according to a defi ning 
criterion. We have jointly discussed bidi-
rectional causation and levels because of a 
direct dependence. 

 Bonabeau and Dessalles defi ne emer-
gence as a sudden concision of the system’s 
description given by a detection apparatus. 
Their criterion is explicitly based on a 
complexity measure and emergence is an 
irregularity in the evolution of this com-
plexity during the system’s activity. The 
criterion of Ronald et al. is a surprise. We 
think we can reformulate this as ‘how com-
plex it is to describe what we see with re-
spect to some information’, i.e. design in-
formation. This is interesting because Bo-
nabeau and Dessalles describe emergence 
as a shift of such a complexity. Both defi ni-
tions make emergence close to the notion 
of relative (to some information) descrip-
tive complexity. 

Table 2. Levels defi nitions

Author(s) Micro/macro Design/observation

Bonabeau et al. [7] hierarchy observation only
Ronald et al. [13] L1/L2 L1/L2 (L1� L2 = Ø)
Darley [17] agents/phenomenon agents/phenomenon
Bedau [18] micro-dynamics/macro-state micro-dynamics/macro-state
Kubik [22] parts/whole rules/confi gurations
Sawyer [21] agents/emergent design only
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 For Bedau  [18] , two criteria for emer-
gent phenomena are: 
 • ‘Emergent phenomena are dependent 
on underlying processes.’ 
 • ‘Emergent phenomena are autonomous 
from underlying processes.’ 

 This autonomy seems diffi cult to defi ne, 
especially for artifi cial systems, because 
the system runs as designed and its design 
is available. Autonomy for Bedau is the 
need for simulation, as simulation is the 
only way to predict. The terms ‘algorithmic 
effort’  [18]  or ‘amount of computation’  [17]  
suggest that optimality is relative to some 
kind of time complexity. Therefore, they 
make emergence close to relative (to simu-
lation) time complexity. 

 Kubik gives an alternative to such com-
plexity considerations with a criterion 
based on a gap between languages. Al-
though his defi nition of a whole system 
that is more than the sum of its parts can 
be considered as a difference of generative 
power between systems, for a specifi c phe-
nomenon (array), emergence is a binary 
criterion. 

 Finally, Sawyer’s defi nition is based on 
the presence or absence of downward cau-
sation that is hardly a complexity issue or 
a gradual criterion. 

  Table 3  summarizes some properties of 
the criteria we have seen. 

 One problem is to know how far we can 
decide whether a given phenomenon is 
emergent or not (satisfi es the criterion). 
For an observed phenomenon, can we de-
cide on its emergenceness? 

  Bonabeau and Dessalles:  The criterion is 
decidable as far as we have access to the 
complexity measures before and after a de-
tector’s activation. 

  Ronald et al.:  No decidability assump-
tion is made about surprise. 

  Bedau and Darley:  Optimality of simu-
lation might be impossible to decide; usu-
ally, empirical support exists. 

  Kubik:  No assumption made on the de-
cidability for the two languages. 

  Sawyer:  Causation of a macro-phenom-
enon on micro-entities might be decidable 
if the micro/macro is well defi ned and cau-
sation is given a decidable defi nition. 

 4 Conclusion and Perspectives 
 With this survey, our goal was to iden-

tify a ‘computer science’ emergence defi ni-
tion (the reader interested in a more philo-
sophical approach might consult Ali et al. 
 [29] , Stephan  [30]  and Kim  [31] ). We have 
isolated a minimal setting, small as defi ni-
tions are signifi cantly different. These dif-
ferences might fi t more or less your intu-
ition of emergence. 

 By going through these defi nitions, we 
have noticed that emphasis is usually put 
on the criterion proposed. However, for a 
computational defi nition, we think the fol-
lowing points should be refi ned: 
 • How do we apply levels to existing sys-
tems? 
 • Can we tag a phenomenon as emergent 
in a computable way? 

 We might also explore to what extent a 
specifi c defi nition of emergence is linked 

with defi nitions of self-organization or 
complexity and other terms we usually 
meet in the fi eld of complex systems. 

 Nonetheless, the reason why we wanted 
a computer defi nition is the ‘much from 
little’ idea that Holland associated with 
emergence  [32] . Then a lazy computer en-
gineer would certainly be emergentist to 
work little for a great result. Moreover, if 
little is all we can do, emergence could be a 
way to go beyond our limits. Thus emer-
gent engineering sounds like an appealing 
research track. 

 This idea is already present in Ronald et 
al.  [13]  and Müller  [26] . We can also refer 
to the ‘New Emergent World models 
Through Individual, Evolutionary and So-
cial learning’ (NEW TIES) project, the idea 
of ‘emergent intelligence’  [33]  or the 
ADELFE methodology  [34] . 

 In the future, we hope to progress in this 
direction by using insights provided by 
defi nitions and mechanisms suggested by 
widely accepted emergence examples (so-
cial animals, markets), and Holland’s in-
spiration as a goal. 
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Table 3. Some properties of the criteria

Author(s) Criterion Binary/gradual Complexity

Bonabeau et al. [7] complexity shift binary explicit
Ronald et al. [13] surprise gradual implicit
Darley [17] u(n)/s(n) balance gradual implicit
Bedau [18] simulation optimality binary implicit
Kubik [22] set difference binary no
Sawyer [21] downward causation binary no

D
ow

nloaded from
 http://karger.com

/cpu/article-pdf/3/1-3/24/2463261/000094185.pdf by guest on 24 April 2024



31Complexus 2006;3:24–31 Deguet   /Demazeau   /Magnin   

 

 References 
  1 Mill JS: System of Logic. London, John W. Parker, 1843. 
  2 Lewes GH: Problems of Life and Mind. London, Trub-

ner, 1874. 
  3 Steels L: Towards a theory of emergent functionality; 

in Meyer J-A, Wilson SW (eds): From Animals to Ani-
mats: Proceedings of the First International Confer-
ence on Simulation of Adaptive Behavior, SAB 1990, 
Complex Adaptive Systems. Cambridge, Mass., The 
MIT Press, 1990, pp 451–461. 

  4 Deneubourg JL, Theraulaz G, Beckers R: Swarm-made 
architectures; in Towards a Practice of Autonomous 
Systems. Cambridge, MIT Press, 1992. 

  5 Gilbert N: Emergence in social simulation; in Artifi -
cial Societies: the Computer Simulation of Social Life. 
London, UCL Press, 1995. 

  6 Bonabeau E, Dessalles JL, Grumbach A: Character-
izing emergent phenomena. Rev Int Syst 1995; 9:327–
346   . 

  7 Bonabeau E, Dessalles JL: Detection and emergence. 
Intellectica 1997;   2/25:85–94. 

  8 Bonabeau E, Theraulaz G, Deneubourg JL, Franks NR, 
Rafelsberger O, Joly JL, et al: A model for the emer-
gence of pillars, walls and royal chambers in termite 
nests. Philos Trans R Soc Lond B Biol Sci 1998;   353:  
 1561–1576. 

  9 Barabasi AL, Albert R: Emergence of scaling in ran-
dom networks. Science 1999; 286(5439):509–512   . 

 10 Deneubourg JL, Lioni A, Detrain C: Dynamics of ag-
gregation and emergence of cooperation. Biol Bull 
2002; 202:262–267   . 

 11 Standish RK: On complexity and emergence. Com-
plexity Int 2001;  http://journal-ci.csse.monash.edu.
au/ci/vol09/standi09    

 12 Turing AM: Computing machinery and intelligence. 
Mind 1950; 49:433–460   . 

 13 Ronald E, Sipper M, Capcarrère MS: Design, observa-
tion, surprise! A test of emergence. Artif Life 1999;   5:  
 225–239. 

 14 Ronald E, Sipper M: Surprise versus unsurprise: im-
plications of emergence in robotics. Robotics Autono-
mous Syst 2001; 37:19–24   . 

 15 Baas NA: Emergence, hierarchies and hyperstruc-
tures; in Langton CG (ed): Artifi cial Life III. Addison-
Wesley, Redwood City, 1994, pp 515–537  . 

 16 Demazeau Y, Müller JP: From reactive to intentional 
agents; in Decentralized Artifi cial Intelligence 2. Am-
sterdam, Elsevier, 1991. 

 17 Darley V: Emergent phenomena and complexity. Artif 
Life 1994;   4:   411–416. 

 18 Bedau MA: Weak emergence; in Tomberlin J (ed): 
Philosophical Perspectives: Mind, Causation and 
World. Oxford, Blackwell Publishers, 1997, vol 11, pp 
375–399. 

 19 Bedau MA: Downward causation and the autonomy of 
weak emergence. Principia 2003;6:5–50  . 

 20 O’Connor T: Emergent properties. Am Philos Q 
1994;31:91–104 .

 21 Sawyer RK: Simulating emergence and downward 
causation in small groups; in Moss S, Davidsson P 
(eds): Multi Agent Based Simulation: Proceedings of 
the Second International Workshop on Multi-Agent 
Based Simulation, Boston, Mass. (MABS 2001). Berlin,  
Springer-Verlag, 2001, pp 49–67.

  22 Kubik A: Toward a formalization of emergence. Artif 
Life 2003;   9: 41–66.  

 23 Dassow J, Freund R, Paun G: Cooperating array 
grammar systems. Int J Pattern Recogn Artif Intell 
1995; 9:1029–1053   . 

 24 Demazeau Y: VOYELLES. CNRS 2001.  Grenoble   . 
 25 Demazeau Y: Steps towards multi-agent oriented 

programming. 1st International Workshop on Multi 
Agent Systems,  Boston, Mass.   , 1997. 

 26 Müller JP: Emergence of collective behaviour and 
problem solving. ESAW 2003, London, 2003. 

 27 Forrest S: Emergent Computation. Cambridge, MIT 
Press, 1990. 

 28 Kim J: Downward causation; in Emergence or Reduc-
tion? Essays on the Prospects of Nonreductive Physi-
calism,  vol. 1, pp119–138 , 1992. 

 29 Ali SM, Elstob CM, Zimmer RM: The question con-
cerning emergence: implications for artifi ciality; in 
Computing Anticipatory Systems: CASYS – 1st Inter-
national Conference, Liège, 1998. 

 30 Stephan A: Emergenz: Von der Unvorhersagbarkeit 
zur Selbstorganisation. Dresden, Dresden University 
Press, 1999. 

 31 Kim J: Making sense of emergence. Philos Studies 
1999; 95:3–36   . 

 32 Holland JH: Emergence: from Chaos to Order. 
New York  , Perseus Books, 1997. 

 33 Angeline PJ: Advances in Genetic Programming. Cam-
bridge, MIT Press, 1994. 

 34 Bernon C, Gleizes MP, Peyruqueou S, Picard G: 
ADELFE, a methodology for adaptive multi-agents 
systems engineering. ESAW 2002, Madrid, 2002. 

  

D
ow

nloaded from
 http://karger.com

/cpu/article-pdf/3/1-3/24/2463261/000094185.pdf by guest on 24 April 2024


