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## Preface

The present book is based on the graduate and post graduate courses of lectures given at the Department of Theoretical Physics of Moscow State University and the Department of Mathematics and Physics of Camerino University. It is addressed to a wide audience of physicists and mathematicians, and aims at showing in a unified way the role that the concept of a connection plays both in classical and quantum field theory. To our knowledge, this is the first attempt to present connections as a main geometrical object which underlies many relevant physical ideas.

The concept of a connection in quantum field theory is rather new. It is phrased in algebraic terms, in comparison with the purely geometric one used in classical field theory. This concept is based on modern development of quantum mechanics, SUSY models, BRST formalism, and non-commutative field theory. In our opinion, connections provide a new link between classical and quantum physics. In classical field theory, we follow the general notion of a connection on fibre bundles, formulated in terms of jet manifolds. We emphasize the role of connections as the main ingredient in dynamic equation theory, and Lagrangian and Hamiltonian formalisms. As is well-known, connections on principal bundles have a role of gauge potentials of fundamental interactions while, in gravitation theory, connections characterize the space-time geometry. Classical mechanics is also presented as a particular field theory, involving the concept of a connection in many aspects. The reader will find connections in quantum mechanics, too. In fact, we collect together the basic methods concerning different types of connections in quantum field theory. These are superconnections, connections in BRST formalism, topological field theory, theory of anomalies, and non-commutative geometry.

Mathematics is not the primary scope of our book, but provides the powerful methods of studying contemporary field models.
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## Introduction

The main reasons why connections play a prominent role in contemporary field theory lie in the fact that they enable us to deal with invariantly defined objects. Gauge theory shows clearly that this is a basic physical principle.

In gauge theory, connections on principal bundles are well known to provide the mathematical description of gauge potentials of the fundamental interactions. Furthermore, since the characteristic classes of principal bundles are expressed in terms of gauge strength, one also meets the topological phenomena in classical and quantum gauge models, e.g., anomalies. All gauge gravitation models belong to the class of metric-affine theories where a pseudo-Riemannian metric and a connection on a world manifold are considered on the same footing as dynamic variables.

Though gauge theory has made great progress in describing fundamental interactions, it is a particular case of field models on fibre bundles. Differential geometry of fibre bundles and formalism of jet manifolds give the adequate mathematical formulation of classical field theory, where fields are represented by sections of fibre bundles. This formulation is also applied to classical mechanics seen as a particular field theory on fibre bundles over a time axis. In summary, connections are the main ingredient in describing dynamic systems on fibre bundles, and in Lagrangian and Hamiltonian machineries.

Jet manifolds provide the appropriate language for theory of (non-linear) differential operators and equations, the calculus of variations, and Lagrangian and Hamiltonian formalisms. For this reason, we follow the general definition of connections as sections of jet bundles. This enables us to deal with non-linear connections and to include connections in a natural way in describing field dynamics.

In quantum field theory requiring the theory of Hilbert and other linear spaces, one needs another concept of a connection, phrased in algebraic terms as a connection on modules and sheaves. This notion is equivalent to the above-mentioned
geometric one in the case of structure modules of smooth vector bundles. Extended to the case of modules over graded and non-commutative rings, it provides the geometric language of supersymmetry and non-commutative geometry.

Our book is not a book on differential geometry, but it collects together the basic mathematical facts about various types of connections in Lagrangian and Hamiltonian formalisms, gauge and gravitation theory, classical and quantum mechanics, topological field theory and anomalies, BRST formalism, and non-commutative geometry. Additionally, it provides the detailed exposition of relevant theoretical methods both in classical and quantum field theory.

We have tried throughout to give the necessary mathematical background, thus making the book self-contained. We hope that our book will attract new interest, from theoretical and mathematical physicists, in modern geometrical methods in field theory.

## Chapter 1

## Geometric interlude

This Chapter summarizes the basic notions on fibre bundles and jet manifolds which find an application in the sequel $[123,179,265,274]$.

Unless otherwise stated, all maps are smooth, while manifolds are real, finitedimensional, Hausdorff, second-countable (hence, paracompact) and connected.

We use the standard symbols $\otimes, \vee$, and $\wedge$ for the tensor, symmetric, and exterior products, respectively. By $\partial_{A}^{B}$ are meant the partial derivatives with respect to the coordinates with indices ${ }_{B}^{A}$. The symbol o stands for a composition of maps.

### 1.1 Fibre bundles

Subsections: Fibre bundles, 3; Vector bundles, 6; Affine bundles, 8; Tangent and cotangent bundles, 9; Tangent and cotangent bundles of fibre bundles, 10 .

## Fibre bundles

Let $M$ and $N$ be manifolds of dimensions $m$ and $n$, respectively. Recall that by the rank of a morphism $f: M \rightarrow N$ at a point $p \in M$ is meant the rank of the linear map of the tangent spaces

$$
T_{p} f: T_{p} M \rightarrow T_{f(p)} N,
$$

i.e., the rank of the Jacobian matrix of $f$ at $p$. Suppose that $f$ is of maximal rank at $p \in M$. Then $f$ at the point $p$ is said to be a local diffeomorphism if $m=n$, an immersion, if $m<n$, and a submersion if $m>n$.

A manifold $Y$ is called a fibred manifold over a base $X$ if there is a surjective submersion (a projection)

$$
\begin{equation*}
\pi: Y \rightarrow X \tag{1.1.1}
\end{equation*}
$$

A fibred manifold $Y \rightarrow X$ is provided with an atlas of fibred coordinates $\left(x^{\lambda}, y^{i}\right)$, where $x^{\lambda}$ are coordinates on the base $X$ with transition functions $x^{\lambda} \rightarrow x^{\prime \lambda}$ independent of the coordinates $y^{i}$.

A fibred manifold $Y \rightarrow X$ is called a fibre bundle if it is locally trivial. It means that the base $X$ admits an open covering $\left\{U_{\xi}\right\}$ so that $Y$ is locally equivalent to the splittings

$$
\begin{equation*}
\psi_{\xi}: \pi^{-1}\left(U_{\xi}\right) \rightarrow U_{\xi} \times V \tag{1.1.2}
\end{equation*}
$$

together with the transition functions

$$
\begin{align*}
& \rho_{\xi \zeta}:\left(U_{\xi} \cap U_{\zeta}\right) \times V \rightarrow\left(U_{\xi} \cap U_{\zeta}\right) \times V \\
& \rho_{\S \zeta}:(x, v) \mapsto\left(x, \rho_{\xi \zeta}(x, v)\right),  \tag{1.1.3}\\
& \psi_{\xi}(y)=\left(\rho_{\xi \zeta} \circ \psi_{\zeta}\right)(y), \quad y \in \pi^{-1}\left(U_{\xi} \cap U_{\zeta}\right),
\end{align*}
$$

which fulfill the cocycle relations

$$
\begin{equation*}
\rho_{\xi \zeta} \circ \rho_{\zeta \iota} \circ \rho_{\iota \xi}=\operatorname{Id}\left(\left(U_{\xi} \cap U_{\zeta} \cap U_{\iota}\right) \times V\right) \tag{1.1.4}
\end{equation*}
$$

The manifold $V$ is one for all local splittings (1.1.2). It is called a typical fibre. Trivialization charts $\left(U_{\xi}, \psi_{\xi}\right)$ constitute an atlas

$$
\Psi=\left\{\left(U_{\xi}, \psi_{\xi}\right), \rho_{\xi \zeta}\right\}
$$

of the fibre bundle $Y$. Given an atlas $\Psi$, a fibre bundle $Y$ is provided with the associated fibred coordinates $\left(x^{\lambda}, y^{i}\right)$, called bundle coordinates, where

$$
y^{i}(y)=\left(y^{i} \circ \operatorname{pr}_{2} \circ \psi_{\xi}\right)(y), \quad y \in Y
$$

are coordinates on the typical fibre $V$. Note that a fibre bundle $Y \rightarrow X$ is uniquely defined by a bundle atlas $\Psi$. Two bundle structures on a manifold $Y$ are said to be equivalent if the corresponding bundle atlases are equivalent, i.e., a union of these atlases is also a bundle atlas.

Hereafter, we will restrict our consideration to fibre bundles.

A fibre bundle $Y \rightarrow X$ is called trivial if $Y$ is diffeomorphic to the product $X \times V$. Different trivializations of a fibre bundle $Y \rightarrow X$ differ from each other in projections $Y \rightarrow V$.

Theorem 1.1.1. Each fibre bundle over a contractible base is trivial ([286], p.53).

By a section (or a global section) of a fibre bundle (1.1.1) is meant a morphism $s: X \rightarrow Y$ such that $\pi \circ s=\operatorname{Id} X$. A section $s$ is an imbedding, i.e., $s(X) \subset Y$ is both a (closed) submanifold and a topological subspace of $Y$. Similarly, a section $s$ of a fibre bundle $Y \rightarrow X$ over a submanifold $N \subset X$ is said to be a morphism $s: N \rightarrow Y$ such that

$$
\pi \circ s=i_{N}: N \hookrightarrow X
$$

is a natural injection. A section of a fibre bundle over an open subset $U \subset X$ is called simply a local section. A fibre bundle, by definition, admits a local section around each point of its base.

Theorem 1.1.2. Each fibre bundle $Y \rightarrow X$ whose typical fibre is diffeomorphic to $\mathbb{R}^{m}$ has a global section. Its section over a closed subset of $N \subset X$ can always be extended to a global section ([157]; [286], p.55).

A fibred (or bundle) morphism of two bundles $\pi: Y \rightarrow X$ and $\pi^{\prime}: Y^{\prime} \rightarrow X^{\prime}$ is a pair of maps $\Phi: Y \rightarrow Y^{\prime}$ and $f: X \rightarrow X^{\prime}$ such that the diagram

is commutative, i.e., $\Phi$ sends fibres to fibres. In brief, we will say that (1.1.5) is a fibred morphism $\Phi: Y \underset{f}{\rightarrow} Y^{\prime}$ over $f$. If $f=\operatorname{Id} X$, then $\Phi: Y \vec{x} Y^{\prime}$ is called a fibred morphism over $X$.

If a fibred morphism $\Phi(1.1 .5)$ is a diffeomorphism, it is called an isomorphism of fibre bundles. Two fibre bundles over the same base $X$ are said to be equivalent if there exists their isomorphism over $X$.

A fibred morphism $\Phi(1.1 .5)$ over $X$ (or its image $\Phi(Y)$ ) is called a subbundle of the fibre bundle $Y^{\prime} \rightarrow X$ if $\Phi(Y)$ is a submanifold of $Y^{\prime}$. There are the following useful criteria for an image and an inverse image of a fibred morphism to be subbundles ([247], p.19; [302]).

Proposition 1.1.3. Let $\Phi: Y \rightarrow Y^{\prime}$ be a fibred morphism over $X$. Given a global section $s$ of the fibre bundle $Y^{\prime} \rightarrow X$ such that $s(X) \subset \Phi(Y)$, by the kernel of the fibred morphism $\Phi$ with respect to the section $s$ is meant the inverse image

$$
\operatorname{Ker}_{s} \Phi=\Phi^{-1}(s(X))
$$

of $s(X)$ by $\Phi$. If $\Phi: Y \rightarrow Y^{\prime}$ is a fibred morphism of constant rank over $X$, then $\Phi(Y)$ and $\operatorname{Ker}{ }_{s} \Phi$ are subbundles of $Y^{\prime}$ and $Y$, respectively.

Given a fibre bundle $\pi: Y \rightarrow X$ and a morphism $f: X^{\prime} \rightarrow X$, the pull-back of $Y$ by $f$ is called the manifold

$$
\begin{equation*}
f^{*} Y=\left\{\left(x^{\prime}, y\right) \in X^{\prime} \times Y: \pi(y)=f\left(x^{\prime}\right)\right\} \tag{1.1.6}
\end{equation*}
$$

together with the natural projection $\left(x^{\prime}, y\right) \mapsto x^{\prime}$. It is a fibre bundle over $X^{\prime}$ such that the fibre of $f^{*} Y$ over a point $x^{\prime} \in X^{\prime}$ is that of $Y$ over the point $f\left(x^{\prime}\right) \in X$. There is the canonical fibred morphism

$$
\begin{equation*}
f_{Y}: f^{*} Y \ni\left(x^{\prime}, y\right) \underset{f}{\leftrightarrows} y \in Y . \tag{1.1.7}
\end{equation*}
$$

In particular, if $X^{\prime} \subset X$ is a submanifold of $X$ and $i_{X^{\prime}}$ is the corresponding natural injection, then the pull-back

$$
i_{X^{\prime}}^{*} Y=\left.Y\right|_{X^{\prime}}
$$

is the restriction of a fibre bundle $Y$ to the submanifold $X^{\prime} \subset X$. In particular, let $\pi: Y \rightarrow X$ and $\pi^{\prime}: Y^{\prime} \rightarrow X$ be fibre bundles over the same base $X$. Their fibred product $Y \times Y^{\prime}$ over $X$ is defined as the pull-back

$$
Y \times{ }_{X}^{\times} Y^{\prime}=\pi^{*} Y^{\prime} \quad \text { or } \quad Y \underset{X}{\times} Y^{\prime}=\pi^{\prime *} Y
$$

## Vector bundles

A vector bundle is a fibre bundle $Y \rightarrow X$ such that:

- its typical fibre $V$ and all the fibres $Y_{x}=\pi^{-1}(x), x \in X$, are real finitedimensional vector spaces;
- there is a bundle atlas $\Psi=\left\{\left(U_{\xi}, \psi_{\xi}\right)\right\}$ of $Y \rightarrow X$ whose trivialization morphisms $\psi_{\xi}$ restrict to linear isomorphisms

$$
\psi_{\xi}(x): Y_{x} \rightarrow V, \quad \forall x \in U_{\xi} .
$$

Dealing with a vector bundle $Y$, we will always use linear bundle coordinates $\left(y^{i}\right)$ associated with a linear bundle atlas $\Psi$, i.e.,

$$
\begin{aligned}
& \left(\operatorname{pr}_{2} \circ \psi_{\xi}\right)(y)=y^{i} e_{i} \\
& y=y^{i} e_{i}(x)=y^{i} \psi_{\xi}(x)^{-1}\left(e_{i}\right),
\end{aligned}
$$

where $\left\{e_{i}\right\}$ is a fixed basis for the typical fibre $V$ of $Y$, while $\left\{e_{i}(x)\right\}$ are the associated fibre bases (or the frames) for the fibres $Y_{x}$ of $Y$. By a morphism of vector bundles $\Phi: Y \rightarrow Y^{\prime}$ is meant a fibred morphism whose restriction to each fibre of $Y$ is a linear map. It is called a linear bundle morphism.

By virtue of Proposition 1.1.3, if $\Phi: Y \rightarrow Y^{\prime}$ is a linear bundle morphism of vector bundles of constant rank, then $\Phi(Y)$ and $\operatorname{Ker} \Phi$ are vector subbundles of $Y$ and $Y^{\prime}$, respectively (see also [159]). Injection and surjection of vector bundles exemplify such kind morphisms.

Recall the following constructions of new vector bundles from old.

- Let $Y \rightarrow X$ be a vector bundle with a typical fibre $V$. By $Y^{*} \rightarrow X$ is meant the dual vector bundle with the typical fibre $V^{*}$ dual of $V$. The interior product of $Y$ and $Y^{*}$ is defined as a fibred morphism

$$
\rfloor: Y \otimes Y^{*} \underset{x}{\longrightarrow} X \times \mathbb{R}
$$

- Let $Y \rightarrow X$ and $Y^{\prime} \rightarrow X$ be vector bundles with typical fibres $V$ and $V^{\prime}$, respectively. Their Whitney sum $Y \underset{X}{\oplus} Y^{\prime}$ is a vector bundle over $X$ with the typical fibre $V \oplus V^{\prime}$.
- Let $Y \rightarrow X$ and $Y^{\prime} \rightarrow X$ be vector bundles with typical fibres $V$ and $V^{\prime}$, respectively. Their tensor product $Y \otimes \underset{X}{\otimes} Y^{\prime}$ is a vector bundle over $X$ with the typical fibre $V \otimes V^{\prime}$. Similarly, the exterior product of vector bundles $Y \hat{x}^{Y}$ is defined.

Remark 1.1.1. Let $Y$ and $Y^{\prime}$ be vector bundles over the same base $X$. Every linear morphism

$$
\Phi: Y \ni e_{i} \rightarrow \Phi_{i}^{k}(x) e_{k}^{\prime} \in Y^{\prime}
$$

over $X$ can be seen as a global section

$$
\Phi: x \rightarrow \Phi_{i}^{k}(x) e_{k}^{\prime} \otimes e^{i}
$$

of the tensor bundle $Y^{\prime} \otimes Y^{*} \rightarrow X$, and vice versa.
By virtue of Theorem 1.1.2, a vector bundle has a global sections, e.g., the canonical zero-valued global section $\hat{0}$.

Let us consider an exact sequence of vector bundles over the same base $X$

$$
\begin{equation*}
0 \rightarrow Y^{\prime} \xrightarrow{i} Y \xrightarrow{j} Y^{\prime \prime} \rightarrow 0, \tag{1.1.8}
\end{equation*}
$$

where 0 denotes a 0 -dimensional vector bundle, $Y^{\prime} \xrightarrow{i} Y$ is an injection and $Y \xrightarrow{j} Y^{\prime \prime}$ is a surjection of vector bundles such that $\operatorname{Im} i=\operatorname{Ker} j$. This is equivalent to the fact that $Y^{\prime \prime}=Y / Y^{\prime}$ is the quotient bundle. One says that the exact sequence (1.1.8) of vector bundles admits a splitting if there exists a linear bundle monomorphism $\Gamma: Y^{\prime \prime} \rightarrow Y$ over $X$ such that $j \circ \Gamma=\operatorname{Id} Y^{\prime \prime}$. Then

$$
Y=i\left(Y^{\prime}\right) \oplus \Gamma\left(Y^{\prime \prime}\right) .
$$

Theorem 1.1.4. Every exact sequence of vector bundles admits a splitting ([157], p.56; [159]).

## Affine bundles

Let $\bar{\pi}: \bar{Y} \rightarrow X$ be a vector bundle with a typical fibre $\bar{V}$. An affine bundle modelled over the vector bundle $\bar{Y} \rightarrow X$ is a fibre bundle $\pi: Y \rightarrow X$ whose typical fibre $V$ is an affine space modelled over $\bar{V}$, while the following conditions hold.

- All fibres $Y_{x}$ of $Y$ are affine spaces modelled over the corresponding fibres $\bar{Y}_{x}$ of the vector bundle $\bar{Y}$.
- There is a bundle atlas $\Psi=\left\{\left(U_{\alpha}, \psi_{\alpha}\right)\right\}$ of $Y \rightarrow X$ whose trivialization morphisms restrict to affine isomorphisms

$$
\psi_{\zeta}(x): Y_{x} \rightarrow V, \quad \forall x \in U_{\zeta} .
$$

In particular, every vector bundle has a natural structure of an affine bundle. Dealing with an affine bundle, we will use only affine bundle coordinates ( $x^{\lambda}, y^{i}$ ) associated with an affine bundle atlas $\Psi$. There are the fibred morphisms

$$
\begin{array}{ll}
Y \underset{X}{Y} \bar{Y} \underset{X}{\longrightarrow} Y, & \left(y^{i}, \bar{y}^{i}\right) \mapsto y^{i}+\bar{y}^{2}, \\
Y \times Y \underset{X}{\times} \bar{Y}, & \left(y^{i}, y^{\prime i}\right) \mapsto y^{i}-y^{\prime i}
\end{array}
$$

where $\left(\bar{y}^{i}\right)$ are linear coordinates on the vector bundle $\bar{Y}$.
By a morphism of affine bundles is meant a fibred morphism $\Phi: Y \rightarrow Y^{\prime}$ whose restriction to each fibre of $Y$ is an affine map. It is called an affine bundle morphism. Every affine bundle morphism $\Phi: Y \rightarrow Y^{\prime}$ from an affine bundle $Y$ modelled over a vector bundle $\bar{Y}$ to an affine bundle $Y^{\prime}$ modelled over a vector bundle $\bar{Y}^{\prime}$ determines uniquely the linear bundle morphism

$$
\begin{equation*}
\bar{\Phi}: \bar{Y} \rightarrow \bar{Y}^{\prime}, \quad \bar{y}^{i} \circ \bar{\Phi}=\frac{\partial \Phi^{i}}{\partial y^{j}} \bar{y}^{j}, \tag{1.1.9}
\end{equation*}
$$

called the linear derivative of $\Phi$.
Similarly to vector bundles, if $\Phi: Y \rightarrow Y^{\prime}$ is an affine bundle morphism of affine bundles of constant rank, then $\Phi(Y)$ and $\operatorname{Ker} \Phi$ are affine subbundles of $Y$ and $Y^{\prime}$, respectively.

By virtue of Theorem 1.1.2, an affine bundle has a global section, but there is no canonical global section of an affine bundle.

Let $\pi: Y \rightarrow X$ be an affine bundle modelled over a vector bundle $\bar{Y} \rightarrow X$. Every global section $s$ of an affine bundle $Y \rightarrow X$ yields the fibred morphism

$$
\begin{equation*}
D_{s}: Y \ni y \rightarrow y-s(\pi(y)) \in \bar{Y} . \tag{1.1.10}
\end{equation*}
$$

## Tangent and cotangent bundles

Tangent and cotangent bundles exemplify vector bundles. The fibres of the tangent bundle

$$
\pi_{Z}: T Z \rightarrow Z
$$

of a manifold $Z$ are tangent spaces to $Z$. Given an atlas $\Psi_{Z}=\left\{\left(U_{\xi}, \phi_{\xi}\right)\right\}$ of a manifold $Z$, the tangent bundle is provided with the holonomic atlas

$$
\begin{equation*}
\left.\Psi=\left\{U_{\xi}, \psi_{\xi}=T \phi_{\xi}\right)\right\}, \tag{1.1.11}
\end{equation*}
$$

where by $T \phi_{\xi}$ is meant the tangent map to $\phi_{\xi}$. The associated linear bundle coordinates with respect to the holonomic frames $\left\{\partial_{\lambda}\right\}$ in tangent spaces $T_{z} Z$. They are called induced or holonomic coordinates, and are denoted by ( $\dot{z}^{\lambda}$ ) on $T Z$. The transition functions of holonomic coordinates read

$$
\dot{z}^{\prime \lambda}=\frac{\partial z^{\prime \lambda}}{\partial z^{\mu}} \dot{z}^{\mu} .
$$

Every manifold map $f: Z \rightarrow Z^{\prime}$ generates the linear bundle morphism of the tangent bundles

$$
T f: T Z \underset{f}{\longrightarrow} T Z^{\prime}, \quad \dot{z}^{\prime \lambda} \circ T f=\frac{\partial f^{\lambda}}{\partial z^{\mu}} \dot{z}^{\mu},
$$

called the tangent map to $f$.
The cotangent bundle of a manifold $Z$ is the dual

$$
\pi * Z: T^{*} Z \rightarrow Z
$$

of the tangent bundle $T Z \rightarrow Z$. It is equipped with the holonomic coordinates $\left(z^{\lambda}, \dot{z}_{\lambda}\right)$ with respect to the coframes $\left\{d z^{\lambda}\right\}$ in $T^{*} Z$ dual of $\left\{\partial_{\lambda}\right\}$. Their transition functions read

$$
\dot{z}_{\lambda}^{\prime}=\frac{\partial z^{\mu}}{\partial z^{\prime \lambda}} \dot{z}_{\mu}
$$

Various tensor products

$$
\begin{equation*}
T=(\stackrel{m}{\otimes} T Z) \otimes\left(\stackrel{k}{\otimes} T^{*} Z\right) \tag{1.1.12}
\end{equation*}
$$

over $Z$ of tangent and cotangent bundles are called tensor bundles. Their sections are ( $m, k$ )-tensor fields.

## Tangent and cotangent bundles of fibre bundles

Let $\pi_{Y}: T Y \rightarrow Y$ be the tangent bundle of a fibre bundle $\pi: Y \rightarrow X$. Given fibred coordinates $\left(x^{\lambda}, y^{i}\right)$ on $Y$, the tangent bundle $T Y$ is equipped with the holonomic coordinates ( $x^{\lambda}, y^{i}, \dot{x}^{\lambda}, \dot{y}^{i}$ ). The tangent bundle $T Y \rightarrow Y$ has the vertical tangent subbundle

$$
V Y=\operatorname{Ker} T \pi
$$

given by the coordinate relations $\dot{x}^{\lambda}=0$. This subbundle consists of the vectors tangent to fibres of $Y$. The vertical tangent bundle $V Y$ is provided with the holonomic coordinates $\left(x^{\lambda}, y^{i}, \dot{y}^{i}\right)$ with respect to the frames $\left\{\partial_{i}\right\}$.

Let $T \Phi$ be the tangent map to a fibred morphism $\Phi: Y \rightarrow Y^{\prime}$. Its restriction

$$
\begin{aligned}
& V \Phi=\left.T \Phi\right|_{V Y}: V Y \rightarrow V Y^{\prime} \\
& \dot{y}^{\prime i} \circ V \Phi=\partial_{V} \Phi^{i}=\dot{y}^{j} \partial_{j} \Phi^{i}
\end{aligned}
$$

to $V Y$ is a linear bundle morphism of the vertical tangent bundle $V Y$ to the vertical tangent bundle $V Y^{\prime}$, called the vertical tangent map to $\Phi$.

Vertical tangent bundles of many fibre bundles are equivalent to the pull-backs

$$
\begin{equation*}
V Y \cong Y \underset{X}{\times \bar{Y}} \tag{1.1.13}
\end{equation*}
$$

where $\bar{Y} \rightarrow X$ is some vector bundle. It means that $V Y$ can be provided with bundle coordinates $\left(x^{\lambda}, y^{i}, \bar{y}^{i}\right)$ such that the transition functions of coordinates $\bar{y}^{i}$ are independent of $y^{i}$. For instance, every affine bundle $Y \rightarrow X$ modelled over a vector bundle $\bar{Y} \rightarrow X$ admits the canonical vertical splitting

$$
\begin{equation*}
V Y \cong \underset{X}{\times} \times \bar{Y} \tag{1.1.14}
\end{equation*}
$$

because the holonomic coordinates $\dot{y}^{i}$ on $V Y$ have the same transformation law as the linear coordinates $\bar{y}^{i}$ on the vector bundle $\bar{Y}$. If $Y$ is a vector bundle, the splitting (1.1.14) reads

$$
\begin{equation*}
V Y \cong \underset{X}{Y} \underset{X}{ } Y \tag{1.1.15}
\end{equation*}
$$

The vertical cotangent bundle $V^{*} Y \rightarrow Y$ of a fibre bundle $Y \rightarrow X$ is defined as the vector bundle dual of the vertical tangent bundle $V Y \rightarrow Y$. There is the canonical projection

$$
\begin{align*}
& \zeta: T^{*} Y \underset{Y}{\rightarrow} V^{*} Y,  \tag{1.1.16}\\
& \zeta: \dot{x}_{\lambda} d x^{\lambda}+\dot{y}_{i} d y^{i} \mapsto \dot{y}_{i} \bar{d} y^{i},
\end{align*}
$$

where $\left\{\bar{d} y^{i}\right\}$ are the bases for the fibres of $V^{*} Y$, which are dual of the holonomic frames $\left\{\partial_{i}\right\}$ for the vertical tangent bundle $V Y$.

It should be emphasized that there is no canonical injection of $V^{*} Y$ to $T^{*} Y$ as it follows from the coordinate transformation laws

$$
d y^{\prime i}=\frac{\partial y^{\prime i}}{\partial y^{j}} d y^{j}+\frac{\partial y^{\prime i}}{\partial x^{\lambda}} d x^{\lambda}, \quad \bar{d} y^{\prime i}=\frac{\partial y^{\prime i}}{\partial y^{j}} \bar{d} y^{j}
$$

With $V Y$ and $V^{*} Y$, one has the following two exact sequences of vector bundles over $Y$ :

$$
\begin{align*}
& 0 \rightarrow V Y \hookrightarrow T Y \stackrel{\pi_{T}}{0} Y \underset{X}{\times} T X \rightarrow 0  \tag{1.1.17a}\\
& 0 \rightarrow Y \underset{X}{\times} T^{*} X \hookrightarrow T^{*} Y \stackrel{\zeta}{\longrightarrow} V^{*} Y \rightarrow 0 \tag{1.1.17b}
\end{align*}
$$

Every splitting

$$
\begin{align*}
& \Gamma: \underset{X}{Y \times} T X \underset{Y}{\hookrightarrow} T Y,  \tag{1.1.18}\\
& \partial_{\lambda} \mapsto \partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i},
\end{align*}
$$

of (1.1.17a) and the dual splitting

$$
\begin{align*}
& \Gamma: V^{*} Y \underset{Y}{\hookrightarrow} T^{*} Y  \tag{1.1.19}\\
& \bar{d} y^{i} \mapsto d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda}
\end{align*}
$$

of (1.1.17b), by definition, are a connection $\Gamma$ on the fibre bundle $Y \rightarrow X$ (see Section 2.1).

For the sake of simplicity, the pull-backs $\underset{X}{\times} T X$ and $\underset{X}{Y} T^{*} X$ will be denoted by $T X$ and $T^{*} X$, respectively.

### 1.2 Differential forms and multivector fields

Subsections: Vector fields, 12; Exterior forms, 15; Multivector fields, 17; Tangentvalued forms, 19; Distributions, 23.

In this Section, we are concerned with vector and multivector fields, exterior and tangent-valued differential forms on manifolds and fibre bundles. Note that connections on fibre bundles are represented by tangent-valued forms.

## Vector fields

A vector field on a manifold $Z$ is defined as a global section of the tangent bundle $T Z \rightarrow Z$. The set $\mathcal{T}(Z)$ of vector fields on $Z$ is both a locally free module over the ring $C^{\infty}(Z)$ of smooth functions on $Z$ and a real Lie algebra with respect to the Lie bracket

$$
[v, u]=\left(v^{\lambda} \partial_{\lambda} u^{\mu}-u^{\lambda} \partial_{\lambda} v^{\mu}\right) \partial_{\mu}, \quad u=u^{\lambda} \partial_{\lambda}, \quad v=v^{\lambda} \partial_{\lambda}
$$

A curve $c:() \rightarrow Z,() \subset \mathbb{R}$, in $Z$ is said to be an integral curve of a vector field $u$ on $Z$ if

$$
\dot{c}=u \circ c,
$$

where by $\dot{c}$ is meant the morphism

$$
\begin{equation*}
\dot{c}(t)=T c(t, \dot{t}=1):() \rightarrow T Z, \tag{1.2.1}
\end{equation*}
$$

called the tangent prolongation of the curve $c$. For every point $z \in Z$, there exists a unique integral curve $c$ of a vector field $u$ through $z=c(0)$.

Recall the relationship between vector fields on a manifold $Z$ and its diffeomorphisms. Given an open subset $U \subset Z$, by a local 1-parameter group of local diffeomorphisms of $Z$ defined on $(-\epsilon, \epsilon) \times U$ is meant a mapping

$$
G:(-\epsilon, \epsilon) \times U \ni(t, z) \mapsto G_{t}(z) \in Z, \quad \epsilon>0,
$$

which possesses the following properties:

- for each $t \in(-\epsilon, \epsilon)$, the mapping $G_{t}$ is a diffeomorphism of $U$ onto the open subset $G_{t}(U) \subset Z$;
- $G_{t+t^{\prime}}(z)=\left(G_{t} \circ G_{t^{\prime}}\right)(z)$ if $t+t^{\prime} \in(-\epsilon, \epsilon)$.

If $G$ is defined on $\mathbb{R} \times Z$, it is called a 1 -parameter group of diffeomorphisms of $Z$. Each local 1-parameter group of local diffeomorphisms $G$ on $U \subset Z$ defines a local vector field $u$ on $U$ by setting $u(z)$ to be the tangent vector to the curve $c(t)=G_{t}(z)$ at $t=0$. Conversely, let $u$ be a vector field on a manifold $Z$. For each $z \in Z$, there exist a real number $\epsilon>0$, a neighbourhood $U$ of $z$ and a unique local 1-parameter group of local diffeomorphisms on $(-\epsilon, \epsilon) \times U$, which determines $u$ [177]. In brief, one can say that every vector field $u$ on a manifold $Z$ is the generator of a local 1-parameter group of local diffeomorphisms. A vector field $u$ on a manifold $Z$ is is called complete, if it is induced by a 1 -parameter group of diffeomorphisms of $Z$.

A vector field $u$ on a fibre bundle $Y \rightarrow X$ is said to be projectable if it projects over a vector field $\tau$ on $X$, i.e., if the diagram

commutes. A projectable vector field has the coordinate expression

$$
u=u^{\lambda}\left(x^{\mu}\right) \partial_{\lambda}+u^{i}\left(x^{\mu}, y^{j}\right) \partial_{i}, \quad \tau=u^{\lambda} \partial_{\lambda}
$$

A projectable vector field $u=u^{i} \partial_{i}$ on a fibre bundle $Y \rightarrow X$ is said to be vertical if it projects over the zero vector field $\tau=0$ on $X$.

A vector field $\tau=\tau^{\lambda} \partial_{\lambda}$ on a base $X$ of a fibre bundle $Y \rightarrow X$ can give rise to a projectable vector field on the total space $Y$ by means of some connection on this fibre bundle (see the expression (2.1.6) below). Nevertheless, every tensor bundle (1.1.12) admits the canonical lift

$$
\begin{equation*}
\tilde{\tau}=\tau^{\mu} \partial_{\mu}+\left[\partial_{\nu} \tau^{\alpha_{1}} \dot{x}_{\beta_{1} \cdots \beta_{k}}^{\nu \alpha_{2} \ldots \alpha_{m}}+\ldots-\partial_{\beta_{1}} \tau^{\nu} \dot{x}_{\nu \beta_{2} \cdots \beta_{k}}^{\alpha_{1} \cdots \alpha_{m}}-\ldots\right] \frac{\partial}{\partial \dot{x}_{\beta_{1} \cdots \beta_{k}}^{\alpha_{1} \cdots \alpha_{m}}} \tag{1.2.2}
\end{equation*}
$$

of any vector field $\tau$ on $X$. In particular, we have the canonical lift

$$
\begin{equation*}
\tilde{\tau}=\tau^{\mu} \partial_{\mu}+\partial_{\nu} \tau^{\alpha} \dot{x}^{\nu} \frac{\partial}{\partial \dot{x}^{\alpha}} \tag{1.2.3}
\end{equation*}
$$

of $\tau$ onto the tangent bundle $T X$ and its canonical lift

$$
\begin{equation*}
\tilde{\tau}=\tau^{\mu} \partial_{\mu}-\partial_{\beta} \tau^{\nu} \dot{x}_{\nu} \frac{\partial}{\partial \dot{x}_{\beta}} \tag{1.2.4}
\end{equation*}
$$

onto the cotangent bundle $T^{*} X$. Hereafter, we will use the compact notation

$$
\begin{equation*}
\dot{\partial}_{\lambda}=\frac{\partial}{\partial \dot{x}^{\lambda}} \tag{1.2.5}
\end{equation*}
$$

Let $Y \rightarrow X$ be a vector bundle. Due to the canonical vertical splitting (1.1.15), there exists the canonical vertical vector field

$$
\begin{equation*}
u_{Y}=y^{i} \partial_{i} \tag{1.2.6}
\end{equation*}
$$

on $Y$, called the Liouville vector field. For instance, the Liouville vector field on the tangent bundle $T X$ reads

$$
\begin{equation*}
u_{T X}=\dot{x}^{\lambda} \dot{\partial}_{\lambda} \tag{1.2.7}
\end{equation*}
$$

Accordingly, any vector field $\tau=\tau^{\lambda} \partial_{\lambda}$ on a manifold $X$ has the canonical vertical lift

$$
\begin{equation*}
\tau_{V}=\tau^{\lambda} \dot{\partial}_{\lambda} \tag{1.2.8}
\end{equation*}
$$

onto the tangent bundle $T X$.

## Exterior forms

An exterior $r$-form on a manifold $Z$ is a section

$$
\phi=\frac{1}{r!} \phi_{\lambda_{1} \ldots \lambda_{r}} d z^{\lambda_{1}} \wedge \cdots \wedge d z^{\lambda_{r}}
$$

of the exterior product $\wedge^{\tau} T^{*} Z \rightarrow Z$. We denote by $\mathfrak{D}^{r}(Z)$ the vector space of exterior $r$-forms on a manifold $Z$. This is also a locally free module over the ring $\mathfrak{D}^{0}(Z)=C^{\infty}(Z)$. All exterior forms on $Z$ constitute the exterior $\mathbb{Z}$-graded algebra $\mathfrak{O}^{*}(Z)$ with respect to the exterior product $\wedge$. This algebra is provided with exterior differential

$$
\begin{aligned}
& d: \mathfrak{D}^{r}(Z) \rightarrow \mathfrak{Q}^{r+1}(Z) \\
& d \phi=\frac{1}{r!} \partial_{\mu} \phi_{\lambda_{1} \ldots \lambda_{r}} d z^{\mu} \wedge d z^{\lambda_{1}} \wedge \cdots d z^{\lambda_{r}}
\end{aligned}
$$

which obeys the relations

$$
d(\phi \wedge \sigma)=d(\phi) \wedge \sigma+(-1)^{|\phi|} \phi \wedge d(\sigma), \quad d \circ d=0
$$

The symbol $|\phi|$ stands for the form degree.
Given a morphism $f: Z \rightarrow Z^{\prime}$, by $f^{\circ} \phi$ is meant the pull-back on $Z$ of an $r$-form $\phi$ on $Z^{\prime}$ by $f$. It is defined by the condition

$$
f^{*} \phi\left(v^{1}, \ldots, v^{r}\right)(z)=\phi\left(T f\left(v^{1}\right), \ldots, T f\left(v^{r}\right)\right)(f(z)), \quad \forall v^{1}, \cdots v^{r} \in T_{z} Z
$$

and obeys the relations

$$
f^{*}(\phi \wedge \sigma)=f^{*} \phi \wedge f^{*} \sigma, \quad d f^{*} \phi=f^{*}(d \phi)
$$

Let $\pi: Y \rightarrow X$ be a fibre bundle with fibred coordinates $\left(x^{\lambda}, y^{i}\right)$. The pull-back onto $Y$ of exterior forms on $X$ by $\pi$ provides the inclusion

$$
\pi^{*}: \mathfrak{D}^{*}(X) \rightarrow \mathfrak{O}^{*}(Y)
$$

Elements of its image are called basic forms. Exterior forms

$$
\begin{aligned}
& \phi: Y \rightarrow \stackrel{r}{\wedge} T^{*} X \\
& \phi=\frac{1}{r!} \phi_{\lambda_{1} \ldots \lambda_{r}} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}}
\end{aligned}
$$

on $Y$ such that $\vartheta\rfloor \phi=0$ for an arbitrary vertical vector field $\vartheta$ on $Y$ are said to be horizontal forms. A horizontal $n$-form is called a horizontal density. We will use the notation

$$
\begin{equation*}
\left.\left.\left.\omega=d x^{1} \wedge \cdots \wedge d x^{n}, \quad \omega_{\lambda}=\partial_{\lambda}\right\rfloor \omega, \quad \omega_{\mu \lambda}=\partial_{\mu}\right\rfloor \partial_{\lambda}\right\rfloor \omega \tag{1.2.9}
\end{equation*}
$$

In the case of the tangent bundle $T X \rightarrow X$, there is a different way to lift onto $T X$ the exterior forms on $X$, besides the pull-back by $\pi_{X}$. Let $f$ be a function on $X$. Its tangent lift onto $T X$ is defined as the function

$$
\begin{equation*}
\widetilde{f}=\dot{x}^{\lambda} \partial_{\lambda} f \tag{1.2.10}
\end{equation*}
$$

Let $\sigma$ be an $r$-form on $X$. Its tangent lift onto $T X$ is said to be the $r$-form $\tilde{\sigma}$ given by the relation

$$
\begin{equation*}
\tilde{\sigma}\left(\tilde{\tau}_{1}, \ldots, \tilde{\tau}_{r}\right)=\sigma\left(\widetilde{\left.\tau_{1}, \ldots, \tau_{r}\right), ~}\right. \tag{1.2.11}
\end{equation*}
$$

where $\tau_{i}$ are arbitrary vector fields on $X$, and $\tilde{\tau}_{i}$ are their canonical lifts (1.2.3) onto $T X$. We have the coordinate expression

$$
\begin{align*}
\sigma= & \frac{1}{r!} \sigma_{\lambda_{1} \cdots \lambda_{r}} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}}, \\
\tilde{\sigma}= & \frac{1}{r!}\left[\dot{x}^{\mu} \partial_{\mu} \sigma_{\lambda_{1} \cdots \lambda_{r}} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}}+\right.  \tag{1.2.12}\\
& \left.\sum_{i=1}^{r} \sigma_{\lambda_{1} \cdots \lambda_{r}} d x^{\lambda_{1}} \wedge \cdots \wedge d \dot{x}^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}}\right] .
\end{align*}
$$

It is easily verified that $d \widetilde{\sigma}=\widetilde{d \sigma}$.
The interior product of a vector field $u=u^{\mu} \partial_{\mu}$ and an exterior $r$-form $\phi$ is given by the coordinate expression

$$
\begin{align*}
u\rfloor \phi & =\sum_{k=1}^{r} \frac{(-1)^{k-1}}{r!} u^{\lambda_{k}} \phi_{\lambda_{1} \ldots \lambda_{k} \ldots \lambda_{r}} d z^{\lambda_{1}} \wedge \cdots \wedge \widehat{d z}^{\lambda_{k}} \wedge \cdots \wedge d z^{\lambda_{r}}=  \tag{1.2.13}\\
& \frac{1}{(r-1)!} u^{\mu} \phi_{\mu \alpha_{2} \ldots \alpha_{r}} d z^{\alpha_{2}} \wedge \cdots \wedge d z^{\alpha_{r}}
\end{align*}
$$

and satisfies the relations

$$
\begin{align*}
& \left.\left.\phi\left(u_{1}, \ldots, u_{r}\right)=u_{r}\right\rfloor \cdots u_{1}\right\rfloor \phi  \tag{1.2.14}\\
& \left.u\rfloor(\phi \wedge \sigma)=u\rfloor \phi \wedge \sigma+(-1)^{|\Phi|} \phi \wedge u\right\rfloor \sigma,  \tag{1.2.15}\\
& \left.\left.\left.\left.\left.\left.\left.\left[u, u^{\prime}\right]\right\rfloor \phi=u\right\rfloor d\left(u^{\prime}\right\rfloor \phi\right)-u^{\prime}\right\rfloor d(u\rfloor \phi\right)-u^{\prime}\right\rfloor u\right\rfloor d \phi, \quad \phi \in \mathfrak{D}^{1}(Z) . \tag{1.2.16}
\end{align*}
$$

The Lie derivative of an exterior form $\phi$ along a vector field $u$ is

$$
\begin{aligned}
& \left.\left.\mathbf{L}_{u} \phi=u\right\rfloor d \phi+d(u\rfloor \phi\right) \\
& \mathbf{L}_{u}(\phi \wedge \sigma)=\mathbf{L}_{u} \phi \wedge \sigma+\phi \wedge \mathbf{L}_{u} \sigma
\end{aligned}
$$

In particular, if $f$ is a function, then

$$
\left.\mathbf{L}_{u} f=u(f)=u\right\rfloor d f
$$

Given the tangent lift $\tilde{\phi}(1.2 .12)$ of an exterior form $\phi$, we have

$$
\mathbf{L}_{u}(\phi)=u^{*} \tilde{\phi}
$$

## Multivector fields

A multivector field $\vartheta$ of degree $|\vartheta|=r$ (or simply an $r$-vector field) on a manifold $Z$ is a section

$$
\begin{equation*}
\vartheta=\frac{1}{r!} \vartheta^{\lambda_{1} \ldots \lambda_{r}} \partial_{\lambda_{1}} \wedge \cdots \wedge \partial_{\lambda_{r}} \tag{1.2.17}
\end{equation*}
$$

of the exterior product ${ }^{\top} T Z \rightarrow Z$. Let $\mathcal{T}_{r}(Z)$ denote the vector space of $r$-vector fields on $Z$. In particular, $T_{1}(Z)$ is the space of vector fields on $Z$ (denoted by $\mathcal{T}(Z)$ for the sake of simplicity), while $T_{0}(Z)$ is the vector space $C^{\infty}(Z)$ of smooth functions on $Z$. All multivector fields on a manifold $Z$ make up the exterior $\mathbb{Z}$-graded algebra $\mathcal{T}_{*}(Z)$ with respect to the exterior product of multivector fields.

Given a manifold $Z$, the tangent lift $\tilde{\vartheta}$ onto $T Z$ of an $r$-vector field $\vartheta(1.2 .17)$ on $Z$ is defined by the relation

$$
\begin{equation*}
\tilde{\vartheta}\left(\tilde{\sigma}^{r}, \ldots, \tilde{\sigma}^{1}\right)=\vartheta\left(\sigma^{r}, \ldots, \sigma^{1}\right) \tag{1.2.18}
\end{equation*}
$$

where: (i) $\sigma^{k}=\sigma_{\lambda}^{k} d x^{\lambda}$ are arbitrary 1 -forms on the manifold $Z$, (ii) by

$$
\tilde{\sigma}^{k}=\dot{x}^{\mu} \partial_{\mu} \sigma_{\lambda}^{k} d x^{\lambda}+\sigma_{\lambda}^{k} d \dot{x}^{\lambda}
$$

are meant their tangent lifts (1.2.12) onto the tangent bundle $T Z$ of $Z$, and (iii) the right-hand side of the equality (1.2.18) is the tangent lift (1.2.10) onto $T Z$ of the function $\vartheta\left(\sigma^{r}, \ldots, \sigma^{1}\right)$ on $Z$. We have the coordinate expression

$$
\begin{align*}
\tilde{\vartheta}= & \frac{1}{r!}\left[\dot{z}^{\mu} \partial_{\mu} \vartheta^{\lambda_{1} \ldots \lambda_{r}} \dot{\partial}_{\lambda_{1}} \wedge \cdots \wedge \dot{\partial}_{\lambda_{r}}+\right.  \tag{1.2.19}\\
& \left.\vartheta^{\lambda_{1} \ldots \lambda_{r}} \sum_{i=1}^{r} \dot{\partial}_{\lambda_{1}} \wedge \cdots \wedge \partial_{\lambda_{i}} \wedge \cdots \wedge \dot{\partial}_{\lambda_{r}}\right]
\end{align*}
$$

In particular, if $\tau$ is a vector field on a manifold $Z$, its tangent lift (1.2.19) coincides with the canonical lift $\widetilde{\tau}$ (1.2.3). If an $r$-vector field $\vartheta$ is simple, i.e.,

$$
\vartheta=\tau^{1} \wedge \cdots \wedge \tau^{r}
$$

its tangent lift (1.2.19) reads

$$
\tilde{\vartheta}=\sum_{i=1}^{r} \tau_{V}^{1} \wedge \cdots \wedge \tilde{\tau}^{i} \cdots \wedge \tau_{V}^{r}
$$

where $\tau_{V}^{k}$ is the vertical lift (1.2.8) onto $T Z$ of the vector field $\tau^{k}$.
The exterior algebra of multivector fields on a manifold $Z$ is provided with the Schouten-Nijenhuis bracket which generalizes the Lie bracket of vector fields as follows:

$$
\begin{align*}
& {[.,]_{\mathrm{SN}}: \mathcal{T}_{r}(M) \times \mathcal{T}_{s}(M) \rightarrow \mathcal{T}_{r+s-1}(M)}  \tag{1.2.20}\\
& \vartheta=\frac{1}{r!} \vartheta^{\lambda_{1} \ldots \lambda_{r}} \partial_{\lambda_{1}} \wedge \cdots \wedge \partial_{\lambda_{r}}, \quad v=\frac{1}{s!} v^{\alpha_{1} \ldots \alpha_{s}} \partial_{\alpha_{1}} \wedge \cdots \wedge \partial_{\alpha_{s}}, \\
& {[\vartheta, v]_{\mathrm{SN}} \stackrel{\operatorname{def}}{=} \vartheta \star v+(-1)^{r s} v \star \vartheta_{1}} \\
& \vartheta \star v=\frac{r}{r!s!}\left(\vartheta^{\mu \lambda_{2} \ldots \lambda_{r}} \partial_{\mu} v^{\alpha_{1} \ldots \alpha_{s}} \partial_{\lambda_{2}} \wedge \cdots \wedge \partial_{\lambda_{r}} \wedge \partial_{\alpha_{1}} \wedge \cdots \wedge \partial_{\alpha_{s}}\right) .
\end{align*}
$$

The following relations hold:

$$
\begin{align*}
& {[\vartheta, v]_{\mathrm{SN}}=(-1)^{|\vartheta||v|}[v, \vartheta]_{\mathrm{SN}},}  \tag{1.2.21}\\
& {[\nu, \vartheta \wedge v]_{\mathrm{SN}}=[\nu, \vartheta]_{\mathrm{SN}} \wedge v+(-1)^{(|\nu|-1)|\vartheta|} \vartheta \wedge[\nu, v]_{\mathrm{SN}},}  \tag{1.2.22}\\
& \left.(-1)^{|\nu|(|v|-1)}[\nu, \mid \vartheta, v]_{\mathrm{SN}}\right]_{\mathrm{SN}}+(-1)^{|\vartheta|(|\nu|-1)}\left[\vartheta,[v, \nu]_{\mathrm{SN}}\right]_{\mathrm{SN}}+  \tag{1.2.23}\\
& \quad(-1)^{|v|(|\vartheta|-1)}\left[v,[\nu, \vartheta]_{\mathrm{SN}}\right]_{\mathrm{SN}}=0 .
\end{align*}
$$

In particular, the Lie derivative of a multivector field $v$ along a vector field $u$ is

$$
\begin{aligned}
& \mathbf{L}_{u} v=[u, v]_{\mathrm{SN}} \\
& \mathbf{L}_{u}(\vartheta \wedge v)=\mathbf{L}_{u} \vartheta \wedge v+\vartheta \wedge \mathbf{L}_{u} v
\end{aligned}
$$

The Schouten-Nijenhuis bracket commutes with the tangent lift (1.2.19) of multivector fields, i.e.,

$$
\begin{equation*}
[\tilde{\vartheta}, \tilde{v}]_{\mathrm{SN}}=[\widetilde{\vartheta, v}]_{\mathrm{SN}} . \tag{1.2.24}
\end{equation*}
$$

The generalization of the interior product (1.2.13) is the left interior product

$$
\vartheta\rfloor \phi=\phi(\vartheta), \quad|\vartheta| \leq|\phi|, \quad \phi \in \mathfrak{D}^{*}(Z), \quad \vartheta \in \mathcal{T}_{\bullet}(Z),
$$

of multivector fields and exterior forms, which is derived from the equality

$$
\phi\left(u_{1} \wedge \cdots \wedge u_{r}\right)=\phi\left(u_{1}, \ldots, u_{r}\right), \quad \phi \in \mathfrak{D}^{\bullet}(Z), \quad u_{i} \in \mathcal{T}(Z),
$$

for simple multivector fields. There is the relation

$$
\left.\left.\vartheta\rfloor v\rfloor \phi=(v \wedge \vartheta)\rfloor \phi=(-1)^{\mid v\| \| v} v\right\rfloor \vartheta\right\rfloor \phi, \quad \phi \in \mathfrak{D}^{*}(Z), \quad \vartheta, v \in \mathcal{T}_{*}(Z) .
$$

The right interior product

$$
\vartheta|\phi=\vartheta(\phi), \quad| \phi\left|\leq|\vartheta|, \quad \phi \in \mathfrak{V}^{*}(Z), \quad \vartheta \in \mathcal{T}_{\bullet}(Z),\right.
$$

of exterior forms and multivector fields is given by the equalities

$$
\begin{aligned}
& \vartheta\left(\phi_{1}, \ldots, \phi_{r}\right)=\vartheta\left\lfloor\phi _ { r } \cdots \left\lfloor\phi_{1}, \quad \phi_{i} \in \mathfrak{D}^{1}(Z), \quad \vartheta \in \mathcal{T}_{r}(Z),\right.\right. \\
& \vartheta\left\lfloor\phi=\frac{1}{(r-1)!} \vartheta^{\alpha_{1} \ldots \alpha_{r-1} \mu} \phi_{\mu} \partial_{\alpha_{1}} \wedge \cdots \wedge \partial_{\alpha_{r-1}}, \quad \phi \in \mathfrak{D}^{1}(Z) .\right.
\end{aligned}
$$

It satisfies the relations

$$
\begin{aligned}
& (\vartheta \wedge v) L \phi=\vartheta \wedge\left(v\lfloor\phi)+(-1)^{|v|}\left(\vartheta\lfloor\phi) \wedge v, \quad \phi \in \mathfrak{D}^{1}(Z),\right.\right. \\
& \vartheta(\phi \wedge \sigma)=\vartheta\left\lfloor\sigma \left\lfloor\phi, \quad \phi, \sigma \in \mathfrak{D}^{*}(Z) .\right.\right.
\end{aligned}
$$

In particular, if $|\vartheta|=|\phi|$, there is the natural contraction

$$
\begin{align*}
& \langle,\rangle: \mathcal{T}_{r}(Z) \times \mathfrak{D}^{r}(Z) \rightarrow C^{\infty}(Z), \\
& \langle\vartheta, \phi)=\vartheta\rfloor \phi=\vartheta\lfloor\phi=\vartheta(\phi)=\phi(\vartheta) . \tag{1.2.25}
\end{align*}
$$

## Tangent-valued forms

A tangent-valued $r$-form on a manifold $Z$ is a section

$$
\phi=\frac{1}{r!} \phi_{\lambda_{1} \ldots \lambda_{r}}^{\mu} d z^{\lambda_{1}} \wedge \cdots \wedge d z^{\lambda_{r}} \otimes \partial_{\mu}
$$

of the tensor bundle ${ }^{r} \wedge T^{*} Z \otimes T Z \rightarrow Z$.
Example 1.2.1. There is one-to-one correspondence between the tangent-valued 1 -forms $\phi$ on a manifold $Z$ and the linear bundle endomorphisms

$$
\begin{array}{ll}
\hat{\phi}: T Z \rightarrow T Z, & \left.\hat{\phi}: T_{z} Z \ni v \mapsto v\right\rfloor \phi(z) \in T_{z} Z, \\
\hat{\phi}^{*}: T^{*} Z \rightarrow T^{*} Z, & \left.\hat{\phi}^{*}: T_{z}^{*} Z \ni v^{*} \mapsto \phi(z)\right\rfloor v^{*} \in T_{z}^{*} Z, \tag{1.2.27}
\end{array}
$$

(see Remark 1.1.1). In particular, the canonical tangent-valued 1 -form

$$
\begin{equation*}
\theta_{Z}=d z^{\lambda} \otimes \partial_{\lambda} \tag{1.2.28}
\end{equation*}
$$

on $Z$ corresponds to the identity morphisms (1.2.26) and (1.2.27).

Example 1.2.2. Let $Z=T X$. There is the fibred endomorphism $J$ of the double tangent bundle $T T X$ of $T X$ such that, for every vector field $\tau$ on $X$, we have

$$
J \circ \tilde{\tau}=\tau_{V}, \quad J \circ \tau_{V}=0,
$$

where $\tilde{\tau}$ is the canonical lift (1.2.3) and $\tau_{V}$ is the vertical lift (1.2.8) onto $T T X$ of a vector field $\tau$ on $T X$. This endomorphism reads

$$
\begin{equation*}
J\left(\partial_{\lambda}\right)=\dot{\partial}_{\lambda}, \quad J\left(\dot{\partial}_{\lambda}\right)=0 \tag{1.2.29}
\end{equation*}
$$

It corresponds to the tangent-valued form

$$
\begin{equation*}
\theta_{J}=d x^{\lambda} \otimes \dot{\partial}_{\lambda} \tag{1.2.30}
\end{equation*}
$$

on the tangent bundle $T X$. It is readily observed that $J \circ J=0$.

The space $\mathfrak{D}^{*}(M) \otimes \mathcal{T}(M)$ of tangent-valued forms is provided with the FrölicherNijenhuis bracket ( $F-N$ bracket) which generalizes the Lie bracket of vector fields as follows:

$$
\begin{align*}
& {[,]_{\mathrm{FN}}: \mathfrak{D}^{r}(M) \otimes \mathcal{T}(M) \times \mathfrak{D}^{s}(M) \otimes \mathcal{T}(M) \rightarrow \mathfrak{D}^{r+s}(M) \otimes \mathcal{T}(M)} \\
& {[\alpha \otimes u, \beta \otimes v]_{\mathbf{F N}}=(\alpha \wedge \beta) \otimes[u, v]+\left(\alpha \wedge \mathbf{L}_{u} \beta\right) \otimes v-}  \tag{1.2.31}\\
& \left.\left.\quad\left(\mathbf{L}_{v} \alpha \wedge \beta\right) \otimes u+(-1)^{r}(d \alpha \wedge u] \beta\right) \otimes v+(-1)^{r}(v\rfloor \alpha \wedge d \beta\right) \otimes u \\
& \alpha \in \mathfrak{D}^{r}(M), \quad \beta \in \mathfrak{D}^{s}(M), \quad u, v \in \mathcal{T}(M)
\end{align*}
$$

Its coordinate expression is

$$
\begin{aligned}
& {[\phi, \sigma]_{\mathrm{FN}}=\frac{1}{r!s!}\left(\phi_{\lambda_{1} \ldots \lambda_{r}}^{\nu} \partial_{\nu} \sigma_{\lambda_{r+1} \ldots \lambda_{r+\theta}}^{\mu}-\sigma_{\lambda_{r+1} \ldots \lambda_{r+}}^{\nu} \partial_{\nu} \phi_{\lambda_{1} \ldots \lambda_{r}}^{\mu}-\right.} \\
& \left.r \phi_{\lambda_{1} \ldots \lambda_{r-1} \nu}^{\mu} \partial_{\lambda_{r}} \sigma_{\lambda_{r+1} \ldots \lambda_{r+}}^{\nu}+s \sigma_{\nu \lambda_{r+2} \ldots \lambda_{r+\infty}}^{\mu} \partial_{\lambda_{r+1}} \phi_{\lambda_{1} \ldots \lambda_{r}}^{\nu}\right) d z^{\lambda_{1}} \wedge \cdots \wedge d z^{\lambda_{r+\theta}} \otimes \partial_{\mu} \\
& \phi \in \mathfrak{D}^{r}(M) \otimes \mathcal{T}(M), \quad \sigma \in \mathfrak{D}^{s}(M) \otimes \mathcal{T}(M)
\end{aligned}
$$

There are the relations

$$
\begin{align*}
& {[\phi, \psi]_{\mathrm{FN}}=(-1)^{|\phi||\psi|+1}[\psi, \phi]_{\mathrm{FN}},}  \tag{1.2.32}\\
& {\left[\phi,[\psi, \theta]_{\mathrm{FN}}\right]_{\mathrm{FN}}=\left[[\phi, \psi]_{\mathrm{FN}}, \theta\right]_{\mathrm{FN}}+(-1)^{|\phi \| \psi|}\left[\psi,[\phi, \theta]_{\mathrm{FN}}\right]_{\mathrm{FN}},}  \tag{1.2.33}\\
& \phi, \psi, \theta \in \mathfrak{O}^{*}(M) \otimes \mathcal{T}(M)
\end{align*}
$$

Given a tangent-valued form $\theta$, the Nijenhuis differential on $\mathfrak{O}^{*}(M) \otimes \mathcal{T}(M)$ is defined as the morphism

$$
d_{\theta}: \sigma \mapsto d_{\theta} \sigma=[\theta, \sigma]_{\mathrm{FN}}, \quad \forall \sigma \in \mathcal{O}^{*}(M) \otimes \mathcal{T}(M)
$$

By virtue of the relation (1.2.33), it has the property

$$
d_{\phi}[\psi, \theta]_{\mathrm{FN}}=\left[d_{\phi} \psi, \theta\right]_{\mathrm{FN}}+(-1)^{|\phi||\psi|}\left[\psi, d_{\phi} \theta\right]_{\mathbf{F N}} .
$$

In particular, if $\theta=u$ is a vector field, the Nijenhuis differential is the Lie derivative of tangent-valued forms

$$
\begin{aligned}
& \mathbf{L}_{u} \sigma=d_{u} \sigma=[u, \sigma]_{\mathrm{FN}}=\left(u^{\nu} \partial_{\nu} \sigma_{\lambda_{1} \ldots \lambda_{0}}^{\mu}-\sigma_{\lambda_{1} \ldots \lambda_{s}}^{\nu} \partial_{\nu} u^{\mu}+\right. \\
& \left.\quad s \sigma_{\nu \lambda_{2} \ldots \lambda_{s}}^{\mu} \partial_{\lambda_{1}} u^{\nu}\right) d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{s}} \otimes \partial_{\mu}, \quad \sigma \in \mathfrak{D}^{s}(M) \otimes \mathcal{T}(M)
\end{aligned}
$$

Let $Y \rightarrow X$ be a fibre bundle. We consider the following subspaces of the space $\mathfrak{O}^{*}(Y) \otimes T(Y)$ of tangent-valued forms on $Y$ :

- tangent-valued horizontal forms

$$
\begin{aligned}
& \phi: Y \rightarrow \stackrel{\Gamma}{\wedge} T^{*} X \otimes T Y \\
& \phi=d x^{\lambda_{1}} \wedge \ldots \wedge d x^{\lambda_{r}} \otimes\left[\phi_{\lambda_{1} \ldots \lambda_{r}}^{\mu}(y) \partial_{\mu}+\phi_{\lambda_{1} \ldots \lambda_{r}}^{i}(y) \partial_{i}\right]
\end{aligned}
$$

- projectable tangent-valued horizontal forms

$$
\phi=d x^{\lambda_{1}} \wedge \ldots \wedge d x^{\lambda_{r}} \otimes\left[\phi_{\lambda_{1} \ldots \lambda_{r}}^{\mu}(x) \partial_{\mu}+\phi_{\lambda_{1} \ldots \lambda_{r}}^{i}(y) \partial_{i}\right]
$$

- vertical-valued horizontal forms

$$
\begin{aligned}
& \phi: Y \rightarrow \stackrel{r}{\wedge} T^{*} X \underset{Y}{\otimes V Y} \\
& \phi=\phi_{\lambda_{1} \ldots \lambda_{r}}^{i}(y) d x^{\lambda_{1}} \wedge \ldots \wedge d x^{\lambda_{r}} \otimes \partial_{i}
\end{aligned}
$$

- vertical-valued horizontal 1-forms, called soldering forms,

$$
\sigma=\sigma_{\lambda}^{i}(y) d x^{\lambda} \otimes \partial_{i}
$$

- basic soldering forms

$$
\sigma=\sigma_{\lambda}^{i}(x) d x^{\lambda} \otimes \partial_{i}
$$

Remark 1.2.3. The tangent bundle $T X$ is provided with the canonical soldering form $\theta_{J}$ (1.2.30). Due to the canonical vertical splitting

$$
\begin{equation*}
V T X=T X \underset{X}{\times} T X \tag{1.2.34}
\end{equation*}
$$

this soldering form defines the canonical tangent-valued form $\theta_{X}(1.2 .28)$ on $X$. By this reason, tangent-valued 1 -forms on a manifold $X$ are also called soldering forms.

Remark 1.2.4. Let $Y \rightarrow X$ be a fibre bundle, $f: X^{\prime} \rightarrow X$ a morphism, $f^{*} Y \rightarrow X^{\prime}$ the pull-back of $Y$ by $f$ and $f_{Y}: f^{*} Y \rightarrow Y$ the corresponding fibred morphism (1.1.7). Since

$$
V f^{*} Y=f^{*} V Y=f_{Y}^{*} V Y, \quad V_{y^{\prime}} Y^{\prime}=V_{f_{Y}\left(y^{\prime}\right)} Y
$$

one can define the pull-back $f^{*} \phi$ onto $f^{*} Y$ of any vertical-valued form $f$ on $Y$ in accordance with the relation

$$
f^{*} \phi\left(v^{1}, \ldots, v^{r}\right)\left(y^{\prime}\right)=\phi\left(T f_{Y}\left(v^{1}\right), \ldots, T f_{Y}\left(v^{r}\right)\right)\left(f_{Y}\left(y^{\prime}\right)\right)
$$

We also mention the $T X$-valued forms

$$
\begin{align*}
& \phi: Y \rightarrow \stackrel{r}{\wedge} T^{*} X \otimes T X  \tag{1.2.35}\\
& \phi=\phi_{\lambda_{1} \ldots \lambda_{r}}^{\mu} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}} \otimes \partial_{\mu}
\end{align*}
$$

and $V^{*} Y$-valued forms

$$
\begin{align*}
& \phi: Y \rightarrow \stackrel{r}{\wedge} T^{*} X \underset{Y}{\otimes} V^{*} Y  \tag{1.2.36}\\
& \phi=\phi_{\lambda_{1} \ldots \lambda_{r} i} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}} \otimes \bar{d} y^{i}
\end{align*}
$$

It should be emphasized that (1.2.35) are not tangent-valued forms, while (1.2.36) are not exterior forms. They exemplify vector-valued forms.

## Distributions

An $r$-dimensional smooth distribution on a $k$-dimensional manifold $Z$ is an $r$ dimensional subbundle $\mathbf{T}$ of the tangent bundle $T Z$. We will say that a vector field $v$ on $Z$ is subordinate to a distribution $\mathbf{T}$ if it is a section of $\mathbf{T} \rightarrow Z$.

A distribution $\mathbf{T}$ is said to be involutive if the Lie bracket $\left[u, u^{\prime}\right]$ is subordinate to $\mathbf{T}$, whenever $u$ and $u^{\prime}$ are subordinate to $\mathbf{T}$.

A connected submanifold $N$ of a manifold $Z$ is called an integral manifold of a distribution $\mathbf{T}$ on $Z$ if the tangent spaces to $N$ belong to the fibres of this distribution. Unless otherwise stated, by an integral manifold we mean an integral manifold of maximal dimension, equal to dim $\mathbf{T}$. An integral manifold $N$ is called maximal if there is no other integral manifold which contains $N$. There is the well-known Frobenius theorem ([302], p.75).

THEOREM 1.2.1. Let $\mathbf{T}$ be a smooth involutive distribution on a manifold $Z$. For any point $z \in Z$, there exists a unique maximal integral manifold of $\mathbf{T}$ passing through $z$.

In view of this fact, involutive distributions are also called completely integrable distributions.

If a distribution $\mathbf{T}$ is not involutive, there are no integral submanifolds of dimension equal to dim T. However, integral submanifolds always exist, e.g., the integral curves of vector fields, subordinate to $\mathbf{T}$.

A codistribution $\mathbf{T}^{*}$ on a manifold $Z$ is a subbundle of the cotangent bundle. For instance, the annihilator Ann $\mathbf{T}$ of an $r$-dimensional distribution $\mathbf{T}$ is a $(k-r)$ dimensional codistribution. Ann $\mathbf{T}_{z}, z \in Z$, consists of covectors $w \in T_{z}^{*}$ such that $v\rfloor w=0, \forall v \in \mathbf{T}_{\boldsymbol{z}}$.
Theorem 1.2.2. Let $\mathbf{T}$ be a distribution and Ann $\mathbf{T}$ its annihilator. Let $\wedge$ Ann $\mathbf{T}(Z)$ be the ideal of the exterior algebra $\mathfrak{O}^{*}(Z)$ which is generated by sections of Ann $\mathbf{T} \rightarrow$ $Z$. A distribution $\mathbf{T}$ is involutive if and only if the ideal $\wedge \operatorname{Ann} \mathbf{T}(Z)$ is a differential ideal, i.e., $d(\wedge \mathrm{Ann} \mathbf{T}(Z)) \subset \wedge \operatorname{Ann} \mathbf{T}(Z)([302], \mathrm{p} .74)$.

Corollary 1.2.3. Let $\mathbf{T}$ be an involutive $r$-dimensional distribution on a $k$ dimensional manifold $Z$. Every point $z \in Z$ has an open neighbourhood $U \ni z$
which is a domain of a coordinate chart $\left(z^{1}, \ldots, z^{k}\right)$ such that the restrictions of the distribution T and its annihilator Ann T to $U$ are generated by the $r$ vector fields $\partial / \partial z^{1}, \cdots, \partial / \partial z^{r}$ and the $(k-r) 1$-forms $d z^{k-r+1}, \ldots, d z^{k}$, respectively. It follows that integral manifolds of an involutive distribution make up a foliation.

An $r$-dimensional (regular) foliation on a $k$-dimensional manifold $Z$ is said to be a partition of $Z$ into connected leaves $F_{c}$ with the following property. Every point of $Z$ has an open neighbourhood $U$ which is a domain of a coordinate chart ( $z^{\alpha}$ ) such that, for every leaf $F_{\iota}$, the connected components $F_{\iota} \cap U$ are described by the equations

$$
z^{r+1}=\text { const., } \quad \cdots, \quad z^{k}=\text { const } .
$$

$[166,252]$. Note that leaves of a foliation fail to be imbedded submanifolds, i.e., topological subspaces in general.
Example 1.2.5. Submersions $\pi: Y \rightarrow X$ and, in particular, fibre bundles are foliations with the leaves $\pi^{-1}(x), x \in \pi(Y) \subset X$. A foliation is called simple if it is a fibre bundle. Any foliation is locally simple.

Example 1.2.6. Every real function $f$ on a manifold $Z$ with nowhere vanishing differential $d f$ is a submersion $Z \rightarrow \mathbb{R}$. It defines a 1 -codimensional foliation whose leaves are given by the equations

$$
f(z)=c, \quad c \in f(Z) \subset \mathbb{R}
$$

This is the foliation of level surfaces of the function $f$, called a generating function. Every 1-codimensional foliation is locally a foliation of level surfaces of some function on $Z$.

The level surfaces of an arbitrary function $f \neq$ const. on a manifold $Z$ define a singular foliation $F$ on $Z$ [166]. Its leaves are not submanifolds in general. Nevertheless if $d f(z) \neq 0$, the restriction of $F$ to some open neighbourhood $U$ of $z$ is a foliation with the generating function $\left.f\right|_{U}$.

### 1.3 Jet manifolds

Subsections: First order jet manifolds, 25; Second order jet manifolds, 27; Higher order jet manifolds, 28; Jets of submanifolds, 30; Differential equations and differential operators, 32.

## First order jet manifolds

Given a fibre bundle $Y \rightarrow X$ with bundle coordinates $\left(x^{\lambda}, y^{i}\right)$, let us consider the equivalence classes $j_{x}^{1} s, x \in X$, of its sections $s$, which are identified by their values $s^{i}(x)$ and the values of their first order derivatives $\partial_{\mu} s^{i}(x)$ at points $x \in X$. The equivalence class $j_{x}^{1} s$ is called the first order jet of sections $s$ at the point $x \in X$. The set $J^{1} Y$ of first order jets is provided with a manifold structure with respect to the adapted coordinates $\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}\right)$ such that

$$
\begin{align*}
& \left(x^{\lambda}, y^{i}, y_{\lambda}^{i}\right)\left(j_{\Sigma}^{1} s\right)=\left(x^{\lambda}, s^{i}(x), \partial_{\lambda} s^{i}(x)\right), \\
& y_{\lambda}^{\prime i}=\frac{\partial x^{\mu}}{\partial x^{\prime \lambda}}\left(\partial_{\mu}+y_{\mu}^{j} \partial_{j}\right) y^{\prime i} . \tag{1.3.1}
\end{align*}
$$

It is called the jet manifold of the fibre bundle $Y \rightarrow X$.
The jet manifold $J^{1} Y$ admits the natural fibrations

$$
\begin{align*}
& \pi^{1}: J^{1} Y \ni j_{x}^{1} s \mapsto x \in X,  \tag{1.3.2}\\
& \pi_{0}^{1}: J^{1} Y \ni j_{x}^{1} s \mapsto s(x) \in Y, \tag{1.3.3}
\end{align*}
$$

where, by virtue of the transformation law (1.3.1), the latter is an affine bundle modelled over the vector bundle

$$
\begin{equation*}
T^{*} X_{Y}^{\otimes} V Y \rightarrow Y \tag{1.3.4}
\end{equation*}
$$

For the sake of convenience, the fibration (1.3.2) is called a jet bundle, while the fibration (1.3.3) is an affine jet bundle.

There are the following two canonical imbeddings of the jet manifold $J^{1} Y$ :

$$
\begin{align*}
& \lambda_{1}: J^{1} Y \overleftrightarrow{Y} \underset{Y}{\hookrightarrow} T^{*} X \underset{Y}{\otimes} T Y,  \tag{1.3.5}\\
& \lambda_{1}=d x^{\lambda} \otimes\left(\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}\right)=d x^{\lambda} \otimes d_{\lambda},
\end{align*}
$$

where $d_{\lambda}$ are total derivatives, and

$$
\begin{align*}
& \theta_{1}: J^{1} Y \hookrightarrow T^{*} Y \otimes V Y  \tag{1.3.6}\\
& \theta_{1}=\left(d y^{i}-y_{\lambda}^{i} d x^{\lambda}\right) \otimes \partial_{i}=\theta^{i} \otimes \partial_{i}
\end{align*}
$$

where

$$
\begin{equation*}
\theta^{i}=d y^{i}-y_{\lambda}^{i} d x^{\lambda} \tag{1.3.7}
\end{equation*}
$$

are called contact forms. In accordance with Remark 1.1.1, the morphism $\theta_{1}$ (1.3.6) can also be rewritten as

$$
\begin{equation*}
\theta_{1}: J^{1} Y \underset{Y}{\times} T Y \rightarrow V Y, \quad \theta_{1}=\left(\dot{y}^{i}-\dot{x}^{\lambda} y_{\lambda}^{i}\right) \partial_{i} . \tag{1.3.8}
\end{equation*}
$$

Remark 1.3.1. From now on, we will identify the jet manifold $J^{1} Y$ with its image under the canonical morphisms (1.3.5) and (1.3.6), and represent the jet ( $x^{\lambda}, y^{i}, y_{\mu}^{i}$ ) by the tangent-valued forms

$$
\begin{equation*}
d x^{\lambda} \otimes\left(\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}\right) \quad \text { and } \quad\left(d y^{i}-y_{\lambda}^{i} d x^{\lambda}\right) \otimes \partial_{i} . \tag{1.3.9}
\end{equation*}
$$

Each fibred morphism $\Phi: Y \rightarrow Y^{\prime}$ over a diffeomorphism $f$ is extended to the fibred morphism of the corresponding affine jet bundles

$$
\begin{aligned}
& J^{1} \Phi: J^{1} Y \underset{\Phi}{\overrightarrow{1}} J^{1}, \\
& J^{1} \Phi: j_{x}^{1} s \mapsto j_{f(x)}^{1}\left(\Phi \circ s \circ f^{-1}\right), \\
& y_{\lambda}^{\prime i} \circ J^{1} \Phi=\frac{\partial\left(f^{-1}\right)^{\mu}}{\partial x^{\prime \lambda}} d_{\mu} \Phi^{i},
\end{aligned}
$$

called the jet prolongation of the morphism $\Phi$.
Each section $s$ of a fibre bundle $Y \rightarrow X$ has the jet prolongation to the section

$$
\begin{aligned}
& \left(J^{1} s\right)(x) \stackrel{\text { def }}{=} j_{x}^{1} s, \\
& \left(y^{i}, y_{\lambda}^{i}\right) \circ J^{1} s=\left(s^{i}(x), \partial_{\lambda} s^{i}(x)\right),
\end{aligned}
$$

of the jet bundle $J^{1} Y \rightarrow X$. A section $\bar{s}$ of the jet bundle $J^{1} Y \rightarrow X$ is said to be holonomic if it is the jet prolongation of some section of the fibre bundle $Y \rightarrow X$.

Any projectable vector field

$$
u=u^{\lambda}\left(x^{\mu}\right) \partial_{\lambda}+u^{i}\left(x^{\mu}, y^{j}\right) \partial_{i}
$$

on a fibre bundle $Y \rightarrow X$ admits the jet prolongation to the projectable vector field

$$
\begin{align*}
& J^{1} u=r_{1} \circ J^{1} u: J^{1} Y \rightarrow J^{1} T Y \rightarrow T J^{1} Y, \\
& J^{1} u=u^{\lambda} \partial_{\lambda}+u^{i} \partial_{\mathbf{i}}+\left(d_{\lambda} u^{i}-y_{\mu}^{i} \partial_{\lambda} u^{\mu}\right) \partial_{i}^{\lambda}, \tag{1.3.10}
\end{align*}
$$

on the jet manifold $J^{1} Y$. In order to obtain (1.3.10), the canonical fibred morphism

$$
r_{1}: J^{1} T Y \rightarrow T J^{1} Y, \quad \dot{y}_{\lambda}^{i} \circ r_{1}=\left(\dot{y}^{i}\right)_{\lambda}-y_{\mu}^{i} \dot{x}_{\lambda}^{\mu}
$$

is used. In particular, there is the canonical isomorphism

$$
\begin{equation*}
V J^{1} Y=J^{1} V Y, \quad \dot{y}_{\lambda}^{i}=\left(\dot{y}^{i}\right)_{\lambda} \tag{1.3.11}
\end{equation*}
$$

## Second order jet manifolds

Taking the first order jet manifold of the jet bundle $J^{1} Y \rightarrow X$, we obtain the repeated jet manifold $J^{1} J^{1} Y$ provided with the adapted coordinates

$$
\begin{aligned}
& \left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, \widehat{y}_{\mu}^{i}, y_{\mu \lambda}^{i}\right) \\
& \widehat{y}_{\lambda}^{\prime 2}=\frac{\partial x^{\alpha}}{\partial x^{\prime \lambda}} d_{\alpha} y^{\prime i} \\
& y_{\mu \lambda}^{\prime i}=\frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} d_{\alpha} y_{\lambda}^{\prime i}, \quad d_{\alpha}=\partial_{\alpha}+\widehat{y}_{\alpha}^{j} \partial_{j}+y_{\nu \alpha}^{j} \partial_{j}^{\nu}
\end{aligned}
$$

There exist two different affine fibrations of $J^{1} J^{1} Y$ over $J^{1} Y$ :

- the familiar affine jet bundle (1.3.3)

$$
\begin{equation*}
\pi_{11}: J^{1} J^{1} Y \rightarrow J^{1} Y, \quad y_{\lambda}^{i} \circ \pi_{11}=y_{\lambda}^{i} \tag{1.3.12}
\end{equation*}
$$

- and the affine bundle

$$
\begin{equation*}
J^{1} \pi_{0}^{1}: J^{1} J^{1} Y \rightarrow J^{1} Y, \quad y_{\lambda}^{i} \circ J^{1} \pi_{0}^{1}=\widehat{y}_{\lambda}^{i} \tag{1.3.13}
\end{equation*}
$$

In general, there is no canonical identification of these fibrations. The points $q \in$ $J^{1} J^{1} Y$, where $\pi_{11}(q)=J^{1} \pi_{0}^{1}(q)$, make up the affine subbundle $\widehat{J}^{2} Y \rightarrow J^{1} Y$ of $J^{1} J^{1} Y$, called the sesquiholonomic jet manifold. This is given by the coordinate conditions $\widehat{y}_{\lambda}^{i}=y_{\lambda}^{i}$, and is coordinated by ( $x^{\lambda}, y^{i}, y_{\lambda}^{i}, y_{\mu \lambda}^{i}$ ).

The second order jet manifold $J^{2} Y$ of a fibre bundle $Y \rightarrow X$ is the affine subbundle $\pi_{1}^{2}: J^{2} Y \rightarrow J^{1} Y$ of the fibre bundle $\hat{J}^{2} Y \rightarrow J^{1} Y$, given by the coordinate conditions $y_{\lambda \mu}^{i}=y_{\mu \lambda}^{i}$ and coordinated by $\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, y_{\lambda \mu}^{i}=y_{\mu \lambda}^{i}\right)$. It is modelled over the vector bundle

$$
\stackrel{2}{\vee}^{*} X \underset{J^{1} Y}{\otimes} V Y \rightarrow J^{1} Y
$$

The second order jet manifold $J^{2} Y$ can also be seen as the set of the equivalence classes $j_{x}^{2} s$ of sections $s$ of the fibre bundle $Y \rightarrow X$, which are identified by their
values and the values of their first and second order partial derivatives at points $x \in X$, i.e.,

$$
y_{\lambda}^{i}\left(j_{x}^{2} s\right)=\partial_{\lambda} s^{i}(x), \quad y_{\lambda \mu}^{i}\left(j_{x}^{2} s\right)=\partial_{\lambda} \partial_{\mu} s^{i}(x)
$$

Let $s$ be a section of a fibre bundle $Y \rightarrow X$ and $J^{1} s$ its jet prolongation to a section of the jet bundle $J^{1} Y \rightarrow X$. The latter gives rise to the section $J^{1} J^{1} s$ of the repeated jet bundle $J^{1} J^{1} Y \rightarrow X$. This section takes its values into the second order jet manifold $J^{2} Y$. It is called the second order jet prolongation of the section $s$, and is denoted by $J^{2} s$.

Proposition 1.3.1. Let $\bar{s}$ be a section of the jet bundle $J^{1} Y \rightarrow X$ and $J^{1} \bar{s}$ its jet prolongation to the section of the repeated jet bundle $J^{1} J^{1} Y \rightarrow X$. The following three facts are equivalent:

- $\bar{s}=J^{1} s$ where $s$ is a section of the fibre bundle $Y \rightarrow X$;
- $J^{1} \bar{s}$ takes its values into $\widehat{J}^{2} Y$;
- $J^{1} \bar{s}$ takes its values into $J^{2} Y$.


## Higher order jet manifolds

The notion of first and second order jet manifolds is naturally extended to higher order jet manifolds. Here, we touch on only a few elements of the higher order jet technique, and refer the reader to Section 11.1 for a detailed exposition.

The $k$-order jet manifold $J^{k} Y$ of a fibre bundle $Y \rightarrow X$ comprises the equivalence classes $j_{x}^{k} s, x \in X$, of sections $s$ of $Y$ identified by the $k+1$ terms of their Taylor series at the points $x \in X$. The jet manifold $J^{k} Y$ is provided with the adapted coordinates

$$
\begin{aligned}
& \left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, \ldots, y_{\lambda_{k} \cdots \lambda_{1}}^{i}\right) \\
& y_{\lambda_{l} \cdots \lambda_{1}}^{i}\left(j_{x}^{k} s\right)=\partial_{\lambda_{i}} \cdots \partial_{\lambda_{1}} s^{i}(x), \quad 0 \leq l \leq k
\end{aligned}
$$

Every section $s$ of a fibre bundle $Y \rightarrow X$ gives rise to the section $J^{k} s$ of the jet bundle $J^{k} Y \rightarrow X$ such that

$$
y_{\lambda_{l} \cdots \lambda_{1}}^{i} \circ J^{k} s=\partial_{\lambda_{1}} \cdots \partial_{\lambda_{1}} s^{i}, \quad 0 \leq l \leq k
$$

We will use the following operators on exterior forms on jet manifolds (see Section 11.1 for their intrinsic definitions):

- the total derivative

$$
\begin{equation*}
d_{\lambda}=\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}+y_{\lambda_{\mu}}^{i} \partial_{i}^{\mu}+\cdots, \tag{1.3.14}
\end{equation*}
$$

given by the relations

$$
\begin{aligned}
& d_{\lambda}(\phi \wedge \sigma)=d_{\lambda}(\phi) \wedge \sigma+\phi \wedge d_{\lambda}(\sigma) \\
& d_{\lambda}(d \phi)=d\left(d_{\lambda}(\phi)\right)
\end{aligned}
$$

e.g.,

$$
\begin{aligned}
& d_{\lambda}(f)=\partial_{\lambda} f+y_{\lambda}^{i} \partial_{i} f+y_{\lambda \mu}^{i} \partial_{i}^{\mu} f+\cdots, \quad f \in C^{\infty}\left(J^{k} Y\right) \\
& d_{\lambda}\left(d x^{\mu}\right)=0, \quad d_{\lambda}\left(d y_{\lambda_{l} \cdots \lambda_{1}}^{i}\right)=d y_{\lambda_{l} \cdots \lambda_{1}}^{i} ;
\end{aligned}
$$

- the horizontal projection $h_{0}$ given by the relations

$$
\begin{equation*}
h_{0}\left(d x^{\lambda}\right)=d x^{\lambda}, \quad h_{0}\left(d y_{\lambda_{k} \cdots \lambda_{1}}^{i}\right)=y_{\mu \lambda_{k} \ldots \lambda_{1}}^{i} d x^{\mu} \tag{1.3.15}
\end{equation*}
$$

e.g.,

$$
h_{0}\left(d y^{i}\right)=y_{\mu}^{i} d x^{\mu}, \quad h_{0}\left(d y_{\lambda}^{i}\right)=y_{\mu \lambda}^{i} d x^{\mu}
$$

- the horizontal differential

$$
\begin{equation*}
d_{H}(\phi)=d x^{\lambda} \wedge d_{\lambda}(\phi) \tag{1.3.16}
\end{equation*}
$$

possessing the properties

$$
d_{H} \circ d_{H}=0, \quad h_{0} \circ d=d_{H} \circ h_{0}
$$

## Jets of submanifolds

The notion of jets of sections of a fibre bundle is generalized to jets of submanifolds of a manifold $Z$ which has no fibration [123, 185]. We will appeal to jets of submanifolds both in order to introduce the general notion of a differential equation and in relativistic mechanics.

Let $Z$ be a manifold of dimension $m+n$. The $k$-order jet of $n$-dimensional submanifolds of $Z$ at a point $z \in Z$ is defined as the equivalence class $[S]_{z}^{k}$ of $n$-dimensional imbedded submanifolds of $Z$ which pass through $z$ and which are tangent to each other at $z$ with order $k \geq 0$. The disjoint union

$$
\begin{equation*}
J_{n}^{k} Z=\bigcup_{z \in Z}[S]_{z}^{k}, \quad k>0 \tag{1.3.17}
\end{equation*}
$$

of jets $[S]_{z}^{k}$ is said to be the $k$-order jet manifold of the $n$-dimensional submanifolds of $Z$. Lowering the order of tangency, one obtains the natural surjections $J_{n}^{k} Z \rightarrow J_{n}^{k-i} Z$ and $J_{n}^{k} Z \rightarrow Z$. By definition, $J_{n}^{0} Z=Z$.

Remark 1.3.2. The above definition of jets of submanifolds does not provide for jets of $n$-dimensional submanifolds of an $n$-dimensional manifold $Z$. Jets of this type are widely known due to their application to the study of $G$-structures [123, 178, 252].

Hereafter, we will restrict our consideration to first order jets of submanifolds. The set of these jets $J_{n}^{1} Z$ is provided with a manifold structure as follows. Let $Y \rightarrow X$ be an $(m+n)$-dimensional fibre bundle over an $n$-dimensional base $X$, and let $\Phi$ be an imbedding of $Y$ into $Z$. Then there is the natural injection

$$
\begin{align*}
& J^{1} \Phi: J^{1} Y \rightarrow J_{n}^{1} Z,  \tag{1.3.18}\\
& j_{x}^{1} s \mapsto[S]_{\Phi(s(x))}^{1}, \quad S=\operatorname{Im}(\Phi \circ s)
\end{align*}
$$

where $s$ are sections of $Y \rightarrow X$. This injection defines a chart on $J_{n}^{1} Z$. Indeed, given a submanifold $S \subset Z$ which belongs to the jet $[S]_{z}^{1}$, there exist a neighbourhood $U_{z}$ of the point $z$ and the tubular neighbourhood $U_{S}$ of $S \cap U_{z}$ so that the fibration $U_{S} \rightarrow S \cap U_{z}$ takes place. It means that every jet $[S]_{z}^{1}$ lives in a chart of the abovementioned type. These charts cover the set $J_{n}^{1} Z$, and transition functions between them are differentiable.

It is convenient to use the following coordinate atlas of the jet manifold $J_{n}^{1} Z$ of $n$-dimensional submanifolds of $Z$. Let $Z$ be equipped with a coordinate atlas

$$
\begin{equation*}
\left\{\left(U ; z^{A}\right)\right\}, \quad A=1, \ldots, n+m \tag{1.3.19}
\end{equation*}
$$

Though $J_{n}^{0} Z=Z$, let us provide $J_{n}^{0} Z$ with the atlas where every chart $\left(U ; z^{A}\right)$ on a domain $U \subset Z$ is replaced with the

$$
\binom{n+m}{m}=\frac{(n+m)!}{n!m!}
$$

charts on the same domain $U$ which correspond to different partitions of the collection ( $z^{1} \cdots z^{A}$ ) in the collections of $n$ and $m$ coordinates, denoted by

$$
\begin{equation*}
\left(x^{\lambda}, y^{i}\right), \quad \lambda=1, \ldots, n, \quad i=1, \ldots, m \tag{1.3.20}
\end{equation*}
$$

The transition functions between the coordinate charts (1.3.20) of $J_{n}^{0} Z$, associated with the same coordinate chart (1.3.19) of $Z$, reduce to an exchange between coordinates $x^{\lambda}$ and $y^{i}$. Transition functions between arbitrary coordinate charts (1.3.20) of the manifold $J_{n}^{0} Z$ read

$$
\begin{array}{ll}
\tilde{x}^{\lambda}=\widetilde{g}^{\lambda}\left(x^{\mu}, y^{j}\right), & \tilde{y}^{i}=\widetilde{f}^{i}\left(x^{\mu}, y^{j}\right)  \tag{1.3.21}\\
x^{\lambda}=g^{\lambda}\left(\widetilde{x}^{\mu}, \tilde{y}^{j}\right), & y^{i}=f^{i}\left(\tilde{x}^{\mu}, \tilde{y}^{j}\right)
\end{array}
$$

Given the coordinate atlas (1.3.20) of the manifold $J_{n}^{0} Z$, the jet manifold $J_{n}^{1} Z$ is provided with the adapted coordinates

$$
\begin{equation*}
\left(x^{\lambda}, y^{\mathrm{i}}, y_{\lambda}^{\mathrm{i}}\right), \quad \lambda=1, \ldots, n, \quad i=1, \ldots, m \tag{1.3.22}
\end{equation*}
$$

The transition functions of the coordinates $y_{\lambda}^{i}$ (1.3.22) under coordinate transformations (1.3.21) take the form

$$
\begin{align*}
\tilde{y}_{\lambda}^{i}= & d_{\tilde{\lambda}} \tilde{f}^{i}=\left[d_{\tilde{\lambda}} g^{\alpha}\left(\widetilde{x}^{\mu}, \tilde{y}^{i}\right)\right] d_{\alpha} \tilde{f}^{i}\left(x^{\mu}, y^{j}\right)= \\
& {\left[\left(\frac{\partial}{\partial \widetilde{x}^{\lambda}}+\tilde{y}_{\lambda}^{p} \frac{\partial}{\partial \tilde{y}^{p}}\right) g^{\alpha}\left(\widetilde{x}^{\lambda}, \tilde{y}^{i}\right)\right]\left(\frac{\partial}{\partial x^{\alpha}}+y_{\alpha}^{j} \frac{\partial}{\partial y^{j}}\right) \tilde{f}^{i}\left(x^{\mu}, y^{j}\right) . } \tag{1.3.23}
\end{align*}
$$

It is readily observed that the transition functions (1.3.1) are a particular case of the coordinate transformations (1.3.23) when the transition functions $g^{\alpha}$ (1.3.21) are independent of coordinates $\widetilde{y}^{i}$. In contrast with (1.3.1), the coordinate transformations (1.3.23) are not affine. It follows that the fibration $J_{n}^{1} Z \rightarrow Z$ is not an affine bundle. Similarly to the morphism (1.3.5), there is one-to-one correspondence

$$
\begin{equation*}
\lambda_{1}:[S]_{z}^{1} \mapsto \dot{x}^{\lambda}\left(\partial_{\lambda}+y_{\lambda}^{i}\left([S]_{z}^{1}\right) \partial_{\dot{i}}\right) \tag{1.3.24}
\end{equation*}
$$

between the jets $[S]_{z}^{1}$ at a point $z \in Z$ and $n$-dimensional vector subspaces of the tangent space $T_{z} Z$. It follows that the fibration $J_{n}^{1} Z \rightarrow Z$ is a fibre bundle with the structure group $G L(n, m ; \mathbb{R})$ of linear transformations of the vector space $\mathbb{R}^{m+n}$ which preserve its subspace $\mathbb{R}^{n}$. The typical fibre of $J_{n}^{1} Z \rightarrow Z$ is the Grassmann manifold

$$
\mathfrak{G}(n, m ; \mathbb{R})=G L(n+m ; \mathbb{R}) / G L(n, m ; \mathbb{R})
$$

In particular, let $Y \rightarrow X$ be an $(m+n)$-dimensional fibre bundle over an $n$ dimensional base $X, J^{1} Y$ the first order jet manifold of its sections, and $J_{n}^{1} Y$ the first order jet manifold of $n$-dimensional subbundles of $Y$. Then the injection $J^{1} Y \rightarrow J_{n}^{1} Y$ (1.3.18) is an affine subbundle of the jet bundle $J_{n}^{l} Y \rightarrow Y$. Its fibre at a point $y \in Y$ consists of the $n$-dimensional subspaces of the tangent space $T_{y} Y$ whose intersections with the vertical subspace $V_{y} Y$ of $T_{y} Y$ reduce to the zero vector.

## Differential equations and differential operators

Jet manifolds provide the standard language for the theory of differential equations and differential operators $[46,123,185,247]$. We will refer to the following general notion of a differential equation.

DEfinition 1.3.2. Let $Z$ be an $(m+n)$-dimensional manifold. A system of $k$-order partial differential equations in $n$ variables on $Z$ is defined as a closed submanifold $\mathcal{E}$ of the $k$-order jet bundle $J_{n}^{k} Z$ of $n$-dimensional submanifolds of $Z$.

In brief, we will call $\mathcal{E}$ simply a differential equation. By its classical solution is meant an $n$-dimensional submanifold $S$ of $Z$ whose $k$-order jets $[S]_{z}^{k}, z \in S$, belong to E.

DEFINITION 1.3.3. A $k$-order differential equation in $n$ variables on a manifold $Z$ is called a dynamic equation if it can be aigebraically solved for the highest order derivatives, i.e., it is a section of the fibration $J_{n}^{k} Z \rightarrow J_{n}^{k-1} Z$.

In particular, a first order dynamic equation in $n$ variables on a manifold $Z$ is a section of the jet bundle $J_{n}^{1} Z \rightarrow Z$. Its image in the tangent bundle $T Z \rightarrow Z$ by the correspondence $\lambda_{\mathbf{1}}(1.3 .24)$ is an $n$-dimensional vector subbundle of $T Z$. If $n=1$, a dynamic equation is given by a vector field

$$
\begin{equation*}
\dot{z}^{\lambda}(t)=u^{\lambda}(z(t)) \tag{1.3.25}
\end{equation*}
$$

on a manifold $Z$. Its classical solutions are integral curves $c(t)$ of the vector field $u$. Let $Y \rightarrow X$ be a fibre bundle and $J^{k} Y$ its $k$-order jet manifold.

Definition 1.3.4. In accordance with Definition 1.3.2, a $k$-order differential equation on $Y \rightarrow X$ is defined as a closed subbundle $\mathfrak{E}$ of the jet bundle $J^{k} Y \rightarrow X$. Its classical solution is a (local) section $s$ of the fibre bundle $Y \rightarrow X$ such that its $k$-order jet prolongation $J^{k} \mathcal{S}$ lives in $\mathfrak{E}$.

Henceforth, we will consider differential equations associated with differential operators. Given a fibre bundle $Y \rightarrow X$, let $E \rightarrow X$ be a vector bundle coordinated by $\left(x^{\lambda}, v^{A}\right)$.

Definition 1.3.5. A fibred morphism

$$
\begin{align*}
& \mathcal{E}: J^{k} Y \vec{X} E,  \tag{1.3.26}\\
& v^{A} \circ \mathcal{E}=\mathcal{E}^{\mathcal{A}}\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, \ldots, y_{\lambda_{k} \cdots \lambda_{1}}^{i}\right),
\end{align*}
$$

is called a $k$-order differential operator on the fibre bundle $Y \rightarrow X$. It sends each section $s(x)$ of $Y \rightarrow X$ onto the section $\left(\mathcal{E} \circ J^{k} s\right)(x)$ of the vector bundle $E \rightarrow X$ :

$$
\left(\mathcal{E} \circ J^{k} s\right)^{A}(x)=\mathcal{E}^{A}\left(x^{\lambda}, s^{i}(x), \partial_{\lambda} s^{i}(x), \ldots, \partial_{\lambda_{k}} \cdots \partial_{\lambda_{1}} s^{i}(x)\right)
$$

Let us assume that $\hat{0}(X) \subset \mathcal{E}\left(J^{k} Y\right)$, where $\hat{0}$ is the zero section of the vector bundle $E \rightarrow X$. Then the kernel of a differential operator is the subset

$$
\begin{equation*}
\operatorname{Ker} \mathcal{E}=\mathcal{E}^{-1}(\hat{0}(X)) \subset J^{k} Y . \tag{1.3.27}
\end{equation*}
$$

If $\operatorname{Ker} \mathcal{E}$ (1.3.27) is a closed subbundle of the fibre bundle $J^{k} Y \rightarrow X$, it defines a differential equation

$$
\mathcal{E} \circ J^{k} s=0
$$

written in the coordinate form

$$
\left\{\begin{array}{c}
\cdots \\
\mathcal{E}^{A}\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, \ldots, y_{\lambda_{k} \cdots \lambda_{1}}^{i}\right)=0, \\
\ldots
\end{array}\right.
$$

The following condition is sufficient for a kernel of a differential operator to be a differential equation.

Proposition 1.3.6. Let the morphism (1.3.26) be of constant rank. By virtue of Proposition 1.1.3, its kernel (1.3.27) is a closed subbundle of the fibre bundle $J^{k} Y \rightarrow X$ and, consequently, is a $k$-order differential equation.

Remark 1.3.3. Linear differential operators are usually phrased in terms of jets of modules (see Section 8.1).

## Chapter 2

## Connections

This Chapter is devoted to the general notion of a connection on a fibre bundle. We start from the traditional definition of connections as splittings of the exact sequences (1.1.17a) - (1.1.17b), but then follow their definition as global section of the affine jet bundle $[123,179,212,265,274]$. These connections are represented by tangent-valued forms. The algebraic definition of connections on modules and sheaves is given in Chapter 8. It is appropriate for quantum field theory, and is equivalent to the above mentioned ones in the case of vector bundles.

### 2.1 Connections as tangent-valued forms

A connection on a fibre bundle $Y \rightarrow X$ is defined traditionally as a linear bundle monomorphism

$$
\begin{align*}
& \Gamma: Y \underset{x}{Y \times T X \rightarrow T Y},  \tag{2.1.1}\\
& \Gamma: \dot{x}^{\lambda} \partial_{\lambda} \mapsto \dot{x}^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right),
\end{align*}
$$

over $Y$ which splits the exact sequence (1.1.17a), i.e.,

$$
\pi_{T} \circ \Gamma=\operatorname{Id}(Y \underset{X}{\times} T X) .
$$

By virtue of Theorem 1.1.4, a connection always exists. The local functions $\Gamma_{\lambda}^{i}(y)$ in (2.1.1) are said to be components of the connection $\Gamma$ with respect to the fibred coordinates $\left(x^{\lambda}, y^{i}\right)$ on $Y \rightarrow X$.

The image of $Y \times T X$ by the connection $\Gamma$ defines the horizontal distribution $H Y \subset T Y$ which splits the tangent bundle $T Y$ as follows:

$$
\begin{align*}
& T Y=H Y \underset{Y}{\oplus} V Y,  \tag{2.1.2}\\
& \dot{x}^{\lambda} \partial_{\lambda}+\dot{y}^{i} \partial_{i}=\dot{x}^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right)+\left(\dot{y}^{i}-\dot{x}^{\lambda} \Gamma_{\lambda}^{i}\right) \partial_{i} .
\end{align*}
$$

Its annihilator is locally generated by the 1 -forms $d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda}$.
The connection $\Gamma$ (2.1.1) can be written in several equivalent forms (see (2.1.3), (2.1.4), (2.1.7), (2.1.8) and (2.1.10) below). We will use the same symbol for all of them.

Given the horizontal splitting (2.1.2), the projection

$$
\begin{align*}
& \Gamma: T Y \underset{Y}{\rightarrow} V Y,  \tag{2.1.3}\\
& \dot{y}^{i} \circ \Gamma=\dot{y}^{i}-\Gamma_{\lambda}^{i} \dot{x}^{\lambda},
\end{align*}
$$

defines a connection on $Y \rightarrow X$ in an equivalent way.
The linear morphism $\Gamma$ over $Y$ (2.1.1) yields uniquely the horizontal tangentvalued 1-form

$$
\begin{equation*}
\Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right) \tag{2.1.4}
\end{equation*}
$$

on $Y$ which projects over the canonical tangent-valued form $\theta_{X}(1.2 .28)$ on $X$. With this form, the morphism (2.1.1) reads

$$
\left.\Gamma: \partial_{\lambda} \mapsto \partial_{\lambda}\right\rfloor \Gamma=\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i} .
$$

One can think of the tangent-valued form $\Gamma$ (2.1.4) as being another definition of a connection on a fibre bundle $Y \rightarrow X$.

Given a connection $\Gamma$ and the corresponding horizontal distribution (2.1.2), a vector field $u$ on the fibre bundle $Y \rightarrow X$ is called horizontal if it lives in $H Y$. A horizontal vector field takes the form

$$
\begin{equation*}
u=u^{\lambda}(y)\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right) . \tag{2.1.5}
\end{equation*}
$$

In particular, let $\tau$ be a vector field on the base $X$. By means of the tangent-valued form $\Gamma$ (2.1.4), we obtain the projectable horizontal vector field

$$
\begin{equation*}
\Gamma \tau=\tau\rfloor \Gamma=\tau^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right) \tag{2.1.6}
\end{equation*}
$$

on $Y$, called the horizontal lift of $\tau$ by the connection $\Gamma$.
Given the splitting (2.1.1), the dual splitting of the exact sequence (1.1.17b) is

$$
\begin{align*}
& \Gamma: V^{*} Y \rightarrow T^{*} Y, \\
& \Gamma: \bar{d} y^{i} \mapsto d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda} . \tag{2.1.7}
\end{align*}
$$

Hence, a connection $\Gamma$ on $Y \rightarrow X$ is represented by the vertical-valued form

$$
\begin{equation*}
\Gamma=\left(d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda}\right) \otimes \partial_{i} \tag{2.1.8}
\end{equation*}
$$

such that the morphism (2.1.7) reads

$$
\left.\Gamma: \bar{d} y^{i} \mapsto \Gamma\right] \bar{d} y^{i}=d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda} .
$$

The corresponding horizontal splitting of the cotangent bundle $T^{*} Y$ takes the form

$$
\begin{align*}
& T^{*} Y=T^{*} X \underset{Y}{\oplus} \Gamma\left(V^{*} Y\right)  \tag{2.1.9}\\
& \dot{x}_{\lambda} d x^{\lambda}+\dot{y}_{i} d y^{i}=\left(\dot{x}_{\lambda}+\dot{y}_{i} \Gamma_{\lambda}^{i}\right) d x^{\lambda}+\dot{y}_{i}\left(d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda}\right)
\end{align*}
$$

Then we have the projection

$$
\begin{align*}
& \Gamma=\mathrm{pr}_{1}: T^{*} Y \rightarrow T^{*} X, \\
& \dot{x}_{\lambda} \circ \Gamma=\dot{x}_{\lambda}+\dot{y}_{i} \Gamma_{\lambda}^{i} \tag{2.1.10}
\end{align*}
$$

which also defines a connection on the fibre bundle $Y \rightarrow X$.
Remark 2.1.1. Treating a connection as the vertical-valued form (2.1.8), we come to the following important construction. Given a fibre bundle $Y \rightarrow X$, let $f: X^{\prime} \rightarrow$ $X$ be a map and $f^{*} Y \rightarrow X^{\prime}$ the pull-back of $Y$ by $f$. Any connection $\Gamma$ (2.1.8) on $Y \rightarrow X$ induces the pull-back connection

$$
\begin{equation*}
f^{*} \Gamma=\left(d y^{i}-\left(\Gamma \circ f_{Y}\right)_{\lambda}^{i} \frac{\partial f^{\lambda}}{\partial x^{\prime \mu}} d x^{\prime \mu}\right) \otimes \partial_{i} \tag{2.1.11}
\end{equation*}
$$

on $f^{*} Y \rightarrow X^{\prime}$ (see Remark 1.2.4). Accordingly the curvature (see (2.3.3) later) of the pull-back connection (2.1.11) is the pull-back $f^{*} R$ of the curvature of the connection $\Gamma$.

### 2.2 Connections as jet bundle sections

The definition of connections as sections of the affine jet bundle enables one to say something more. This definition is based on the following canonical splittings.

Let $Y \rightarrow X$ be a fibre bundle, and $J^{1} Y$ its first order jet manifold. Given the canonical morphisms (1.3.5) and (1.3.6), we have the corresponding morphisms

$$
\begin{align*}
& \hat{\lambda}_{1}: J^{1} Y \underset{X}{\times} T X \ni \partial_{\lambda} \mapsto d_{\lambda}=\partial_{\lambda} J \lambda_{1} \in J^{1} Y \underset{Y}{\times} T Y,  \tag{2.2.1}\\
& \hat{\theta}_{1}: J^{1} Y \underset{Y}{\times} V^{*} Y \ni \bar{d} y^{i} \mapsto \theta^{i}=\theta_{1} J d y^{i} \in J^{1} Y \underset{Y}{\times} T^{*} Y \tag{2.2.2}
\end{align*}
$$

(see Remark 1.1.1). These morphisms yield the canonical horizontal splittings of the pull-backs

$$
\begin{align*}
& J^{1} Y \underset{Y}{\times} T Y=\hat{\lambda}_{1}(T X) \underset{J^{\prime} Y}{\oplus} V Y,  \tag{2.2.3}\\
& \dot{x}^{\lambda} \partial_{\lambda}+\dot{y}^{i} \partial_{i}=\dot{x}^{\lambda}\left(\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}\right)+\left(\dot{y}^{i}-\dot{x}^{\lambda} y_{\lambda}^{i}\right) \partial_{i}, \\
& J^{l} Y \times T^{*} Y=T^{*} X \underset{J^{2} Y}{\oplus} \hat{\theta}_{1}\left(V^{*} Y\right),  \tag{2.2.4}\\
& \dot{x}_{\lambda} d x^{\lambda}+\dot{y}_{i} d y^{i}=\left(\dot{x}_{\lambda}+\dot{y}_{i} y_{\lambda}^{i}\right) d x^{\lambda}+\dot{y}_{i}\left(d y^{i}-y_{\lambda}^{i} d x^{\lambda}\right) .
\end{align*}
$$

Remark 2.2.1. Let $u=u^{\lambda} \partial_{\lambda}+u^{i} \partial_{i}$ be a vector field on a fibre bundle $Y \rightarrow X$. In accordance with the formula (2.2.3), we have its canonical horizontal splitting

$$
\begin{equation*}
u^{\lambda} \partial_{\lambda}+u^{i} \partial_{i}=u^{\lambda}\left(\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}\right)+\left(u^{i}-u^{\lambda} y_{\lambda}^{i}\right) \partial_{i} \tag{2.2.5}
\end{equation*}
$$

Let $\Gamma$ be a global section of $J^{1} Y \rightarrow Y$. Substituting the tangent-valued form

$$
\lambda_{1} \circ \Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right)
$$

in the canonical splitting (2.2.3), we obtain the familiar horizontal splitting (2.1.2) of $T Y$ by means of a connection $\Gamma$ on $Y \rightarrow X$. Accordingly, substitution of the tangent-valued form

$$
\theta_{1} \circ \Gamma=\left(d y^{i}-\Gamma_{\lambda}^{i} d x^{\lambda}\right) \otimes \partial_{i}
$$

in the canonical splitting (2.2.4) leads to the dual splitting (2.1.9) of $T^{*} Y$ by means of a connection $\Gamma$.

Proposition 2.2.1. [123, 274]. There is one-to-one correspondence between the connections $\Gamma$ on a fibre bundle $Y \rightarrow X$ and the global sections

$$
\begin{align*}
& \Gamma: Y \rightarrow J^{1} Y, \\
& \left(x^{\lambda}, y^{i}, y_{\lambda}^{i}\right) \circ \Gamma=\left(x^{\lambda}, y^{i}, \Gamma_{\lambda}^{i}\right), \tag{2.2.6}
\end{align*}
$$

of the affine jet bundle $J^{1} Y \rightarrow Y$. They are represented by the tangent-valued forms (2.1.4) and (2.1.8) in accordance with Remark 1.3.1.

It follows at once from this correspondence that connections on a fibre bundle $Y \rightarrow X$ make up an affine space modelled over the vector space of soldering forms on $Y \rightarrow X$, i.e., sections of the vector bundle (1.3.4). One deduces immediately from (1.3.1) the coordinate transformation law

$$
\Gamma_{\lambda}^{\prime i}=\frac{\partial x^{\mu}}{\partial x^{\prime \lambda}}\left(\partial_{\mu}+\Gamma_{\mu}^{j} \partial_{j}\right) y^{\prime i}
$$

of connection parameters.
Every connection $\Gamma$ (2.2.6) on a fibre bundle $Y \rightarrow X$ yields the first order differential operator

$$
\begin{align*}
& D_{\Gamma}: J^{1} Y \underset{Y}{\vec{Y}} T^{*} X \underset{Y}{\otimes} V Y,  \tag{2.2.7}\\
& D_{\Gamma}=\lambda_{1}-\Gamma \circ \pi_{0}^{1}=\left(y_{\lambda}^{i}-\Gamma_{\lambda}^{i}\right) d x^{\lambda} \otimes \partial_{i},
\end{align*}
$$

called the covariant differential relative to the connection $\Gamma$. If $s: X \rightarrow Y$ is a (local) section, we obtain from (2.2.7) its covariant differential

$$
\begin{align*}
& \nabla^{\Gamma} s=D_{\Gamma} \circ J^{1} s: X \rightarrow T^{*} X \otimes V Y,  \tag{2.2.8}\\
& \nabla^{\Gamma} s=\left(\partial_{\lambda} s^{i}-\Gamma_{\lambda}^{i} \circ s\right) d x^{\lambda} \otimes \partial_{\mathrm{i}},
\end{align*}
$$

and the covariant derivative $\left.\nabla_{\tau}^{\Gamma} s=\tau\right\rfloor \nabla^{\Gamma} s$ along a vector field $\tau$ on $X$.
A (local) section $s$ is said to be an integral section of the connection $\Gamma$ if $s$ obeys the equivalent conditions

$$
\begin{equation*}
\nabla^{\Gamma} s=0 \quad \text { or } \quad J^{1} s=\Gamma \circ s . \tag{2.2.9}
\end{equation*}
$$

Let $s: X \rightarrow Y$ be a global section. There exists a connection $\Gamma$ such that $s$ is an integral section of $\Gamma$. This connection $\Gamma$ is an extension of the local section $s(x) \mapsto$ $J^{1} s(x)$ of the affine jet bundle $J^{1} Y \rightarrow Y$ over the closed imbedded submanifold $s(X) \subset Y$ in accordance with Theorem 1.1.2.

Treating connections as sections as sections of the affine jet bundle, we come naturally to the following two constructions.

Let $Y$ and $Y^{\prime}$ be fibre bundles over the same base $X$. Given a connection $\Gamma$ on $Y \rightarrow X$ and a connection $\Gamma^{\prime}$ on $Y^{\prime} \rightarrow X$, the fibre bundle $Y \underset{X}{\times} Y^{\prime} \rightarrow X$ is provided with the product connection

$$
\begin{align*}
& \Gamma \times \Gamma^{\prime}: \underset{X}{Y} \underset{X}{Y^{\prime}} \rightarrow J^{1}\left(\underset{X}{\left.\times \times Y^{\prime}\right)=J^{1} Y \times{ }_{X}^{1} J^{1} Y^{\prime},}\right. \\
& \Gamma \times \Gamma^{\prime}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \frac{\partial}{\partial y^{i}}+\Gamma_{\lambda}^{j j} \frac{\partial}{\partial y^{\prime j}}\right) . \tag{2.2.10}
\end{align*}
$$

Let $i_{Y}: Y \rightarrow Y^{\prime}$ be a subbundle of a fibre bundle $Y^{\prime} \rightarrow X$ and $\Gamma^{\prime}$ a connection on $Y^{\prime} \rightarrow X$. If there exists a connection $\Gamma$ on $Y \rightarrow X$ such that the diagram

commutes, we say that $\Gamma^{\prime}$ is reducible to the connection $\Gamma$. The following conditions are equivalent:

- $\Gamma^{\prime}$ is reducible to $\Gamma$;
- $T i_{Y}(H Y)=\left.H Y^{\prime}\right|_{i_{Y}(Y)}$, where $H Y \subset T Y$ and $H Y^{\prime} \subset T Y^{\prime}$ are the horizontal subbundles determined by $\Gamma$ and $\Gamma^{\prime}$, respectively;
- for every vector field $\tau \in \mathcal{T}(X)$, the vector fields $\Gamma \tau$ and $\Gamma^{\prime} \tau$ are $i_{Y}$-related, i.e.,

$$
\begin{equation*}
T i_{Y} \circ \Gamma \tau=\Gamma^{\prime} \tau \circ i_{Y} . \tag{2.2.11}
\end{equation*}
$$

### 2.3 Curvature and torsion

Let $\Gamma$ be a connection on a fibre bundle $Y \rightarrow X$. Given vector fields $\tau, \tau^{\prime}$ on $X$ and their horizontal lifts $\Gamma \tau$ and $\Gamma \tau^{\prime}(2.1 .6)$ on $Y$, let us compute the vector field

$$
\begin{equation*}
R\left(\tau, \tau^{\prime}\right)=-\Gamma\left[\tau, \tau^{\prime}\right]+\left[\Gamma \tau, \Gamma \tau^{\prime}\right\} \tag{2.3.1}
\end{equation*}
$$

on $Y$. It is readily observed that this is the vertical vector field

$$
\begin{align*}
& R\left(\tau, \tau^{\prime}\right)=\tau^{\lambda} \tau^{\prime \mu} R_{\lambda \mu}^{i} \partial_{i}, \\
& R_{\lambda \mu}^{i}=\partial_{\lambda} \Gamma_{\mu}^{i}-\partial_{\mu} \Gamma_{\lambda}^{i}+\Gamma_{\lambda}^{j} \partial_{j} \Gamma_{\mu}^{i}-\Gamma_{\mu}^{j} \partial_{j} \Gamma_{\lambda}^{i} . \tag{2.3.2}
\end{align*}
$$

The $V Y$-valued horizontal 2-form on $Y$

$$
\begin{equation*}
R=\frac{1}{2} R_{\lambda \mu}^{i} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i} \tag{2.3.3}
\end{equation*}
$$

is called the curvature of the connection $\Gamma$.
In an equivalent way, the curvature (2.3.3) is defined as the Nijenhuis differential

$$
\begin{equation*}
R=\frac{1}{2} d_{\Gamma} \Gamma=\frac{1}{2}[\Gamma, \Gamma]_{\mathbf{F N}}: Y \rightarrow \wedge^{2} T^{*} X \otimes V Y . \tag{2.3.4}
\end{equation*}
$$

Then we obtain at once the identities

$$
\begin{align*}
& {[R, R]_{\mathrm{FN}} \equiv 0}  \tag{2.3.5}\\
& d_{\Gamma} R=[\Gamma, R]_{\mathrm{FN}} \equiv 0 . \tag{2.3.6}
\end{align*}
$$

The identity (2.3.5) results from the identity (1.2.32), while (2.3.6) is an immediate consequence of the graded Jacobi identity (1.2.33). The identity (2.3.6) is called the (generalized) second Bianchi identity. It takes the coordinate form

$$
\begin{equation*}
\sum_{(\lambda \mu \nu)}\left(\partial_{\lambda} R_{\mu \nu}^{i}+\Gamma_{\lambda}^{j} \partial_{j} R_{\mu \nu}^{i}-\partial_{j} \Gamma_{\lambda}^{i} R_{\mu \nu}^{j}\right) \equiv 0, \tag{2.3.7}
\end{equation*}
$$

where the sum is cyclic over the indices $\lambda, \mu$ and $\nu$.
In the same manner, given a soldering form $\sigma$, one defines the soldered curvature

$$
\begin{align*}
& \rho=\frac{1}{2} d_{\sigma} \sigma=\frac{1}{2}[\sigma, \sigma]_{\mathrm{FN}}: Y \rightarrow \wedge^{2} T^{*} X \otimes V Y,  \tag{2.3.8}\\
& \rho=\frac{1}{2} \rho_{\lambda \mu}^{i} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i}, \\
& \rho_{\lambda \mu}^{i}=\sigma_{\lambda}^{j} \partial_{j} \sigma_{\mu}^{i}-\sigma_{\mu}^{j} \partial_{j} \sigma_{\lambda}^{i},
\end{align*}
$$

which fulfills the identities

$$
[\rho, \rho]_{\mathrm{FN}} \equiv 0, \quad d_{\sigma} \rho=[\sigma, \rho]_{\mathrm{FN}} \equiv 0
$$

Given a connection $\Gamma$ and a soldering form $\sigma$, the torsion of $\Gamma$ with respect to $\sigma$ is introduced as

$$
T=d_{\Gamma} \sigma=d_{\sigma} \Gamma: Y \rightarrow \wedge_{\Lambda}^{2} T^{*} X \otimes V Y
$$

Its coordinate expression is

$$
\begin{equation*}
T=\left(\partial_{\lambda} \sigma_{\mu}^{i}+\Gamma_{\lambda}^{j} \partial_{j} \sigma_{\mu}^{i}-\partial_{j} \Gamma_{\lambda}^{i} \sigma_{\mu}^{j}\right) d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i} \tag{2.3.9}
\end{equation*}
$$

There is the (generalized) first Bianchi identity

$$
\begin{equation*}
d_{\Gamma} T=d_{\Gamma}^{2} \sigma=[R, \sigma]_{\mathrm{FN}}=-d_{\sigma} R \tag{2.3.10}
\end{equation*}
$$

If $\Gamma^{\prime}=\Gamma+\sigma$, we have the important relations

$$
\begin{align*}
& T^{\prime}=T+2 \rho  \tag{2.3.11}\\
& R^{\prime}=R+\rho+T \tag{2.3.12}
\end{align*}
$$

### 2.4 Linear connections

A connection $\Gamma$ on a vector bundle $Y \rightarrow X$ is said to be a linear connection if the section

$$
\begin{align*}
& \Gamma: Y \rightarrow J^{1} Y \\
& \Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i}{ }_{j}(x) y^{j} \partial_{i}\right) \tag{2.4.1}
\end{align*}
$$

is a linear bundle morphism over $X$. Note that linear connections are principal connections, and they always exist (see Section 6.1).

The curvature $R(2.3 .3)$ of a linear connection $\Gamma$ (2.4.1) reads

$$
\begin{align*}
& R=\frac{1}{2} R_{\lambda \mu}{ }^{i}{ }_{j}(x) y^{j} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i}, \\
& R_{\lambda \mu}{ }_{j}^{i}=\partial_{\lambda} \Gamma_{\mu}{ }^{i}{ }_{j}-\partial_{\mu} \Gamma_{\lambda}{ }^{i}{ }_{j}+\Gamma_{\lambda}{ }^{h}{ }_{j} \Gamma_{\mu}{ }^{i} h-\Gamma_{\mu}{ }^{h}{ }_{j} \Gamma_{\lambda}{ }^{i} h . \tag{2.4.2}
\end{align*}
$$

Due to the vertical splitting (1.1.15), we have the linear morphism

$$
\begin{equation*}
R: Y \ni y^{i} e_{\mathbf{i}} \mapsto \frac{1}{2} R_{\lambda \mu}{ }^{i}{ }_{j} y^{j} d x^{\lambda} \wedge d x^{\mu} \otimes e_{i} \in \mathfrak{D}^{2}(X) \otimes Y \tag{2.4.3}
\end{equation*}
$$

Then one can write

$$
\begin{equation*}
R\left(\tau, \tau^{\prime}\right) \circ s=\left(\left[\nabla_{\tau}^{\Gamma}, \nabla_{\tau^{\prime}}^{\Gamma}\right]-\nabla_{\left[\tau, \tau^{\prime}\right]}^{\Gamma}\right) s \tag{2.4.4}
\end{equation*}
$$

for any section $s$ of the vector bundle $Y \rightarrow X$ and any two vector fields $\tau$ and $\tau^{\prime}$ on $X$. We will refer to the expressions (2.4.3) and (2.4.4) in order to introduce the curvature of connections on modules and sheaves (see Chapter 8).

Some standard operations with linear connections should be recalled.
(i) Let $Y \rightarrow X$ be a vector bundle and $\Gamma$ a linear connection (2.4.1) on $Y$. Then there is a unique linear connection $\Gamma^{*}$ on the dual vector bundle $Y^{*} \rightarrow X$ such that the diagram

commutes. The connection $\Gamma^{*}$ is called the dual connection of $\Gamma$. It has the coordinate expression

$$
\begin{equation*}
\Gamma_{\lambda i}^{*}=-\Gamma_{\lambda}{ }^{j}{ }_{i} y_{j}, \tag{2.4.5}
\end{equation*}
$$

where $\left(x^{\lambda}, y_{j}\right)$ are the fibred coordinates on $Y^{*}$ dual of those on $Y$.
(ii) Let $Y \rightarrow X$ and $Y^{\prime} \rightarrow X$ be vector bundles with linear connections $\Gamma$ and $\Gamma^{\prime}$, respectively. Then the product connection (2.2.10) is the direct sum connection $\Gamma \oplus \Gamma^{\prime}$ on $Y \oplus Y^{\prime}$.
(iii) Let $Y \rightarrow X$ and $Y^{\prime} \rightarrow X$ be vector bundles with linear connections $\Gamma$ and $\Gamma^{\prime}$, respectively. There is a unique linear connection $\Gamma \otimes \Gamma^{\prime}$ on the tensor product $Y \underset{X}{\otimes} Y^{\prime} \rightarrow X$ such that the diagram

commutes. It is called the tensor product connection, and has the coordinate expression

$$
\begin{equation*}
\left(\Gamma \otimes \Gamma^{\prime}\right)_{\lambda}^{i k}=\Gamma_{\lambda}{ }^{i} j y^{j k}+\Gamma_{\lambda}^{\prime}{ }^{k} r y^{i r} \tag{2.4.6}
\end{equation*}
$$

where $\left(x^{\lambda}, y^{i k}\right)$ are linear bundle coordinates on $Y \underset{X}{\otimes} Y^{\prime} \rightarrow X$.

An important example of linear connections is a linear connection

$$
\begin{equation*}
K=d x^{\lambda} \otimes\left(\partial_{\lambda}+K_{\lambda}{ }_{\nu}{ }_{\nu} \dot{x}^{\nu} \dot{\partial}_{\mu}\right) \tag{2.4.7}
\end{equation*}
$$

on the tangent bundle $T X$ of a manifold $X$. We will call it a world connection on a manifold $X$. The dual connection (2.4.5) on the cotangent bundle $T^{*} X$ is

$$
\begin{equation*}
K^{*}=d x^{\lambda} \otimes\left(\partial_{\lambda}-K_{\lambda}{ }^{\mu}{ }_{\nu} \dot{x}_{\mu} \dot{\partial}^{\nu}\right) \tag{2.4.8}
\end{equation*}
$$

Then, using the construction of the tensor product connection (2.4.6), one can introduce the corresponding linear connection on an arbitrary tensor bundle $T$ (1.1.12).
Remark 2.4.1. It should be emphasized that the expressions (2.4.7) and (2.4.8) for a world connection differ in a minus sign from those usually used in the physical literature.

The curvature of a world connection is defined as the curvature $R(2.4 .2)$ of the connection $\Gamma$ (2.4.7) on the tangent bundle $T X$. This reads

$$
\begin{align*}
& R=\frac{1}{2} R_{\lambda \mu}{ }^{\alpha}{ }_{\beta} \dot{x}^{\beta} d x^{\lambda} \wedge d x^{\mu} \otimes \dot{\partial}_{\alpha}, \\
& R_{\lambda \mu}{ }_{\beta}{ }_{\beta}=\partial_{\lambda} K_{\mu}{ }^{\alpha}{ }_{\beta}-\partial_{\mu} K_{\lambda}{ }^{\alpha}{ }_{\beta}+K_{\lambda}{ }^{\gamma_{\beta}} K_{\mu}{ }^{\alpha}{ }_{\gamma}-K_{\mu}{ }^{\gamma}{ }_{\beta} K_{\lambda}{ }^{\alpha}{ }_{\gamma} \tag{2.4.9}
\end{align*}
$$

By the torsion of a world connection is meant the torsion (2.3.9) of the connection $\Gamma$ (2.4.7) on the tangent bundle $T X$ with respect to the canonical soldering form $\theta_{J}$ (1.2.30):

$$
\begin{align*}
& T=\frac{1}{2} T_{\mu}{ }^{\nu}{ }_{\lambda} d x^{\lambda} \wedge d x^{\mu} \otimes \dot{\partial}_{\nu},  \tag{2.4.10}\\
& T_{\mu}{ }^{\nu}{ }_{\lambda}=K_{\mu}{ }^{\nu}{ }_{\lambda}-K_{\lambda}{ }^{\nu}{ }_{\mu} .
\end{align*}
$$

A world connection is said to be symmetric if its torsion (2.4.10) vanishes, i.e., $K_{\mu}{ }^{\nu}{ }_{\lambda}=K_{\lambda}{ }^{\nu}{ }_{\mu}$. Note that, due to the canonical vertical splitting (1.2.34), the torsion (2.4.10) can be seen as the tangent-valued 2 -form

$$
\begin{equation*}
T=\frac{1}{2} T_{\mu}{ }^{\nu} \lambda^{\prime} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{\nu} \tag{2.4.11}
\end{equation*}
$$

on $X$ if there is no danger of confusion.
Remark 2.4.2. For any vector field $\tau$ on a manifold $X$, there exists a connection $\Gamma$ on the tangent bundle $T X \rightarrow X$ such that $\tau$ is an integral section of $K$, but this
connection is not necessarily linear. If a vector field $\tau$ is non-vanishing at a point $x \in X$, then there exists a local symmetric world connection $K(2.4 .7)$ around $x$ for which $\tau$ is an integral section

$$
\begin{equation*}
\partial_{\nu} \tau^{\alpha}=K_{\nu}{ }^{\alpha}{ }_{\beta} \tau^{\beta} \tag{2.4.12}
\end{equation*}
$$

Then the canonical lift $\tilde{\tau}(1.2 .3)$ of $\tau$ onto $T X$ can be seen locally as the horizontal lift $K \tau(2.1 .6)$ of $\tau$ by means of this connection.

Remark 2.4.3. Every manifold $X$ can be provided with a non-degenerate fibre metric

$$
g \in \stackrel{2}{\vee}^{2} \mathfrak{O}^{1}(X), \quad g=g_{\lambda \mu} d x^{\lambda} \otimes d x^{\mu}
$$

in the tangent bundle $T X$, and with the corresponding metric

$$
g \in \stackrel{2}{\vee} \mathcal{T}^{1}(X), \quad g=g^{\lambda \mu} \partial_{\lambda} \otimes \partial_{\mu}
$$

in the cotangent bundle $T^{*} X$. We call it a world metric on $X$. For any world metric $g$, there exists a unique symmetric world connection $\Gamma$ (2.4.7) with the components

$$
\begin{equation*}
K_{\lambda}{ }^{\nu}{ }_{\mu}=\left\{\lambda^{\nu}{ }_{\mu}\right\}=-\frac{1}{2} g^{\nu \rho}\left(\partial_{\lambda} g_{\rho \mu}+\partial_{\mu} g_{\rho \lambda}-\partial_{\rho} g_{\lambda \mu}\right), \tag{2.4.13}
\end{equation*}
$$

called the Christoffel symbols, such that $g$ is an integral section of $\Gamma$, i.e.,

$$
\partial_{\lambda} g^{\alpha \beta}=g^{\alpha \gamma}\left\{\lambda_{\lambda}{ }_{\gamma}\right\}+g^{\beta \gamma}\left\{\lambda_{\lambda}{ }_{\gamma}{ }_{\gamma}\right\} .
$$

This is called the Levi-Civita connection associated with $g$.

### 2.5 Affine connections

Let $Y \rightarrow X$ be an affine bundle modelled over a vector bundle $\bar{Y} \rightarrow X$. A connection $\Gamma$ on $Y \rightarrow X$ is said to be an affine connection if the section $\Gamma: Y \rightarrow J^{1} Y(2.2 .6)$ is an affine bundle morphism over $X$. Affine connections are associated with principal connections, and they always exist (see Section 6.1).

For any affine connection $\Gamma: Y \rightarrow J^{1} Y$, the corresponding linear derivative $\bar{\Gamma}: \bar{Y} \rightarrow J^{1} \bar{Y}$ (1.1.9) defines uniquely the associated linear connection on the vector
bundle $\bar{Y} \rightarrow X$. Since every vector bundle has a natural structure of an affine bundle, any linear connection on a vector bundle is also an affine connection.

With affine bundle coordinates $\left(x^{\lambda}, y^{i}\right)$ on $Y$, an affine connection $\Gamma$ reads

$$
\begin{equation*}
\Gamma_{\lambda}^{i}=\Gamma_{\lambda}{ }^{i}{ }_{j}(x) y^{j}+\sigma_{\lambda}^{i}(x) \tag{2.5.1}
\end{equation*}
$$

The coordinate expression of the associated linear connection is

$$
\begin{equation*}
\bar{\Gamma}_{\lambda}^{i}=\Gamma_{\lambda}{ }^{i}{ }_{j}(x) \bar{y}^{j}, \tag{2.5.2}
\end{equation*}
$$

where $\left(x^{\lambda}, \bar{y}^{i}\right)$ are the linear bundle coordinates on $\bar{Y}$.
Affine connections on an affine bundle $Y \rightarrow X$ constitute an affine space modelled over the vector space of soldering forms on $Y \rightarrow X$. In view of the vertical splitting (1.1.14), these soldering forms can be seen as global sections of the vector bundle $T^{*} X \otimes \bar{Y} \rightarrow X$. If $Y \rightarrow X$ is a vector bundle, both the affine connection $\Gamma$ (2.5.1) and the associated linear connection $\bar{\Gamma}$ are connections on the same vector bundle $Y \rightarrow X$, and their difference is a basic soldering form on $Y$. Thus, every affine connection on a vector bundle $Y \rightarrow X$ is the sum of a linear connection and a basic soldering form on $Y \rightarrow X$.

Given an affine connection $\Gamma$ on a vector bundle $Y \rightarrow X$, let $R$ and $\bar{R}$ be the curvatures of the connection $\Gamma$ and the associated linear connection $\bar{\Gamma}$, respectively. It is readily observed that $R=\bar{R}+T$, where the $V Y$-valued 2 -form

$$
\begin{align*}
& T=d_{\Gamma} \sigma=d_{\sigma} \Gamma: X \rightarrow \wedge_{\wedge}^{2} T^{*} X \underset{X}{\otimes V Y} \\
& T=\frac{1}{2} T_{\lambda \mu}^{i} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i}  \tag{2.5.3}\\
& T_{\lambda \mu}^{i}=\partial_{\lambda} \sigma_{\mu}^{i}-\partial_{\mu} \sigma_{\lambda}^{i}+\sigma_{\lambda}^{h} \Gamma_{\mu}{ }^{i} h-\sigma_{\mu}^{h} \Gamma_{\lambda}^{i} h
\end{align*}
$$

is the torsion (2.3.9) of the connection $\Gamma$ with respect to the basic soldering form $\sigma$.
In particular, let us consider the tangent bundle $T X$ of a manifold $X$ and the canonical soldering form $\sigma=\theta_{J}=\theta_{X}(1.2 .30)$ on $T X$. Given an arbitrary world connection $K$ (2.4.7) on $T X$, the corresponding affine connection

$$
\begin{equation*}
A=K+\theta_{X}, \quad A_{\lambda}^{\mu}=K_{\lambda}^{\mu}{ }_{\nu} \dot{x}^{\nu}+\delta_{\lambda}^{\mu} \tag{2.5.4}
\end{equation*}
$$

on $T X$ is called the Cartan connection. Since the soldered curvature $\rho$ (2.3.8) of $\theta_{J}$ equals to zero, the torsion (2.3.11) of the Cartan connection coincides with the torsion $T$ (2.4.10) of the world connection $K$, while its curvature (2.3.12) is the sum $R+T$ of the curvature and the torsion of $K$.

### 2.6 Flat connections

By a flat or curvature-free connection is meant a connection which satisfies the following conditions.

Proposition 2.6.1. Let $\Gamma$ be a connection on a fibre bundle $Y \rightarrow X$. The following conditions are equivalent.

- The horizontal lift $\mathcal{T}(X) \ni \tau \mapsto \Gamma \tau \in \mathcal{T}(Y)$ is a Lie algebra morphism.
- The horizontal distribution is involutive.
- The curvature $R$ of the connection $\Gamma$ vanishes everywhere on $Y$.
- There exists a (local) integral section for the connection $\Gamma$ through any point $y \in Y$.

By virtue of Theorem 1.2.1, a flat connection $\Gamma$ on a fibre bundle $Y \rightarrow X$ yields the integrable horizontal distribution and, consequently, the horizontal foliation on $Y$, transversal to the fibration $Y \rightarrow X$. The leaf of this foliation through a point $y \in Y$ is defined locally by an integral section $s_{y}$ for the connection $\Gamma$ through $y$. Conversely, let a fibre bundle $Y \rightarrow X$ admit a horizontal foliation such that, for each point $y \in Y$, the leaf of this foliation through $y$ is locally defined by a section $s_{y}$ of $Y \rightarrow X$ through $y$. Then the map

$$
\begin{aligned}
& \Gamma: Y \rightarrow J^{1} Y, \\
& \Gamma(y)=j_{x}^{1} s_{y}, \quad \pi(y)=x,
\end{aligned}
$$

introduces a flat connection on $Y \rightarrow X$. Hence, there is one-to-one correspondence between the flat connections and the horizontal foliations on a fibre bundle $Y \rightarrow X$.

Given a horizontal foliation on a fibre bundle $Y \rightarrow X$, there exists the associated atlas of fibred coordinates $\left(x^{\lambda}, y^{i}\right)$ of $Y$ such that every leaf of this foliation is locally generated by the equations $y^{i}=$ const., and the transition functions $y^{i} \rightarrow y^{i i}\left(y^{j}\right)$ are independent of the base coordinates $x^{\lambda}[48,123]$. This is called the atlas of constant local trivializations. Two such atlases are said to be equivalent if their union is also an atlas of constant local trivializations. They are associated with the same horizontal foliation. Thus, we come to the following assertion.

Proposition 2.6.2. There is one-to-one correspondence between the flat connections $\Gamma$ on a fibre bundle $Y \rightarrow X$ and the equivalence classes of atlases of constant local trivializations of $Y$ such that $\Gamma=d x^{\lambda} \otimes \partial_{\lambda}$ relative to these atlases.

### 2.7 Composite connections

Let us consider the composition of fibre bundles

$$
\begin{equation*}
Y \rightarrow \Sigma \rightarrow X \tag{2.7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{Y \Sigma}: Y \rightarrow \Sigma \tag{2.7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{\Sigma X}: \Sigma \rightarrow X \tag{2.7.3}
\end{equation*}
$$

are fibre bundles. This is called a composite fibre bundle. It is provided with an atlas of fibred coordinates $\left(x^{\lambda}, \sigma^{m}, y^{i}\right)$, where $\left(x^{\mu}, \sigma^{m}\right)$ are fibred coordinates on the fibre bundle (2.7.3) and the transition functions $\sigma^{m} \rightarrow \sigma^{\prime m}\left(x^{\lambda}, \sigma^{k}\right)$ are independent of the coordinates $y^{i}$.

The following two assertions make composite fibre bundles useful for physical applications [123, 213, 268].

Proposition 2.7.1. Given a composite fibre bundle (2.7.1), let $h$ be a global section of the fibre bundle $\Sigma \rightarrow X$. Then the restriction

$$
\begin{equation*}
Y_{h}=h^{*} Y \tag{2.7.4}
\end{equation*}
$$

of the fibre bundle $Y \rightarrow \Sigma$ to $h(X) \subset \Sigma$ is a subbundle $i_{h}: Y_{h} \hookrightarrow Y$ of the fibre bundle $Y \rightarrow X$.

Proposition 2.7.2. Given a section $h$ of the fibre bundle $\Sigma \rightarrow X$ and a section $s_{\Sigma}$ of the fibre bundle $Y \rightarrow \Sigma$, their composition

$$
\begin{equation*}
s=s_{\Sigma} \circ h \tag{2.7.5}
\end{equation*}
$$

is a section of the composite fibre bundle $Y \rightarrow X$ (2.7.1). Conversely, every section $s$ of the fibre bundle $Y \rightarrow X$ is the composition (2.7.5) of the section $h=\pi_{Y \Sigma} \circ s$ of the fibre bundle $\Sigma \rightarrow X$ and some section $s_{\Sigma}$ of the fibre bundle $Y \rightarrow \Sigma$ over the closed submanifold $h(X) \subset \Sigma$.

Let us consider the jet manifolds $J^{1} \Sigma, J_{\Sigma}^{1} Y$, and $J^{1} Y$ of the fibre bundles $\Sigma \rightarrow X$, $Y \rightarrow \Sigma$ and $Y \rightarrow X$, respectively. They are parameterized respectively by the coordinates

$$
\left(x^{\lambda}, \sigma^{m}, \sigma_{\lambda}^{m}\right), \quad\left(x^{\lambda}, \sigma^{m}, y^{i}, \vec{y}_{\lambda}^{i}, y_{m}^{i}\right), \quad\left(x^{\lambda}, \sigma^{m}, y^{i}, \sigma_{\lambda}^{m}, y_{\lambda}^{i}\right)
$$

Lemma 2.7.3. [274]. There is the canonical map

$$
\begin{gather*}
\varrho: J^{1} \Sigma \times J_{\Sigma}^{1} Y \underset{Y}{\longrightarrow} J^{1} Y,  \tag{2.7.6}\\
y_{\lambda}^{i} \circ \varrho=y_{m}^{i} \sigma_{\lambda}^{m}+\tilde{y}_{\lambda}^{i} .
\end{gather*}
$$

Using this map, we can consider the relations between connections on the fibre bundles $Y \rightarrow X, Y \rightarrow \Sigma$ and $\Sigma \rightarrow X$ as follows.

Remark 2.7.1. Let

$$
\gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\gamma_{\lambda}^{m} \partial_{m}+\gamma_{\lambda}^{i} \partial_{i}\right)
$$

be a connection on the composite fibre bundle $Y \rightarrow X$ and

$$
\begin{equation*}
\Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{m} \partial_{m}\right) \tag{2.7.7}
\end{equation*}
$$

a connection on the fibre bundle $\Sigma \rightarrow X$. We say that the connection $\gamma$ is projectable over the connection $\Gamma$ if the diagram

is commutative. It is readily observed that the commutativity of this diagram is equivalent to the condition $\gamma_{\lambda}^{m}=\Gamma_{\lambda}^{m}$.

Let

$$
\begin{equation*}
A_{\Sigma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+A_{\lambda}^{i} \partial_{i}\right)+d \sigma^{m} \otimes\left(\partial_{m}+A_{m}^{i} \partial_{i}\right) \tag{2.7.8}
\end{equation*}
$$

be a connection on the fibre bundle $Y \rightarrow \Sigma$. Given a connection $\Gamma(2.7 .7)$ on $\Sigma \rightarrow X$, the canonical morphism $\varrho(2.7 .6)$ enables one to obtain a connection $\gamma$ on $Y \rightarrow X$ in accordance with the diagram


This connection, called the composite connection, reads

$$
\begin{equation*}
\gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{m} \partial_{m}+\left(A_{\lambda}^{i}+A_{m}^{i} \Gamma_{\lambda}^{m}\right) \partial_{i}\right) . \tag{2.7.9}
\end{equation*}
$$

It is projectable over $\Gamma$.
An equivalent definition of a composite connection is the following. Let $A_{\Sigma}$ and $\Gamma$ be the connections as before. Then their composition

$$
Y \underset{X}{\times} T X \xrightarrow{(\mathrm{Id}, \Gamma)} Y \underset{\Sigma}{\times} T \Sigma \xrightarrow{A_{\Sigma}} T Y
$$

is the composite connection $\gamma$ (2.7.9) on the composite fibre bundle $Y \rightarrow X$. In brief, we will write

$$
\begin{equation*}
\gamma=A_{\Sigma} \circ \Gamma . \tag{2.7.10}
\end{equation*}
$$

In particular, let us consider a vector field $\tau$ on the base $X$, its horizontal lift $\Gamma \tau$ onto $\Sigma$ by means of the connection $\Gamma$ and, in turn, the horizontal lift $A_{\Sigma}(\Gamma \tau)$ of $\Gamma \tau$ onto $Y$ by means of the connection $A_{\Sigma}$. Then $A_{\Sigma}(\Gamma \tau)$ coincides with the horizontal lift $\gamma \tau$ of $\tau$ onto $Y$ by means of the composite connection $\gamma$ (2.7.10).

Let $h$ be a section of the fibre bundle $\Sigma \rightarrow X$ and $Y_{h}$ the subbundle (2.7.4) of the composite fibre bundle $Y \rightarrow X$, which is the restriction of the fibre bundle $Y \rightarrow \Sigma$ to $h(X)$. Every connection $A_{\Sigma}(2.7 .8)$ induces the pull-back connection

$$
\begin{equation*}
A_{h}=i_{h}^{*} A_{\Sigma}=d x^{\lambda} \otimes\left[\partial_{\lambda}+\left(\left(A_{m}^{i} \circ h\right) \partial_{\lambda} h^{m}+(A \circ h)_{\lambda}^{i}\right) \partial_{i}\right] \tag{2.7.11}
\end{equation*}
$$

on $Y_{h} \rightarrow X$ (see (2.1.11)). Now, let $\Gamma$ be a connection on $\Sigma \rightarrow X$ and let $\gamma=A_{\Sigma} \circ \Gamma$ be the composition (2.7.10). Then it follows from (2.2.11) that the connection $\gamma$ is
reducible to the connection $A_{h}$ if and only if the section $h$ is an integral section of $\Gamma$, i.e.,

$$
\Gamma_{\lambda}^{m} \circ h=\partial_{\lambda} h^{m} .
$$

Such a connection $\Gamma$ always exists.
Given a composite fibre bundle $Y$ (2.7.1), there are the following exact sequences of vector bundles over $Y$ :

$$
\begin{align*}
& 0 \rightarrow V_{\Sigma} Y \hookrightarrow V Y \rightarrow Y \times V \Sigma \rightarrow 0,  \tag{2.7.12a}\\
& 0 \rightarrow Y \underset{\Sigma}{\times V^{*} \Sigma} \hookrightarrow V^{*} Y \xrightarrow{\times} V_{\Sigma}^{*} Y \rightarrow 0, \tag{2.7.12b}
\end{align*}
$$

where $V_{\Sigma} Y$ and $V_{\Sigma}^{*} Y$ are vertical tangent and cotangent bundles of the fibre bundle $Y \rightarrow \Sigma$, respectively. Every connection $A(2.7 .8)$ on the fibre bundle $Y \rightarrow \Sigma$ provides the splittings

$$
\begin{align*}
& V Y=V_{\Sigma} Y \underset{Y}{\oplus} A_{\Sigma}(Y \times V \Sigma),  \tag{2.7.13}\\
& \dot{y}_{\Sigma}^{i} \partial_{i}+\dot{\sigma}^{m} \partial_{m}=\left(\dot{y}^{i}-A_{m}^{i} \dot{\sigma}^{m}\right) \partial_{i}+\dot{\sigma}^{m}\left(\partial_{m}+A_{m}^{i} \partial_{i}\right), \\
& V^{*} Y=\left(Y \times V^{*} \Sigma\right) \oplus A_{\Sigma}\left(V_{\Sigma}^{*} Y\right),  \tag{2.7.14}\\
& \dot{y}_{i} \bar{d} y^{i}+\dot{\sigma}_{m} \bar{d} \sigma^{m}=\dot{y}_{i}\left(\bar{d} y^{i}-A_{m}^{i} \bar{d} \sigma^{m}\right)+\left(\dot{\sigma}_{m}+A_{m}^{i} \dot{y}_{i}\right) \bar{d} \sigma^{m},
\end{align*}
$$

of the exact sequences (2.7.12a) and (2.7.12b), respectively. Using the splitting (2.7.13), one can construct the first order differential operator

$$
\begin{align*}
& \widetilde{D}: J^{1} Y \rightarrow T^{*} X \underset{Y}{\otimes} V_{\Sigma} Y, \\
& \widetilde{D}=d x^{\lambda} \otimes\left(y_{\lambda}^{i}-A_{\lambda}^{i}-A_{m}^{i} \sigma_{\lambda}^{m}\right) \partial_{i}, \tag{2.7.15}
\end{align*}
$$

called the vertical covariant differential, on the composite fibre bundle $Y \rightarrow X$. This operator can also be seen as the composition

$$
\widetilde{D}=\operatorname{pr}_{1} \circ D_{\gamma}: J^{\mathrm{l}} Y \rightarrow T^{*} X \otimes \forall Y Y \rightarrow T^{*} X \otimes \underset{Y}{\otimes} V Y_{\Sigma},
$$

where $D_{\gamma}$ is the covariant differential (2.2.7) relative to some composite connection (2.7.9), but $\widetilde{D}$ does not depend on $\Gamma$.

The vertical covariant differential (2.7.15) possesses the following important property. Let $h$ be a section of the fibre bundle $\Sigma \rightarrow X$ and $Y_{h}$ the subbundle (2.7.4) of the composite fibre bundle $Y \rightarrow X$, which is the restriction of the fibre
bundle $Y \rightarrow \Sigma$ to $h(X)$. Then the restriction of the vertical covariant differential $\widetilde{D}(2.7 .15)$ to $J^{1} i_{h}\left(J^{1} Y_{h}\right) \subset J^{1} Y$ coincides with the familiar covariant differential on $Y_{h}$ relative to the pull-back connection $A_{h}$ (2.7.11).

Let now $Y \rightarrow \Sigma \rightarrow X$ be a composite fibre bundle where $Y \rightarrow \Sigma$ is a vector bundle. Let a connection

$$
\begin{equation*}
\gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{m} \partial_{m}+A_{\lambda}{ }^{i} j y^{j} \partial_{i}\right) \tag{2.7.16}
\end{equation*}
$$

on $Y \rightarrow X$ be a linear morphism over the connection $\Gamma$ on $\Sigma \rightarrow X$. The following constructions generalize the notions of a dual connection and a tensor product connection on vector bundles.
(i) Let $Y^{*} \rightarrow \Sigma \rightarrow X$ be a composite fibre bundle where $Y^{*} \rightarrow \Sigma$ is the vector bundle dual of $Y \rightarrow \Sigma$. Given the projectable connection (2.7.16) on $Y \rightarrow X$ over $\Gamma$, there exists a unique connection

$$
\gamma^{*}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{m} \partial_{m}-A_{\lambda}{ }_{i}{ }_{i} y_{j} \partial^{i}\right)
$$

on $Y^{*} \rightarrow X$, projectable over $\Gamma$, such that the diagram

is commutative. We call $\gamma^{*}$ the dual connection of $\gamma$ over $\Gamma$.
(ii) Let $Y \rightarrow \Sigma \rightarrow X$ and $Y^{\prime} \rightarrow \Sigma \rightarrow X$ be composite fibre bundles where $Y \rightarrow \Sigma$ and $Y^{\prime} \rightarrow \Sigma$ are vector bundles. Let $\gamma$ and $\gamma^{\prime}$ be connections (2.7.16) on $Y \rightarrow X$ and $Y^{\prime} \rightarrow X$, respectively, which are projectable over the same connection $\Gamma$ on $\Sigma \rightarrow X$. There is a unique connection

$$
\begin{equation*}
\gamma \otimes \gamma^{\prime}=d x^{\lambda} \otimes\left[\partial_{\lambda}+\Gamma_{\lambda}^{m} \partial_{m}+\left(A_{\lambda}{ }_{j}{ }_{j} y^{j k}+A_{\lambda}^{\prime k}{ }_{j} y^{i j}\right) \partial_{i k}\right] \tag{2.7.17}
\end{equation*}
$$

on the tensor product $Y \otimes \underset{\Sigma}{\otimes} Y^{\prime} \rightarrow X$, which is projectable over $\Gamma$, such that the diagram

is commutative. This is called the tensor product connection over $\Gamma$.
Example 2.7.2. Let $\Gamma: Y \rightarrow J^{1} Y$ be a connection on a fibre bundle $Y \rightarrow X$. In accordance with the canonical isomorphism $V J^{1} Y \cong J^{1} V Y$ (1.3.11), the vertical tangent map $V \Gamma: V Y \rightarrow V J^{1} Y$ to $\Gamma$ defines the connection

$$
\begin{align*}
& V \Gamma: V Y \rightarrow J^{1} V Y \\
& V \Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}+\partial_{j} \Gamma_{\lambda}^{i} \dot{y}^{j} \dot{\partial}_{i}\right) \tag{2.7.18}
\end{align*}
$$

on the composite vertical tangent bundle $V Y \rightarrow Y \rightarrow X$. This is called the vertical connection to $\Gamma$. Of course, the connection $V \Gamma$ projects over $\Gamma$. Moreover, $V \Gamma$ is linear over $\Gamma$. Then the dual connection of $V \Gamma$ on the composite vertical cotangent bundle $V^{*} Y \rightarrow Y \rightarrow X$ reads

$$
\begin{align*}
& V^{*} \Gamma: V^{*} Y \rightarrow J^{1} V^{*} Y \\
& V^{*} \Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}-\partial_{j} \Gamma_{\lambda}^{i} \dot{y}_{i} \dot{\partial}^{j}\right) \tag{2.7.19}
\end{align*}
$$

It is called the covertical connection to $\Gamma$.
If $Y \rightarrow X$ is an affine bundle, the connection $V \Gamma$ (2.7.18) can be seen as the composite connection (2.7.8) generated by the connection $\Gamma$ on $Y \rightarrow X$ and the linear connection

$$
\begin{equation*}
\tilde{\Gamma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\partial_{j} \Gamma_{\lambda}^{i} \dot{y}^{j} \dot{\partial}_{i}\right)+d y^{i} \otimes \partial_{i} \tag{2.7.20}
\end{equation*}
$$

on the vertical tangent bundle $V Y \rightarrow Y$.
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## Chapter 3

## Connections in Lagrangian field theory

We will limit our study to first order Lagrangian formalism since the most contemporary field models are described by first order Lagrangians. This is not the case of General Relativity whose Hilbert-Einstein Lagrangian belongs to the particular class of second order Lagrangians leading to second order Euler-Lagrange equations (see $[123,187]$ for details).

As was mentioned above, we follow the geometric formulation of classical field theory, where fields are represented by sections of a fibre bundle $Y \rightarrow X$, coordinated by $\left(x^{\lambda}, y^{i}\right)$. For example, matter fields, gauge fields, gravitational fields, Higgs fields are of this type. In this Chapter, we do not specify the type of fields and stand the collective notation $y^{i}$ for all of them. The finite-dimensional configuration space of fields is the first order jet manifold $J^{1} Y$ of $Y \rightarrow X$, coordinated by $\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}\right)$. A first order Lagrangian is defined as a horizontal density

$$
\begin{align*}
& L: J^{1} Y \rightarrow \wedge^{n} T^{*} X, \quad n=\operatorname{dim} X, \\
& L=\mathcal{L}\left(x^{\lambda}, y^{i}, y_{\lambda}^{i}\right) \omega, \tag{3.0.1}
\end{align*}
$$

on $J^{1} Y$ (see the notation (1.2.9)).
In Lagrangian field theory, one deals with connections in the relation to the following three constructions.

- Every second order dynamic equation on a fibre bundle $Y \rightarrow X$ is a second order holonomic connection on $Y \rightarrow X$ (see Definition 3.1.2 below). The

Euler-Lagrange equations are not second order dynamic equations in general, but one introduces the notion of a Lagrangian connection which is a second order dynamic equation and whose integral sections are solutions of the EulerLagrange equations.

- In the physically relevant case of quadratic Lagrangians, a Lagrangian $L$ factorizes always through the covariant differential $D_{\Gamma}(2.2 .7)$ for some connection $\Gamma$ on $Y \rightarrow X$, i.e.,

$$
\begin{equation*}
L: J^{1} Y \xrightarrow{D_{\Gamma}} T^{*} X \underset{Y}{\otimes} V Y \rightarrow \bigwedge_{\Lambda}^{n} T^{*} X \tag{3.0.2}
\end{equation*}
$$

(see expressions (3.3.13) and (3.3.14) below).

- Different connections on a fibre bundle $Y \rightarrow X$ are responsible for different energy-momentum currents of fields, which differ from each other in Noether currents.


### 3.1 Connections and dynamic equations

In accordance with Definitions 1.3 .3 and 1.3.4, a $k$-order dynamic equation on a fibre bundle $Y \rightarrow X$ is a section of the affine jet bundle $J^{k} Y \rightarrow J^{k-1} Y$. Further on, we will restrict our consideration only to first and second order dynamic equations.

DEFINITION 3.1.1. A first order dynamic equation on a fibre bundle $Y \rightarrow X$ is a section of the affine jet bundle $J^{1} Y \rightarrow Y$, i.e., a connection

$$
\Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right)
$$

on a fibre bundle $Y \rightarrow X$. It characterizes the kernel of the covariant differential $D_{\Gamma}(2.2 .7)$ which is a closed subbundle

$$
\begin{equation*}
y_{\lambda}^{i}=\Gamma_{\lambda}^{i}\left(x^{\mu}, y^{j}\right) \tag{3.1.1}
\end{equation*}
$$

of the jet bundle $J^{l} Y \rightarrow X$. This is a first order differential equation on the fibre bundle $Y \rightarrow X$ in accordance with Definition 1.3.4.

Classical solutions of the first order dynamic equation (3.1.1) are integral sections $s$ of the connection $\Gamma$. By virtue of Proposition 2.6.1, the dynamic equation (3.1.1)
admits a solution through each point of an open subset $U \subset Y$ if and only if the curvature of the connection $\Gamma$ vanishes on $U$.

To characterize second order dynamic equations on a fibre bundle $Y \rightarrow X$, the notion of a second order connection on $Y \rightarrow X$ is introduced.

A second order connection $\hat{\Gamma}$ on a fibre bundle $Y \rightarrow X$ is defined as a connection

$$
\begin{equation*}
\widehat{\Gamma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\hat{\Gamma}_{\lambda}^{i} \partial_{i}+\hat{\Gamma}_{\lambda \mu}^{i} \partial_{i}^{\mu}\right) \tag{3.1.2}
\end{equation*}
$$

on the jet bundle $J^{1} Y \rightarrow X$, i.e., this is a section of the affine bundle $\pi_{11}: J^{1} J^{1} Y \rightarrow$ $J^{1} Y$.

Remark 3.1.1. Every connection on a fibre bundle $Y \rightarrow X$ gives rise to the second order one by means of a world connection on $X$. The first order jet prolongation $J^{1} \Gamma$ of a connection $\Gamma$ on $Y \rightarrow X$ is a section of the repeated jet bundle $J^{1} \pi_{0}^{1}$ (1.3.13), but not of $\pi_{11}$. Given a world connection $K(2.4 .8)$ on $X$, one can construct the affine morphism

$$
\begin{aligned}
& s_{K}: J^{1} J^{l} Y \rightarrow J^{1} J^{1} Y \\
& \left(x^{\lambda}, y^{i}, y_{\lambda}^{i}, \hat{y}_{\lambda}^{i}, y_{\lambda \mu}^{i}\right) \circ s_{K}=\left(x^{\lambda}, y^{i}, \widehat{y}_{\lambda}^{i}, y_{\lambda}^{i}, y_{\mu \lambda}^{i}-K_{\lambda}^{\nu}{ }_{\mu}\left(\tilde{y}_{\nu}^{i}-y_{\nu}^{i}\right)\right)
\end{aligned}
$$

such that $\pi_{11}=J^{1} \pi_{0}^{1} \circ s_{K}[123]$. Then $\Gamma$ gives rise to the second order connection

$$
\begin{align*}
& \widehat{\Gamma}=s_{\Gamma^{\prime}} \circ J^{1} \Gamma: J^{1} Y \rightarrow J^{1} J^{1} Y, \\
& \hat{\Gamma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}+\left[\partial_{\lambda} \Gamma_{\mu}^{i}+y_{\lambda}^{j} \partial_{j} \Gamma_{\mu}^{i}+K_{\lambda}^{\nu}{ }_{\mu}\left(y_{\nu}^{i}-\Gamma_{\nu}^{i}\right)\right] \partial_{i}^{\mu}\right) \tag{3.1.3}
\end{align*}
$$

which is an affine morphism

over the connection $\Gamma$. Note that the curvature $R$ (2.3.3) of a connection $\Gamma$ on a fibre bundle $Y \rightarrow X$ can be seen as a soldering form

$$
R=R_{\lambda \mu}^{i} d x^{\lambda} \otimes \partial_{i}^{\mu}
$$

on the jet bundle $J^{1} Y \rightarrow X$. Therefore, $\widehat{\Gamma}-R$ is also a connection on $J^{1} Y \rightarrow X$.

A second order connection $\Gamma$ (3.1.2) is said to be holonomic if it takes its values into the subbundle $J^{2} Y$ of $J^{1} J^{1} Y$. Such a connection is characterized by the coordinate conditions

$$
\hat{\Gamma}_{\lambda}^{i}=y_{\lambda}^{i}, \quad \hat{\Gamma}_{\lambda \mu}^{i}=\hat{\Gamma}_{\mu \lambda}^{i},
$$

and reads

$$
\begin{equation*}
\widehat{\Gamma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}+\widehat{\Gamma}_{\lambda \mu}^{i} \partial_{i}^{\mu}\right) \tag{3.1.4}
\end{equation*}
$$

There is one-to-one correspondence between the global sections of the jet bundle $J^{2} Y \rightarrow J^{1} Y$ and the holonomic second order connections on $Y \rightarrow X$. Since the jet bundle $J^{2} Y \rightarrow J^{1} Y$ is affine, a holonomic second order connection on a fibre bundle $Y \rightarrow X$ always exists.

Definition 3.1.2. A second order dynamic equation on a fibre bundle $Y \rightarrow X$ is a section of the affine jet bundle $J^{2} Y \rightarrow J^{1} Y$, i.e., a holonomic second order connection (3.1.4) on a fibre bundle $Y \rightarrow X$. It characterizes the closed subbundle

$$
\begin{equation*}
y_{\lambda \mu}^{i}=\hat{\Gamma}_{\lambda \mu}^{i}\left(x^{\nu}, y^{j}, y_{\nu}^{j}\right) \tag{3.1.5}
\end{equation*}
$$

of the second order jet bundle $J^{2} Y \rightarrow X$.
By virtue of Proposition 1.3.1, every integral section $\bar{s}: X \rightarrow J^{1} Y$ of the holonomic second order connection (3.1.4) is holonomic, i.e., $\bar{s}=J^{1} s$ where $s: X \rightarrow Y$ provides a classical solution $s$ of the second order dynamic equation (3.1.5).

### 3.2 The first variational formula

We will follow the standard formulation of the variational problem where deformations of sections of a fibre bundle $Y \rightarrow X$ are induced by local 1-parameter groups of local automorphisms of $Y \rightarrow X$ over Id $X$ [25, 290]. We will not study the calculus of variations in depth, but apply in a straightforward manner the first variational formula [123]. In Section 11.2, Lagrangians, the first variational formula and Euler-Lagrange operators will be introduced in an algebraic way as elements of the variational cochain complex.

Remark 3.2.1. In the physical literature, automorphisms of a fibre bundle $Y \rightarrow X$ are called gauge transformations $[123,214]$. Every projectable vector field $u$ on
a fibre bundle $Y \rightarrow X$ is a generator of a local l-parameter group $G_{u}$ of gauge transformations of $Y \rightarrow X$. Accordingly, the jet prolongation $J^{1} u$ (1.3.10) of $u$ onto $J^{1} Y$ is the generator of the local 1-parameter group of the jet prolongations $J^{1} g$ of local automorphisms $g \in G_{u}$. Recall that an exterior form $\phi$ on a fibre bundle $Y$ is invariant under a local 1-parameter group $G_{u}$ of gauge transformations of $Y$ if and only if its Lie derivative $\mathrm{L}_{u} \phi$ along $u$ vanishes.

Let $u$ be a projectable vector field on a fibre bundle $Y \rightarrow X$ and

$$
\begin{equation*}
\mathbf{L}_{J^{1} u} L=\left[\partial_{\lambda} u^{\lambda} \mathcal{L}+\left(u^{\lambda} \partial_{\lambda}+u^{i} \partial_{i}+\left(d_{\lambda} u^{i}-y_{\mu}^{i} \partial_{\lambda} u^{\mu}\right) \partial_{i}^{\lambda}\right) \mathcal{L}\right] \omega \tag{3.2.1}
\end{equation*}
$$

the Lic derivative of a Lagrangian $L$ along $J^{1} u$ (or briefly along $u$ ). The first variational formula provides the canonical decomposition of the Lie derivative (3.2.1) in accordance with the variational problem. Bearing in mind the notation (1.3.15) and (1.3.16), this decomposition reads

$$
\begin{align*}
& \left.\left.\mathbf{L}_{J^{1} u} L=u_{V}\right] \mathcal{E}_{L}+d_{H} h_{0}(u\rfloor H_{L}\right)  \tag{3.2.2}\\
& \quad=\left(u^{i}-y_{\mu}^{i} u^{\mu}\right)\left(\partial_{i}-d_{\lambda} \partial_{i}^{\lambda}\right) \mathcal{L} \omega-d_{\lambda}\left(\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right] \omega
\end{align*}
$$

where $u_{V}=\left(u j \theta^{i}\right) \partial_{i}$ is the vertical part of the canonical horizontal splitting (2.2.5) of the vector field $u$,

$$
\begin{align*}
& \mathcal{E}_{L}: J^{2} Y \rightarrow T^{*} Y \wedge\left({ }^{n} T^{*} X\right) \\
& \mathcal{E}_{L}=\left(\partial_{i} \mathcal{L}-d_{\lambda} \pi_{i}^{\lambda}\right) \theta^{i} \wedge \omega, \quad \pi_{i}^{\lambda}=\partial_{i}^{\lambda} \mathcal{L} \tag{3.2.3}
\end{align*}
$$

is the Euler-Lagrange operator associated with the Lagrangian $L$, and

$$
\begin{align*}
& H_{L}: J^{1} Y \rightarrow Z_{Y}=T^{*} Y \wedge\left({ }^{n-1} T^{*} X\right)  \tag{3.2.4}\\
& H_{L}=L+\pi_{i}^{\lambda} \theta^{i} \wedge \omega_{\lambda}=\pi_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}+\left(\mathcal{L}-\pi_{i}^{\lambda} y_{\lambda}^{i}\right) \omega \tag{3.2.5}
\end{align*}
$$

is the Poincaré-Cartan form (see the notation (1.2.9), (1.3.15) and (1.3.16)).
Remark 3.2.2. The Poincaré-Cartan form $H_{L}$ (3.2.5) is a Lepagean equivalent of the Lagrangian $L$ (i.e., $h_{0}\left(H_{L}\right)=L$ ) which is a horizontal form on the affine jet bundle $J^{1} Y \rightarrow Y$ (see, e.g., $\left[123,133 \mathrm{j}\right.$ ). The fibre bundle $Z_{Y}(3.2 .4)$, called the homogeneous Legendre bundle, is endowed with holonomic coordinates ( $x^{\lambda}, y^{i}, p_{i}^{\lambda}, p$ ) possessing the transition functions

$$
\begin{equation*}
p_{i}^{\prime \lambda}=\operatorname{det}\left(\frac{\partial x^{\varepsilon}}{\partial x^{\prime \nu}}\right) \frac{\partial y^{j}}{\partial y^{\prime i}} \frac{\partial x^{\prime \lambda}}{\partial x^{\mu}} p_{j}^{\mu}, \quad p^{\prime}=\operatorname{det}\left(\frac{\partial x^{\varepsilon}}{\partial x^{\prime \nu}}\right)\left(p-\frac{\partial y^{j}}{\partial y^{\prime \prime}} \frac{\partial y^{i}}{\partial x^{\mu}} p_{j}^{\mu}\right) \tag{3.2.6}
\end{equation*}
$$

Relative to these coordinates, the morphism (3.2.4) reads

$$
\left(p_{i}^{\mu}, p\right) \circ H_{L}=\left(\pi_{i}^{\mu}, \mathcal{L}-\pi_{i}^{\mu} y_{\mu}^{i}\right)
$$

A glance at the transition functions (3.2.6) shows that $Z_{Y}$ is a l-dimensional affine bundle

$$
\begin{equation*}
\pi_{Z \Pi}: Z_{Y} \rightarrow \Pi \tag{3.2.7}
\end{equation*}
$$

over the Legendre bundle

$$
\begin{equation*}
\Pi=V^{*} Y \wedge\left(\wedge^{n-1} T^{*} X\right) \tag{3.2.8}
\end{equation*}
$$

The latter is endowed with holonomic coordinates $\left(x^{\lambda}, y^{i}, p_{i}^{\lambda}\right)$. Then the composition

$$
\begin{align*}
& \widehat{L}=\pi_{Z \Pi} \circ H_{L}: J^{1} Y \underset{Y}{ } \Pi  \tag{3.2.9}\\
& \left(x^{\lambda}, y^{i}, p_{i}^{\lambda}\right) \circ \widehat{L}=\left(x^{\lambda}, y^{i}, \pi_{i}^{\lambda}\right)
\end{align*}
$$

is the well-known Legendre map. One can think of $p_{i}^{\lambda}$ as being the covariant momenta of field functions, and the Legendre bundle $\Pi$ (3.2.8) plays the role of a finite-dimensional momentum phase space of fields in the covariant Hamiltonian field theory (see Chapter 4). Recall that a Lagrangian $L$ is said to be:

- hyperregular if the Legendre map $\widehat{L}$ is a diffeomorphism,
- regular if $\hat{L}$ is of maximal rank, i.e., $\operatorname{det}\left(\partial_{i}^{\mu} \partial_{j}^{\nu} \mathcal{L}\right) \neq 0$,
- almost regular if the Lagrangian constraint space $N_{L}=\widehat{L}\left(J^{1} Y\right)$ is a closed imbedded subbundle of the Legendre bundle $\Pi \rightarrow Y$ and the Legendre map $\widehat{L}: J^{l} Y \rightarrow N_{L}$ is a fibred manifold with connected fibres.

The kernel of the Euler-Lagrange operator $\mathcal{E}_{L}$ (3.2.3), given by the coordinate relations

$$
\begin{equation*}
\left(\partial_{i}-d_{\lambda} \partial_{i}^{\lambda}\right) \mathcal{L}=0 \tag{3.2.10}
\end{equation*}
$$

defines the system of second order Euler-Lagrange equations. Classical solutions of these equations are section $s$ of the fibre bundle $X \rightarrow Y$, whose second order jet prolongations $J^{2} s$ live in (3.2.10). They satisfy the equations

$$
\begin{equation*}
\partial_{i} \mathcal{L} \circ s-\left(\partial_{\lambda}+\partial_{\lambda} s^{j} \partial_{j}+\partial_{\lambda} \partial_{\mu} s^{j} \partial_{j}^{\mu}\right) \partial_{i}^{\lambda} \mathcal{L} \circ s=0 \tag{3.2.11}
\end{equation*}
$$

Remark 3.2.3. The kernel (3.2.10) of the Euler-Lagrange operator $\mathcal{E}_{L}$ fails to be a closed subbundle of the second order jet bundle $J^{2} Y \rightarrow X$ in general. Therefore, it may happen that the Euler-Lagrange equations (3.2.10) are not differential equations in a strict sense (see Proposition 1.3.6).

Remark 3.2.4. Different Lagrangians $L$ and $L^{\prime}$ can lead to the same EulerLagrange operator if their difference $L_{0}=L-L^{\prime}$ is a variationally trivial Lagrangian whose Euler-Lagrange operator vanishes identically. A Lagrangian $L_{0}$ is variationally trivial if and only if

$$
\begin{equation*}
L_{0}=h_{0}(\epsilon) \tag{3.2.12}
\end{equation*}
$$

where $\epsilon$ is a closed $n$-form on $Y[123,186,189]$. We have locally $\epsilon=d \phi$ and

$$
L_{0}=h_{0}(d \phi)=d_{H}\left(h_{0}(\phi)\right)=d_{\lambda} h_{0}(\phi)^{\lambda} \omega, \quad h_{0}(\phi)=h_{0}(\phi)^{\lambda} \omega_{\lambda} .
$$

Given a Lagrangian $L$, a holonomic second order connection $\hat{\Gamma}$ (3.1.4) on the fibre bundle $Y \rightarrow X$ is said to be a Lagrangian connection if it takes its values into the kernel of the Euler-Lagrange operator $\mathcal{E}_{L}$. A Lagrangian connection satisfies the pointwise algebraic equations

$$
\begin{equation*}
\partial_{i} \mathcal{L}-\partial_{\lambda} \pi_{i}^{\lambda}-y_{\lambda}^{j} \partial_{j} \pi_{i}^{\lambda}-\hat{\Gamma}_{\lambda \mu}^{j} \partial_{j}^{\mu} \pi_{i}^{\lambda}=0 . \tag{3.2.13}
\end{equation*}
$$

If a Lagrangian connection $\hat{\Gamma}$ exists, it defines the second order dynamic equation (3.1.5) on $Y \rightarrow X$, whose solutions are also solutions of the Euler-Lagrange equations (3.2.10) for $L$. Conversely, since the jet bundle $J^{2} Y \rightarrow J^{1} Y$ is affine, every solution $s$ on $X$ of the Euler-Lagrange equations is also an integral section of a holonomic second order connection $\hat{\Gamma}$ which is the global extension of the local section $J^{1} s(X) \rightarrow J^{2} s(X)$ of this jet bundle over the closed imbedded submanifold $J^{1} s(X) \subset J^{1} Y$. Hence, every solution on $X$ of Euler-Lagrange equations is also a solution of some second order dynamic equation, but it is not necessarily a Lagrangian connection.

A glance at the equations (3.2.13) shows that a regular Lagrangian $L$ admits a unique Lagrangian connection. In this case, Euler-Lagrange equations for $L$ are equivalent to the second order dynamic equation associated with this Lagrangian connection.

### 3.3 Quadratic degenerate Lagrangians

This Section is devoted to the physically important case of almost regular quadratic Lagrangians. These Lagrangians describe almost all types of field interactions considered in contemporary field theory. We aim to show that such a Lagrangian factorizes as in (3.0.2) through the covariant differential relative to some connection on $Y \rightarrow X$.

Given a fibre bundle $Y \rightarrow X$, let us consider a quadratic Lagrangian $L$ which has the coordinate expression

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} a_{i j}^{\lambda \mu}\left(x^{\nu}, y^{k}\right) y_{\lambda}^{i} y_{\mu}^{3}+b_{i}^{\lambda}\left(x^{\nu}, y^{k}\right) y_{\lambda}^{i}+c\left(x^{\nu}, y^{k}\right) \tag{3.3.1}
\end{equation*}
$$

where $a, b$ and $c$ are local functions on $Y$. This property is coordinate-independent due to the affine transformation law of the coordinates $y_{\lambda}^{i}$. The associated Legendre map $\hat{L}(3.2 .9)$ is an affine morphism over $Y$ given by the coordinate expression

$$
\begin{equation*}
p_{i}^{\lambda} \circ \widehat{L}=a_{i j}^{\lambda \mu} y_{\mu}^{j}+b_{i}^{\lambda} \tag{3.3.2}
\end{equation*}
$$

It defines the corresponding linear morphism

$$
\begin{align*}
& \bar{L}: T^{*} X \underset{Y}{\otimes V Y \underset{Y}{ } \rightarrow \Pi,} \\
& p_{i}^{\lambda} \circ \bar{L}=a_{i j}^{\lambda \mu} \bar{y}_{\mu}^{j} \tag{3.3.3}
\end{align*}
$$


Let the Lagrangian $L$ (3.3.1) be almost regular, i.e., the matrix function $a_{i j}^{\lambda \mu}$ is of constant rank. Then the Lagrangian constraint space $N_{L}$ (3.3.2) is an affine subbundle of the Legendre bundle $\Pi \rightarrow Y$, modelled over the vector subbundle $\bar{N}_{L}$ (3.3.3) of $\Pi \rightarrow Y$. Hence, $N_{L} \rightarrow Y$ has a global section $s$. For the sake of simplicity, let us assume that $s=\hat{0}$ is the canonical zero section of $\Pi \rightarrow Y$. Then $\bar{N}_{L}=N_{L}$. Accordingly, the kernel of the Legendre map (3.3.2) is an affine subbundle of the affine jet bundle $J^{1} Y \rightarrow Y$, modelled over the kernel of the linear morphism $\bar{L}$ (3.3.3). Then there exists a connection

$$
\begin{gather*}
\Gamma: Y \rightarrow \operatorname{Ker} \hat{L} \subset J^{\mathrm{l}} Y,  \tag{3.3.4}\\
a_{i j}^{\lambda \mu} \Gamma_{\mu}^{j}+b_{i}^{\lambda}=0 \tag{3.3.5}
\end{gather*}
$$

on $Y \rightarrow X$. Connections (3.3.4) constitute an affine space modelled over the linear space of soldering forms $\phi=\phi_{\lambda}^{i} d x^{\lambda} \otimes \partial_{i}$ on $Y \rightarrow X$, satisfying the conditions

$$
\begin{equation*}
a_{i j}^{\lambda \mu} \phi_{\mu}^{\jmath}=0 \tag{3.3.6}
\end{equation*}
$$

and, as a consequence, the conditions $\phi_{\lambda}^{i} b_{i}^{\lambda}=0$. If the Lagrangian (3.3.1) is regular, the connection (3.3.4) is unique.
Remark 3.3.1. If $s \neq \hat{0}$, we can consider connections $\Gamma$ with values into $\operatorname{Ker}_{s} \hat{L}$.
The matrix function $a$ in the Lagrangian $L$ (3.3.1) can be seen as a global section of constant rank of the tensor bundle

$$
\stackrel{n}{\wedge} T^{*} X \underset{Y}{\otimes}\left[V^{2}\left(T X \underset{Y}{\otimes} V^{*} Y\right)\right] \rightarrow Y
$$

Then it satisfies the following corollary of Theorem 1.1.4.
Corollary 3.3.1. Given a $k$-dimensional vector bundle $E \rightarrow Z$, let $a$ be a fibre metric of rank $r$ in $E$. There is a splitting

$$
\begin{equation*}
E=\operatorname{Ker} a \underset{Z}{\oplus} E^{\prime} \tag{3.3.7}
\end{equation*}
$$

where $E^{\prime}=E / \operatorname{Ker} a$ is the quotient bundle, and $a$ is a non-degenerate fibre metric in $E^{\prime}$.

Theorem 3.3.2. There exists a linear bundle map

$$
\begin{equation*}
\sigma: \Pi \underset{Y}{\rightarrow} T^{*} X \underset{Y}{\otimes} V Y, \quad \bar{y}_{\lambda}^{i} \circ \sigma=\sigma_{\lambda \mu}^{i j} p_{j}^{\mu} \tag{3.3.8}
\end{equation*}
$$

such that $\bar{L} \circ \sigma \circ i_{N}=i_{N}$.
Proof. The map (3.3.8) is a solution of the algebraic equations

$$
\begin{equation*}
a_{i j}^{\lambda \mu} \sigma_{\mu \alpha}^{j k} a_{k b}^{\alpha \nu}=a_{i b}^{\lambda \nu} \tag{3.3.9}
\end{equation*}
$$

By virtue of Corollary 3.3.1, there exists the bundle splitting

$$
\begin{equation*}
T X^{*} \underset{Y}{\otimes} V Y=\operatorname{Ker} a \underset{Y}{\oplus} E^{\prime} \tag{3.3.10}
\end{equation*}
$$

and a (non-holonomic) atlas of this bundle such that transition functions of Ker $a$ and $E^{\prime}$ are independent. Since $a$ is a non-degenerate section of $\wedge_{\wedge}^{\wedge} T^{*} X \underset{Y}{\otimes}\left(\stackrel{2}{\vee} E^{\prime *}\right) \rightarrow Y$, there is an atlas of $E^{\prime}$ such that $a$ is brought into a diagonal matrix with nonvanishing components $a^{A A}$. Due to the splitting (3.3.10), we have the corresponding bundle splitting

$$
T X \otimes_{Y} V^{*} Y=(\operatorname{Ker} a)^{*} \oplus_{Y}^{\oplus} E^{\prime *}
$$

Then the desired map $\sigma$ is represented by a direct sum $\sigma_{1} \oplus \sigma_{0}$ of an arbitrary section $\sigma_{1}$ of the fibre bundle

$$
\wedge_{\wedge}^{n} T X \underset{Y}{\otimes}\left(\vee^{2} \operatorname{Ker} a\right) \rightarrow Y
$$

and the section $\sigma_{0}$ of the fibre bundle

$$
\stackrel{n}{\wedge} T X \underset{Y}{\otimes}\left(\stackrel{2}{\vee} E^{\prime}\right) \rightarrow Y
$$

which has non-vanishing components $\sigma_{A A}=\left(a^{A A}\right)^{-1}$ with respect to the above mentioned atlas of $E^{\prime}$. Moreover, $\sigma$ satisfies the additional relations

$$
\begin{equation*}
\sigma_{0}=\sigma_{0} \circ \bar{L} \circ \sigma_{0}, \quad a \circ \sigma_{1}=0, \quad \sigma_{1} \circ a=0 \tag{3.3.11}
\end{equation*}
$$

QED

Remark 3.3.2. Using the relations (3.3.11), one can write the above assumption that the Lagrangian constraint space $N_{L} \rightarrow Y$ admits a global zero section in the form

$$
b_{i}^{\mu}=a_{i j}^{\mu \lambda} \sigma_{\lambda \nu}^{j k} b_{k}^{\nu} .
$$

With the relations (3.3.5), (3.3.9) and (3.3.11), we obtain the splitting

$$
\begin{align*}
& J^{1} Y=\mathcal{S}\left(J^{1} Y\right) \underset{Y}{\oplus} \mathcal{F}\left(J^{1} Y\right)=\operatorname{Ker} \hat{L} \oplus \underset{Y}{\oplus} \operatorname{Im}(\sigma \circ \widehat{L}),  \tag{3.3.12a}\\
& y_{\lambda}^{i}=\mathcal{S}_{\lambda}^{i}+\mathcal{F}_{\lambda}^{i}=\left[y_{\lambda}^{i}-\sigma_{\lambda \alpha}^{i k}\left(a_{k j}^{\alpha \mu} y_{\mu}^{j}+b_{k}^{\alpha}\right)\right]+\left[\sigma_{\lambda \alpha}^{i k}\left(a_{k j}^{\alpha \mu} y_{\mu}^{j}+b_{k}^{\alpha}\right)\right] . \tag{3.3.12b}
\end{align*}
$$

Then with respect to the coordinates $\mathcal{S}_{\lambda}^{i}$ and $\mathcal{F}_{\lambda}^{i}(3.3 .12 b)$, the Lagrangian (3.3.1) reads

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} a_{i j}^{\lambda \mu} \mathcal{F}_{\lambda} \mathcal{F}_{\mu}^{j}+c^{\prime}, \tag{3.3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{\lambda}^{i}=\sigma_{\lambda \alpha}^{i k} a_{k j}^{\alpha \mu}\left(y_{\mu}^{j}-\Gamma_{\mu}^{j}\right) \tag{3.3.14}
\end{equation*}
$$

for some (Ker $\hat{L}$ )-valued connection $\Gamma$ (3.3.4) on $Y \rightarrow X$. Thus, the Lagrangian (3.3.1) written in the form (3.3.13) factorizes through the covariant differential relative to any such connection.

Note that, in gauge theory, we have the canonical splitting (3.3.12a) where $2 \mathcal{F}$ is the strength tensor (see (6.2.21) below). The Yang-Mills Lagrangian (6.3.18) of gauge theory is exactly of the form (3.3.13) where $c^{\prime}=0$. The Lagrangian (6.4.16) of Proca fields is also of the form (3.3.13) where $c^{\prime}$ is the mass term. This is an example of a degenerate Lagrangian system without gauge symmetries.

### 3.4 Connections and Lagrangian conservation laws

Let $L$ be again an arbitrary Lagrangian on the configuration space $J^{1} Y$. The first variational formula (3.2.2) provides the standard procedure for the study of differential conservation laws in Lagrangian field theory.

Let $u$ be a projectable vector field on a fibre bundle $Y \rightarrow X$, treated as the generator of a local 1-parameter group of gauge transformations. On-shell, i.e., on the kernel (3.2.10) of the Euler-Lagrange operator $\mathcal{E}_{L}$, the first variational formula (3.2.2) leads to the weak identity

$$
\begin{align*}
& \partial_{\lambda} u^{\lambda} \mathcal{L}+\left[u^{\lambda} \partial_{\lambda}+u^{i} \partial_{i}+\left(d_{\lambda} u^{i}-y_{\mu}^{i} \partial_{\lambda} u^{\mu}\right) \partial_{i}^{\lambda}\right] \mathcal{L} \approx  \tag{3.4.1}\\
& \quad-d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right]
\end{align*}
$$

Let the Lie derivative $L_{J^{1} u} L$ (3.2.1) vanishes, i.e., a Lagrangian $L$ is invariant under gauge transformations whose generator is the vector field $u$. Then we obtain the weak conservation law

$$
\begin{equation*}
0 \approx-d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right] \tag{3.4.2}
\end{equation*}
$$

of the symmetry current

$$
\begin{equation*}
\mathfrak{T}=\mathfrak{T}^{\lambda} \omega_{\lambda}, \quad \mathfrak{T}^{\lambda}=\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L} \tag{3.4.3}
\end{equation*}
$$

along the vector field $u$.
Remark 3.4.1. It should be emphasized that, from the first variational formula, the symmetry current (3.4.3) is defined modulo the terms $d_{\mu}\left(c_{i}^{\mu \lambda}\left(y_{\nu}^{i} u^{\nu}-u^{i}\right)\right)$, where $c_{i}^{\mu \lambda}$ are arbitrary skew-symmetric functions on $Y$ [123]. Here we leave aside these boundary terms which are independent of a Lagrangian.

The weak conservation law (3.4.2) leads to the differential conservation law

$$
\begin{equation*}
\partial_{\lambda}\left(\mathfrak{T}^{\lambda} \circ s\right)=0 \tag{3.4.4}
\end{equation*}
$$

on solutions of the Euler-Lagrange equations (3.2.11). This differential conservation law implies the integral conservation law

$$
\begin{equation*}
\int_{\partial N} s^{*} \mathfrak{T}=0 \tag{3.4.5}
\end{equation*}
$$

where $N$ is a compact $n$-dimensional submanifold of $X$ with the boundary $\partial N$.
Remark 3.4.2. It may happen that a symmetry current $\mathfrak{T}$ (3.4.3) can be put into the form

$$
\begin{equation*}
\mathfrak{T}=W+d_{H} U=\left(W^{\lambda}+d_{\mu} U^{\mu \lambda}\right) \omega_{\lambda} \tag{3.4.6}
\end{equation*}
$$

where the term $W$ contains only the variational derivatives $\delta_{i} \mathcal{L}=\left(\partial_{i}-d_{\lambda} \partial_{i}^{\lambda}\right) \mathcal{L}$, i.e., $W \approx 0$ and

$$
U=U^{\mu \lambda} \omega_{\mu \lambda}: J^{1} Y \rightarrow{ }^{n-2} T^{*} X
$$

is a horizontal $(n-2)$-form on $J^{1} Y \rightarrow X$. Then one says that $\mathfrak{T}$ reduces to the superpotential $U$ [99, 123, 269]. On-shell, such a symmetry current is the $d_{H}$-exact form (3.4.6), while the equality

$$
\begin{equation*}
\mathfrak{T}-d_{H} U=W\left(\delta_{i} \mathcal{L}\right)=0 \tag{3.4.7}
\end{equation*}
$$

is a combination of the Euler-Lagrange equations $\delta_{i} \mathcal{L}=0$. If a symmetry current $\mathcal{T}$ reduces to a superpotential, the differential conservation law (3.4.40 and the integral conservation law (3.4.5) become tautological. At the same time, the superpotential form (3.4.6) of $\mathfrak{T}$ implies the following integral relation

$$
\begin{equation*}
\int_{N^{n-1}} s^{*} T \mathbb{T}=\int_{\partial N^{n-1}} s^{*} U, \tag{3.4.8}
\end{equation*}
$$

where $N^{n-1}$ is a compact oriented ( $n-1$ )-dimensional submanifold of $X$ with the boundary $\partial N^{n-1}$. One can think of this relation as being a part of the EulerLagrange equations written in an integral form. Superpotentials are met in gauge theory (see Section 6.3) and in gravitation theory (see Section 7.4), where generators of gauge transformations depend on derivatives of gauge parameters.

It is easy to see that the weak identity (3.4.1) is linear in a vector field $u$. Therefore, one can consider superposition of weak identities (3.4.1) associated with different vector fields. For instance, if $u$ and $u^{\prime}$ are projectable vector fields on $Y$ over the same vector field on $X$, the difference of the corresponding weak identities (3.4.1) results in the weak identity (3.4.1) associated with the vertical vector field $u-u^{\prime}$. Every projectable vector field $u$ on a fibre bundle $Y \rightarrow X$, which projects over a vector field $\tau$ on $X$, can be written as the sum $u=\widetilde{\tau}+\vartheta$ of a lift $\tilde{\tau}$ of $\tau$ onto $Y$ and a vertical vector field $\vartheta$ on $Y$. It follows that the weak identity (3.4.1) associated with a projectable vector field $u$ can be represented as the superposition of those associated with $\widetilde{\tau}$ and $\vartheta$.

In the case of a vertical vector field $\vartheta=\vartheta^{i} \partial_{i}$ on $Y \rightarrow X$, the weak identity (3.4.1) takes the form

$$
\begin{equation*}
\left[\vartheta^{i} \partial_{i}+d_{\lambda} \vartheta^{i} \partial_{i}^{\lambda}\right] \mathcal{L} \approx d_{\lambda}\left(\pi_{i}^{\lambda} \vartheta^{i}\right) \tag{3.4.9}
\end{equation*}
$$

In field theory, vertical gauge transformations describe internal symmetries. If a Lagrangian is invariant under internal symmetries, we have the Noether conservation law

$$
0 \approx d_{\lambda}\left(\pi_{i}^{\lambda} v^{i}\right)
$$

of the Noether current

$$
\begin{equation*}
\mathfrak{T}^{\lambda}=-\pi_{i}^{\lambda} v^{i} . \tag{3.4.10}
\end{equation*}
$$

The well-known example of a Noether conservation law is that in gauge theory of principal connections (see Section 6.3).

A vector field $\tau$ on $X$ can be lifted onto $Y$ by means of a connection $\Gamma$ on a fibre bundle $Y \rightarrow X$. This lift is the horizontal vector field $\Gamma \tau$ (2.1.6). The weak identity (3.4.1) associated with such a vector field takes the form

$$
\begin{align*}
& \partial_{\mu} \tau^{\mu} \mathcal{L}+\left[\tau^{\mu} \partial_{\mu}+\tau^{\mu} \Gamma_{\mu}^{i} \partial_{i}+\left(d_{\lambda}\left(\tau^{\mu} \Gamma_{\mu}^{i}\right)-y_{\mu}^{i} \partial_{\lambda} \tau^{\mu}\right) \partial_{i}^{\lambda}\right] \mathcal{L} \approx  \tag{3.4.11}\\
& \quad-d_{\lambda}\left[\pi_{i}^{\lambda} \tau^{\mu}\left(y_{\mu}^{i}-\Gamma_{\mu}^{i}\right)-\delta_{\mu}^{\lambda} \tau^{\mu} \mathcal{L}\right]
\end{align*}
$$

The corresponding current (3.4.3) along $\Gamma \tau$ reads

$$
\begin{equation*}
\mathfrak{T}_{\Gamma}^{\lambda}=\tau^{\mu}\left(\pi_{i}^{\lambda}\left(y_{\mu}^{i}-\Gamma_{\mu}^{i}\right)-\delta_{\mu}^{\lambda} \mathcal{L}\right) . \tag{3.4.12}
\end{equation*}
$$

It is called the energy-momentum current relative to the connection $\Gamma$ [104, 123, 269].
To discover energy-momentum conservation laws, one may choose different connections on $Y \rightarrow X$ (e.g., different connections for different vector fields $\tau$ on $X$ and different connections for different solutions of the Euler-Lagrange equations). It is readily seen that the energy-momentum currents with respect to different connections $\Gamma$ and $\Gamma^{\prime}$ differ from each other in the Noether current (3.4.10) along the vertical vector field

$$
\vartheta=\tau^{\mu}\left(\Gamma_{\mu}^{i}-\Gamma_{\mu}^{i}\right) \partial_{i} .
$$

Example 3.4.3. Let all vector fields $\tau$ on $X$ be lifted onto $Y$ by means of the same connection $\Gamma$ on $Y \rightarrow X$. The weak identity (3.4.11) can be rewritten as follows

$$
\tau^{\mu}\left\{\left[\partial_{\mu}+\Gamma_{\mu}^{i} \partial_{i}+\left(\partial_{\lambda} \Gamma_{\mu}^{i}+y_{\lambda}^{j} \partial_{j} \Gamma_{\mu}^{i}\right) \partial_{i}^{\lambda}\right] \mathcal{L}-d_{\lambda}\left[\pi_{i}^{\lambda}\left(\Gamma_{\mu}^{i}-y_{\mu}^{i}\right)+\delta_{\mu}^{\lambda} \mathcal{L}\right]\right\} \approx 0 .
$$

Since this relation takes place for an arbitrary vector field $\tau$ on $X$, it is equivalent to the system of weak identities

$$
\left(\partial_{\mu}+\Gamma_{\mu}^{i} \partial_{i}+d_{\lambda} \Gamma_{\mu}^{i} \partial_{i}^{\lambda}\right) \mathcal{L}+d_{\lambda} \mathfrak{T}_{\Gamma}{ }^{\lambda}{ }_{\mu} \approx 0,
$$

where $\mathfrak{T}_{\Gamma}{ }^{\lambda}{ }_{\mu}$ are components of the tensor field

$$
\begin{aligned}
& \overline{\mathfrak{T}}_{\Gamma}=\mathfrak{T}_{\Gamma}{ }_{\mu}{ }_{\mu} d x^{\mu} \otimes \omega_{\lambda}, \\
& \mathfrak{T}_{\Gamma}{ }^{\lambda}{ }_{\mu}=\pi_{i}^{\lambda}\left(y_{\mu}^{i}-\Gamma_{\mu}^{i}\right)-\delta_{\mu}^{\lambda} \mathcal{L} .
\end{aligned}
$$

This is called the energy-momentum tensor relative to the connection $\Gamma$.
Example 3.4.4. If we choose the local trivial connection $\left(\Gamma_{0}\right)_{\mu}^{i}=0$, the weak identity (3.4.11) takes the form

$$
\begin{align*}
& \partial_{\mu} \mathcal{L} \approx-d_{\lambda} \mathfrak{T}_{0}{ }^{\lambda}{ }_{\mu},  \tag{3.4.13}\\
& \mathfrak{T}_{0}{ }^{\lambda}{ }_{\mu}=\pi_{i}^{\lambda} y_{\mu}^{i}-\delta_{\mu}^{\lambda} \mathcal{L},
\end{align*}
$$

where $\mathfrak{T}_{0}{ }^{\lambda}{ }_{\mu}$ is called the canonical energy-momentum tensor. Though it is not a true tensor field, both the sides of the weak identity (3.4.14) on solutions $s$ of the Euler-Lagrange equations are well defined:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial x^{\mu}} \circ s \approx-\frac{\partial}{\partial x^{\lambda}}\left(\mathfrak{T}_{0}{ }^{\lambda}{ }_{\mu} \circ s\right) . \tag{3.4.14}
\end{equation*}
$$

This results from the weak identity (3.4.11) when, for every solution $s$, we choose the connection $\Gamma$ which has $s$ as its integral section.

Note that, in gravitation theory on natural bundles $T \rightarrow X$, we have the canonical horizontal lift of vector fields on $X$ onto $T$, e.g., the canonical lift (1.2.2) on a tensor bundle. This lift, under certain conditions, can be represented locally as a horizontal lift by means of a connection (see Remark 2.4.2). The corresponding current is also an energy-momentum current (see Section 7.4).
Remark 3.4.5. Let us consider conservation laws in the case of gauge transformations which preserve the Euler-Lagrange operator $\mathcal{E}_{L}$, but not necessarily a Lagrangian $L$. This is the case of BRST theory in Section 11.4 and the Chern-Simons topological field theory [123]. Let $u$ be a projectable vector field on $Y \rightarrow X$, which is the generator of a local 1-parameter group of such transformations, i.e.,

$$
\mathbf{L}_{J^{2} u} \mathcal{E}_{L}=0,
$$

where $J^{2} u$ is the second order jet prolongation of the vector field $u$. There is the useful relation

$$
\begin{equation*}
\mathbf{L}_{J^{2} u} \mathcal{E}_{L}=\mathcal{E}_{\mathbf{L}_{j_{1}{ }_{2}} L} \tag{3.4.15}
\end{equation*}
$$

[123]. Then, in accordance with (3.2.12), we have locally

$$
\begin{equation*}
\mathbf{L}_{J^{1} u} L=d_{\lambda} \epsilon^{\lambda} \omega . \tag{3.4.16}
\end{equation*}
$$

In this case, the weak identity (3.4.1) reads

$$
\begin{equation*}
0 \approx d_{\lambda}\left(\epsilon^{\lambda}-\mathfrak{T}^{\lambda}\right), \tag{3.4.17}
\end{equation*}
$$

where $\mathfrak{T}$ is the symmetry current (3.4.3) along the vector field $u$.
Remark 3.4.6. Background fields, which do not live in the dynamic shell (3.2.10), violate conservation laws as follows. Let us consider the product

$$
\begin{equation*}
Y_{\text {tot }}=Y \underset{X}{\times} Y^{\prime} \tag{3.4.18}
\end{equation*}
$$

of a fibre bundle $Y$ with coordinates ( $x^{\lambda}, y^{i}$ ), whose sections are dynamic fields, and a fibre bundle $Y^{\prime}$ with coordinates ( $x^{\lambda}, y^{A}$ ), whose sections are background fields which take the background values

$$
y^{B}=\phi^{B}(x), \quad y_{\lambda}^{B}=\partial_{\lambda} \phi^{B}(x) .
$$

A Lagrangian $L$ is defined on the total configuration space $J^{1} Y_{\text {tot }}$. Let $u$ be a projectable vector field on $Y_{\text {tot }}$ which also projects onto $Y^{\prime}$ because gauge transformations of background fields do not depend on the dynamic ones. This vector field takes the coordinate form

$$
\begin{equation*}
u=u^{\lambda}\left(x^{\mu}\right) \partial_{\lambda}+u^{A}\left(x^{\mu}, y^{B}\right) \partial_{A}+u^{i}\left(x^{\mu}, y^{B}, y^{j}\right) \partial_{i} \tag{3.4.19}
\end{equation*}
$$

Substitution of (3.4.19) in (3.2.2) leads to the first variational formula in the presence of background fields

$$
\begin{align*}
& \partial_{\lambda} u^{\lambda} \mathcal{L}+\left[u^{\lambda} \partial_{\lambda}+u^{A} \partial_{A}+u^{i} \partial_{i}+\left(d_{\lambda} u^{A}-y_{\mu}^{A} \partial_{\lambda} u^{\mu}\right) \partial_{A}^{\lambda}+\right.  \tag{3.4.20}\\
& \left.\quad\left(d_{\lambda} u^{i}-y_{\mu}^{i} \partial_{\lambda} u^{\mu}\right) \partial_{i}^{\lambda}\right] \mathcal{L}=\left(u^{A}-y_{\lambda}^{A} u^{\lambda}\right) \partial_{A} \mathcal{L}+\pi_{A}^{\lambda} d_{\lambda}\left(u^{A}-y_{\mu}^{A} u^{\mu}\right)+ \\
& \quad\left(u^{i}-y_{\lambda}^{i} u^{\lambda}\right) \delta_{i} \mathcal{L}-d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right]
\end{align*}
$$

Then the weak identity

$$
\begin{aligned}
& \partial_{\lambda} u^{\lambda} \mathcal{L}+\left[u^{\lambda} \partial_{\lambda}+u^{A} \partial_{A}+u^{i} \partial_{i}+\left(d_{\lambda} u^{A}-y_{\mu}^{A} \partial_{\lambda} u^{\mu}\right) \partial_{A}^{\lambda}+\right. \\
& \left.\quad\left(d_{\lambda} u^{i}-y_{\mu}^{i} \partial_{\lambda} u^{\mu}\right) \partial_{i}^{\lambda}\right] \mathcal{L} \approx\left(u^{A}-y_{\lambda}^{A} u^{\lambda}\right) \partial_{A} \mathcal{L}+\pi_{A}^{\lambda} d_{\lambda}\left(u^{A}-y_{\mu}^{A} u^{\mu}\right)- \\
& \quad d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right]
\end{aligned}
$$

holds on the shell (3.2.10). If a total Lagrangian $L$ is invariant under gauge transformations of the product (3.4.18), we obtain the weak identity in the presence of background fields

$$
\begin{equation*}
\left(u^{A}-y_{\mu}^{A} u^{\mu}\right) \partial_{A} \mathcal{L}+\pi_{A}^{\lambda} d_{\lambda}\left(u^{A}-y_{\mu}^{A} u^{\mu}\right) \approx d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right] \tag{3.4.21}
\end{equation*}
$$

The weak identity (3.4.21) can also be applied to the case of Euler-Lagrange equations plus external forces

$$
\left(\partial_{i}-d_{\lambda} \partial_{i}^{\lambda}\right) \mathcal{L}+F_{i}=0
$$

where $F_{i}$ are local functions on $J^{1} Y$. Then it reads

$$
\begin{equation*}
\left(u^{i}-y_{\mu}^{i} u^{\mu}\right) F_{i} \approx-d_{\lambda}\left[\pi_{i}^{\lambda}\left(u^{\mu} y_{\mu}^{i}-u^{i}\right)-u^{\lambda} \mathcal{L}\right] \tag{3.4.22}
\end{equation*}
$$

## Chapter 4

## Connections in Hamiltonian field theory

Applied to field theory, the familiar symplectic Hamiltonian technique takes the form of instantaneous Hamiltonian formalism on an infinite-dimensional phase space, where canonical coordinates are field functions at a given instant of time (see, e.g., [134]). The Hamiltonian counterpart of Lagrangian formalism on fibre bundles is covariant Hamiltonian field theory where canonical momenta correspond to derivatives of fields with respect to all world coordinates (see [52, 123, 133, 268] for a survey). Covariant Hamiltonian formalism utilizes the Legendre bundle $\Pi$ (3.2.8) as a finite-dimensional momentum phase space of fields, and is equivalent to Lagrangian formalism in the case of hyperregular Lagrangians. A degenerate Lagrangian requires a set of associated Hamiltonian forms in order to exhaust all solutions of the Euler-Lagrange equations. It is important for quantization that these Hamiltonians are not necessarily non-degenerate. In the case of fibre bundles over $\mathbb{R}$, the covariant Hamiltonian approach provides the adequate Hamiltonian formulation of non-relativistic time-dependent mechanics (see Section 5.10). Covariant Hamiltonian field theory is formulated in terms of Hamiltonian connections and Hamiltonian forms which contain the connection dependent terms [123, 268].

### 4.1 Hamiltonian connections and Hamiltonian forms

Given a fibre bundle $Y \rightarrow X$, let $\Pi$ be the Legendre bundle (3.2.8) provided with the composite fibration

$$
\pi_{\Pi X}=\pi \circ \pi_{\Pi Y}: \Pi \rightarrow Y \rightarrow X
$$

For the sake of convenience, the fibration $\Pi \rightarrow Y$ will be called a vector Legendre bundle, in contrast with the Legendre bundle $\Pi \rightarrow X$.

There are the canonical isomorphism

$$
\begin{equation*}
\Pi=\stackrel{n}{\wedge} T^{*} X \underset{Y}{\otimes} V^{*} Y \underset{Y}{\otimes} T X \tag{4.1.1}
\end{equation*}
$$

and the canonical bundle monomorphism

$$
\begin{align*}
& \Theta_{Y}: \Pi \underset{Y}{\hookrightarrow} \stackrel{n+1}{\wedge} T^{*} Y \otimes T X \\
& \Theta_{Y}=p_{i}^{\lambda} d y^{i} \wedge \omega \otimes \partial_{\lambda}=p_{i}^{\lambda} \bar{d} y^{i} \wedge \omega_{\lambda}, \tag{4.1.2}
\end{align*}
$$

called the tangent-valued Liouville form on $\Pi$. Since the exterior differential $d$ can not be applied to the tangent-valued form (4.1.2), the polysymplectic form is defined as a unique $T X$-valued $(n+2)$-form $\Omega_{Y}$ on $\Pi$ such that the relation

$$
\left.\left.\Omega_{Y}\right\rfloor \phi=d\left(\Theta_{Y}\right\rfloor \phi\right)
$$

holds for arbitrary exterior 1 -forms $\phi$ on $X$ [123]. It is given by the coordinate expression

$$
\begin{equation*}
\mathbf{\Omega}_{Y}=d p_{i}^{\lambda} \wedge d y^{i} \wedge \omega \otimes \partial_{\lambda} \tag{4.1.3}
\end{equation*}
$$

which is maintained under holonomic coordinate transformations of $\Pi$.
Let $J^{1} \Pi$ be the first order jet manifold of the Legendre bundle $\Pi \rightarrow X$. It is equipped with the adapted coordinates $\left(x^{\lambda}, y^{i}, p_{i}^{\lambda}, y_{\mu}^{i}, p_{\mu i}^{\lambda}\right)$ such that $y_{\mu}^{i} \circ J^{1} \pi_{\Pi Y}=y_{\mu}^{i}$. A connection

$$
\begin{equation*}
\gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\gamma_{\lambda}^{i} \partial_{i}+\gamma_{\lambda i}^{\mu} \partial_{\mu}^{i}\right) \tag{4.1.4}
\end{equation*}
$$

on $\Pi \rightarrow X$ is called a Hamiltonian connection if the exterior form $\gamma\rfloor \Omega_{Y}$ is closed. Components of a Hamiltonian connection satisfy the conditions

$$
\begin{equation*}
\partial_{\lambda}^{i} \gamma_{\mu}^{j}-\partial_{\mu}^{j} \gamma_{\lambda}^{i}=0, \quad \partial_{i} \gamma_{\mu j}^{\mu}-\partial_{j} \gamma_{\mu i}^{\mu}=0, \quad \partial_{j} \gamma_{\lambda}^{i}+\partial_{\lambda}^{i} \gamma_{\mu j}^{\mu}=0 \tag{4.1.5}
\end{equation*}
$$

If the form $\gamma\rfloor \Omega_{Y}$ is closed, there is a contractible neighbourhood $U$ of each point of $\Pi$ which belongs to a holonomic coordinate chart ( $x^{\lambda}, y^{i}, p_{i}^{\lambda}$ ) and where the local form $\gamma\rfloor \boldsymbol{\Omega}_{Y}$ is exact. We have

$$
\begin{equation*}
\gamma\rfloor \boldsymbol{\Omega}_{Y}=d H=d p_{i}^{\lambda} \wedge d y^{i} \wedge \omega_{\lambda}-\left(\gamma_{\lambda}^{i} d p_{i}^{\lambda}-\gamma_{\lambda i}^{\lambda} d y^{i}\right) \wedge \omega \tag{4.1.6}
\end{equation*}
$$

on $U$. It is readily observed that the second term in the right-hand side of this equality is also an exact form on $U$. By virtue of the relative Poincaré lemma (see Remark 4.1.2 below), it can be brought into the form $d \mathcal{H} \wedge \omega$ where $\mathcal{H}$ is a local function on $U$. Then the form $H$ in the expression (4.1.6) reads

$$
\begin{equation*}
H=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-\mathcal{H} \omega . \tag{4.1.7}
\end{equation*}
$$

Further on, we will restrict our consideration to Hamiltonian connections $\gamma$ such that $\gamma\rfloor \Omega_{Y}$ is the exterior differential of some global form (4.1.7).

Remark 4.1.1. In conservative Hamiltonian mechanics, any function on a momentum phase space can play the role of a Hamiltonian. It is not so in Hamiltonian field theory and time-dependent mechanics where Hamiltonians $\mathcal{H}$ obey a certain coordinate transformation law (see Remark 5.10.1 below).

Remark 4.1.2. Relative Poincaré lemma. Let us consider the vector space $\mathbb{R}^{m} \times \mathbb{R}^{n}$ with the Cartesian coordinates ( $z^{\lambda}$ ). Let

$$
\phi=\varphi \wedge \omega, \quad \omega=d z^{1} \wedge \cdots \wedge d z^{n}
$$

be an exact $(r+n)$-form on $\mathbb{R}^{m} \times \mathbb{R}^{n}$. Then $\phi$ is brought into the form $\phi=d \sigma \wedge \omega$, where $\sigma$ is an $(r-1)$-form on $\mathbb{R}^{m} \times \mathbb{R}^{n}$, defined by the relation

$$
\begin{equation*}
\left.\left.\sigma(z) \wedge \omega=\int_{0}^{1} t^{r-1} z\right\rfloor \phi(t z)\right] d t . \tag{4.1.8}
\end{equation*}
$$

Indeed, it is easy to check that

$$
d(\sigma(z) \wedge \omega)=\int_{0}^{1} \frac{d}{d t}\left(t^{r} \phi(t z)\right) d t=\phi(z)
$$

If $n=0$, the expression (4.1.8) reduces to the well-known homotopy operator

$$
\begin{align*}
& \mathbf{h}: \mathfrak{D}^{r}\left(\mathbb{R}^{m}\right) \rightarrow \mathfrak{D}^{k-1}\left(\mathbb{R}^{m}\right), \\
& \left.\left.\mathbf{h}(\phi)=\int_{0}^{1} t^{r-1} z\right\rfloor \phi(t z)\right] d t, \tag{4.1.9}
\end{align*}
$$

(see, e.g., $[73,280]$ ). It is readily observed that the homotopy operator (4.1.9) obeys the relation

$$
d \circ \mathbf{h}+\mathbf{h} \circ d=\operatorname{Id} \mathfrak{O}^{*}\left(\mathbb{R}^{m}\right), \quad \mathbf{h}^{2}=0
$$

Let us consider the homogeneous Legendre bundle $Z_{Y}$ (3.2.4) and the affine bundle $Z_{Y} \rightarrow \Pi$ (3.2.7). This affine bundle is modelled over the pull-back vector bundle $\Pi \times{ }_{X}^{\times} \wedge T^{*} X \rightarrow \Pi$ in accordance with the exact sequence

$$
\begin{equation*}
0 \longrightarrow \Pi \underset{X}{\times} \wedge T^{*} X \hookrightarrow Z_{Y} \longrightarrow \Pi \longrightarrow 0 \tag{4.1.10}
\end{equation*}
$$

The homogeneous Legendre bundle $Z_{Y}$ is provided with the canonical exterior $n$ form

$$
\begin{equation*}
\Xi_{Y}=p \omega+p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda} \tag{4.1.11}
\end{equation*}
$$

whose exterior differential $d \Xi_{Y}$ is a multisymplectic form. Given any section $h$ of the affine bundle $Z_{Y} \rightarrow \Pi$ (3.2.7), the pull-back

$$
\begin{equation*}
H=h^{*} \Xi_{Y}=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-\mathcal{H} \omega \tag{4.1.12}
\end{equation*}
$$

is a called a Hamiltonian form on the Legendre bundle $\Pi$.
As an immediate consequence of this definition, we obtain that:
(i) Hamiltonian forms constitute a non-empty affine space modelled over the linear space of horizontal densities $\widetilde{H}=\widetilde{\mathcal{H}} \omega$ on $\Pi \rightarrow X$;
(ii) every connection $\Gamma$ on the fibre bundle $Y \rightarrow X$ yields the splitting (2.1.7) of the exact sequence (4.1.10) and defines the Hamiltonian form

$$
\begin{equation*}
H_{\Gamma}=\Gamma^{*} \Xi_{Y}=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-p_{i}^{\lambda} \Gamma_{\lambda}^{i} \omega ; \tag{4.1.13}
\end{equation*}
$$

(iii) given a connection $\Gamma$ on $Y \rightarrow X$, every Hamiltonian form $H$ admits the decomposition

$$
\begin{equation*}
H=H_{\Gamma}-\widetilde{H}_{\Gamma}=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-p_{i}^{\lambda} \Gamma_{\lambda}^{i} \omega-\widetilde{\mathcal{H}}_{\Gamma} \omega . \tag{4.1.14}
\end{equation*}
$$

Remark 4.1.3. The physical meaning of the splitting (4.1.14) is illustrated by the fact that, in the case of $X=\mathbb{R}$ of time-dependent mechanics, $\widetilde{\mathcal{F}}_{r}$ is exactly the energy of a mechanical system with respect to the reference frame $\Gamma$ (see Section 5.11). If a reference frame is fixed, the Hamiltonian form (4.1.12) coincides with the well-known integral invariant of Poincaré-Cartan in mechanics, where $\mathcal{H}$ is a Hamiltonian. In covariant Hamiltonian field theory, $\mathcal{H}$ is also called a Hamiltonian. The splitting (4.1.14) shows that it is not a density under holonomic coordinate transformations of $\Pi$.

The assertion (ii) can be generalized as follows. By a Hamiltonian map is meant any bundle morphism

$$
\begin{equation*}
\Phi=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Phi_{\lambda}^{i} \partial_{i}\right): \Pi_{\vec{Y}} J^{1} Y . \tag{4.1.15}
\end{equation*}
$$

In particular, let $\Gamma$ be a connection on $Y \rightarrow X$. Then the composition

$$
\begin{equation*}
\widehat{\Gamma}=\Gamma \circ \pi_{\Pi Y}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right): \Pi \rightarrow Y \rightarrow J^{1} Y \tag{4.1.16}
\end{equation*}
$$

is a Hamiltonian map.
Proposition 4.1.1. Every Hamiltonian map (4.1.15) defines the Hamiltonian form

$$
\begin{equation*}
\left.H_{\Phi}=-\Phi\right\rfloor \Theta=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-p_{i}^{\lambda} \Phi_{\lambda}^{i} \omega . \tag{4.1.17}
\end{equation*}
$$

Proof. Given an arbitrary connection $\Gamma$ on the fibre bundle $Y \rightarrow X$, the corresponding Hamiltonian map (4.1.16) defines the form $-\hat{\Gamma}\rfloor \Theta$ which is exactly the Hamiltonian form $H_{\Gamma}$ (4.1.13). Since $\Phi-\hat{\Gamma}$ is a $V Y$-valued basic 1 -form on $\Pi \rightarrow X$, $H_{\Phi}-H_{\Gamma}$ is a horizontal density on $\Pi$. Then the result follows from the assertion (i).

QED
Now we will show that every Hamiltonian form $H$ (4.1.12) admits a Hamiltonian connection $\gamma_{H}$ which obeys the condition

$$
\begin{align*}
& \gamma_{H} \mid \Omega_{Y}=d H,  \tag{4.1.18}\\
& \gamma_{\lambda}^{i}=\partial_{\lambda}^{i} \mathcal{H}, \quad \gamma_{\lambda i}^{\lambda}=-\partial_{i} \mathcal{H} . \tag{4.1.19}
\end{align*}
$$

It is readily observed that a Hamiltonian form $H$ (4.1.12) is the Poincare-Cartan form (3.2.5) of the Lagrangian

$$
\begin{equation*}
L_{H}=h_{0}(H)=\left(p_{i}^{\lambda} y_{\lambda}^{i}-\mathcal{H}\right) \omega \tag{4.1.20}
\end{equation*}
$$

on the jet manifold $J^{1} \Pi$. The Euler-Lagrange operator (3.2.3) associated with this Lagrangian reads

$$
\begin{align*}
& \mathcal{E}_{H}: J^{1} \Pi \rightarrow T^{*} \Pi \wedge\left(\wedge^{n} T^{*} X\right), \\
& \mathcal{E}_{H}=\left[\left(y_{\lambda}^{i}-\partial_{\lambda}^{i} \mathcal{H}\right) d p_{i}^{\lambda}-\left(p_{\lambda i}^{\lambda}+\partial_{i} \mathcal{H}\right) d y^{i}\right] \wedge \omega . \tag{4.1.21}
\end{align*}
$$

It is called the Hamilton operator for $H$. A glance at the expression (4.1.21) shows that this operator is an affine morphism over $\Pi$ of constant rank. It follows that its kernel (i.e., the Euler-Lagrange equations for $L_{H}$ )

$$
\begin{align*}
& y_{\lambda}^{i}=\partial_{\lambda}^{i} \mathcal{H}  \tag{4.1.22a}\\
& p_{\lambda i}^{\lambda}=-\partial_{\mathbf{i}} \mathcal{H} \tag{4.1.22b}
\end{align*}
$$

is an affine closed imbedded subbundle of the jet bundle $J^{1} \Pi \rightarrow \Pi$. By virtue of Definition 1.3.4, it is a system of first order differential equations on the Legendre bundle $\Pi \rightarrow X$, called the covariant Hamilton equations. Being an affine subbundle, $\operatorname{Ker} \mathcal{E}_{H} \rightarrow \Pi$ has a global section $\gamma_{H}$ which is a desired Hamiltonian connection obeying the relation (4.1.18).

If $n>1$, there is a set of Hamiltonian connections associated with the same Hamiltonian form $H$. They differ from each other in soldering forms $\sigma$ on $\Pi \rightarrow X$ which fulfill the equation $\sigma j \Omega_{Y}=0$. In particular, a Hamiltonian connection for the Hamiltonian form $H_{\Gamma}$ (4.1.13) reads

$$
\begin{equation*}
\tilde{\Gamma}=d x^{\lambda} \otimes\left[\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}+\left(K_{\lambda}{ }_{\nu}{ }_{\nu} p_{j}^{\nu}-K_{\lambda}{ }^{\alpha}{ }_{\alpha} p_{j}^{\mu}-\partial_{j} \Gamma_{\lambda}^{i} p_{i}^{\mu}\right) \partial_{\mu}^{j}\right] \tag{4.1.23}
\end{equation*}
$$

where $K$ is a symmetric linear connection on $X$.
Every Hamiltonian form $H$ defines the Hamiltonian map

$$
\begin{align*}
& \widehat{H}=J^{1} \pi_{\Pi Y} \circ \gamma_{H}: \Pi \rightarrow J^{1} \Pi \rightarrow J^{1} Y  \tag{4.1.24}\\
& y_{\lambda}^{i} \circ \widehat{H}=\partial_{\lambda}^{i} \mathcal{H}
\end{align*}
$$

which is the same for all Hamiltonian connection $\gamma_{H}$ associated with $H$.
Every integral section $J^{1} r=\gamma \circ r$ of a Hamiltonian connection $\gamma_{H}$ associated with a Hamiltonian form $H$ is obviously a solution of the Hamilton equations (4.1.22a)

- (4.1.22b). If $r: X \rightarrow \Pi$ is a global solution, there exists an extension of the local section $J^{1} r: r(X) \rightarrow \operatorname{Ker} \mathcal{E}_{H}$ to a Hamiltonian connection $\gamma_{H}$ which has $r$ as an integral section. Substituting $J^{1} r$ in (4.1.24), we obtain the equality

$$
\begin{equation*}
J^{1}\left(\pi_{\Pi Y} \circ r\right)=\widehat{H} \circ r, \tag{4.1.25}
\end{equation*}
$$

which is the coordinate-free form of the Hamilton equations (4.1.22a).

### 4.2 Lagrangian and Hamiltonian degenerate systems

Let us study the relations between the Euler-Lagrange equations (3.2.10) and the covariant Hamilton equations (4.1.22a) - (4.1.22a). The key point is that different solutions of the Euler-Lagrange equations for a degenerate Lagrangian may appear to be solutions of different Hamilton equations for different Hamiltonian forms.

We will start from the case of a hyperregular Lagrangian $L$. Then $\widehat{L}^{-1}$ is a Hamiltonian map. Let us consider the Hamiltonian form

$$
\begin{align*}
& H=H_{\hat{L}^{-1}}+\hat{L}^{-1} L,  \tag{4.2.1}\\
& \mathcal{H}=p_{i}^{\mu} \widehat{L}^{-1 i}-\mathcal{L}\left(x^{\lambda}, y^{j}, \hat{L}^{-1 j}\right),
\end{align*}
$$

where $H_{\hat{L}^{-1}}$ is the Hamiltonian form (4.1.17) associated with the Hamiltonian map $\hat{L}^{-1}$. Let $s$ be a solution of the Euler-Lagrange equations (3.2.10) for the Lagrangian $L$. A direct computation shows that $\hat{L} \circ J^{1} s$ is a solution of the Hamilton equations (4.1.22a) - (4.1.22a) for the Hamiltonian form $H$ (4.2.1). Conversely, if $r$ is a solution of the Hamilton equations (4.1.22a) - (4.1.22a) for the Hamiltonian form $H$ (4.2.1), then $s=\pi_{\Pi Y} \circ r$ is a solution of the Euler-Lagrange equations (3.2.10) for $L$ (see the equality (4.1.25)). It. follows that, in the case of hyperregular Lagrangians, covariant Hamiltonian formalism is equivalent to the Lagrangian one.

Let now $L$ be an arbitrary Lagrangian on the configuration space $J^{1} Y$. A Hamiltonian form $H$ is said to be associated with a Lagrangian $L$ if $H$ satisfies the relations

$$
\begin{align*}
& \widehat{L} \circ \widehat{H} \circ \widehat{L}=\widehat{L},  \tag{4.2.2a}\\
& H=H_{\widehat{H}}+\widehat{H}^{*} L . \tag{4.2.2b}
\end{align*}
$$

A glance at the relation (4.2.2a) shows that $\widehat{L} \circ \widehat{H}$ is the projector

$$
\begin{equation*}
p_{i}^{\mu}(p)=\partial_{i}^{\mu} \mathcal{L}\left(x^{\lambda}, y^{i}, \partial_{\lambda}^{j} \mathcal{H}(p)\right), \quad p \in N_{L}, \tag{4.2.3}
\end{equation*}
$$

from $\Pi$ onto the Lagrangian constraint space $N_{L}=\widehat{L}\left(J^{1} Y\right)$. Accordingly, $\widehat{H} \circ \widehat{L}$ is the projector from $J^{1} Y$ onto $\widehat{H}\left(N_{L}\right)$. A Hamiltonian form is called weakly associated with a Lagrangian $L$ if the condition (4.2.2b) holds on the Lagrangian constraint space $N_{L}$.

Proposition 4.2.1. If a Hamiltonian map $\Phi$ (4.1.15) obeys the relation (4.2.2a), then the Hamiltonian form $H=H_{\Phi}+\Phi^{*} L$ is weakly associated with the Lagrangian $L$. If $\Phi=\widehat{H}$, then $H$ is associated with $L$. $\square$

Proposition 4.2.2. Any Hamiltonian form $H$ weakly associated with a Lagrangian $L$ fulfills the relation

$$
\begin{equation*}
\left.H\right|_{N_{L}}=\left.\widehat{H}^{*} H_{L}\right|_{N_{L}}, \tag{4.2.4}
\end{equation*}
$$

where $H_{L}$ is the Poincare Cartan form (3.2.5).
Proof. The relation (4.2.2b) takes the coordinate form

$$
\begin{equation*}
\mathcal{H}(p)=p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{L}\left(x^{\lambda}, y^{i}, \partial_{\lambda}^{j} \mathcal{H}(p)\right), \quad p \in N_{L} . \tag{4.2.5}
\end{equation*}
$$

Substituting (4.2.3) and (4.2.5) in (4.1.12), we obtain the relation (4.2.4). QED
The difference between associated and weakly associated Hamiltonian forms lies in the following. Let $H$ be an associated Hamiltonian form, i.e., the equality (4.2.5) holds everywhere on $\Pi$. Acting on this equality by the exterior differential, we obtain the relations

$$
\begin{align*}
& \partial_{\mu} \mathcal{H}(p)=-\left(\partial_{\mu} \mathcal{L}\right) \circ \widehat{H}(p), \quad p \in N_{L}, \\
& \partial_{i} \mathcal{H}(p)=-\left(\partial_{i} \mathcal{L}\right) \circ \widehat{H}(p), \quad p \in N_{L},  \tag{4.2.6}\\
& \left(p_{i}^{\mu}-\left(\partial_{i}^{\mu} \mathcal{L}\right)\left(x^{\lambda}, y^{i}, \partial_{\lambda}^{j} \mathcal{H}\right)\right) \partial_{\mu}^{i} \partial_{\alpha}^{a} \mathcal{H}=0 . \tag{4.2.7}
\end{align*}
$$

The relation (4.2.7) shows that the associated Hamiltonian form is not regular outside the Lagrangian constraint space $N_{L}$. In particular, any Hamiltonian form is weakly associated with the Lagrangian $L=0$, while the associated Hamiltonian forms are only of the form $H_{\Gamma}$ (4.1.13).

A hyperregular Lagrangian has a unique weakly associated Hamiltonian form (4.2.1). In the case of a regular Lagrangian $L$, the Lagrangian constraint space $N_{L}$ is an open subbundle of the vector Legendre bundle $\Pi \rightarrow Y$. If $N_{L} \neq \Pi$, a
weakly associated Hamiltonian form fails to be defined everywhere on $\Pi$ in general. At the same time, the open subbundle $N_{L}$ can be provided with the pull-back polysymplectic structure with respect to the imbedding $N_{L} \hookrightarrow \Pi$, so that one may consider Hamiltonian forms on $N_{L}$.

Contemporary field models are almost never regular. Hereafter, we will restrict our consideration to almost regular Lagrangians. From the physical viewpoint, Lagrangians of the most of field models are of this type. From the mathematical one, this notion of degencracy is particularly appropriate in order to study the relations between solutions of Euler-Lagrange and Hamilton equations.

The following assertion is a corollary of Proposition 4.2.1.

Proposition 4.2.3. A Hamiltonian form $H$ weakly associated with an almost regular Lagrangian $L$ exists if and only if the fibred manifold $J^{1} Q \rightarrow N_{L}$ admits a global section.

There is another useful fact.

Lemma 4.2.4. The Poincaré-Cartan form $H_{L}$ for an almost regular Lagrangian $L$ is constant on the connected pre-image $\widehat{L}^{-1}(p)$ of any point $p \in N_{L}$.

Proof. Let $u$ be a vertical vector field on the affine jet bundle $J^{1} Y \rightarrow Y$ which takes its values into the kernel of the tangent map $T \hat{L}$ to $\widehat{L}$. Then $L_{u} H_{L}=0$. QED

Then we come to the following assertion.

Proposition 4.2.5. All Harniltonian forms weakly associated with an almost regular Lagrangian $L$ coincide with each other on the Lagrangian constraint space $N_{L}$, and the Poincaré-Cartan form $H_{L}(3.2 .5)$ for $L$ is the pull-back

$$
\begin{align*}
& H_{L}=\hat{L}^{*} H  \tag{4.2.8}\\
& \left(\pi_{i}^{\lambda} y_{\lambda}^{i}-\mathcal{L}\right) \omega=\mathcal{H}\left(x^{\mu}, y^{j}, \pi_{j}^{\mu}\right) \omega
\end{align*}
$$

of any such a Hamiltonian form $H$.
Proof. Given a vector $v \in T_{p} I$, the value $\left.T \widehat{H}(v)\right\rfloor H_{L}(\widehat{H}(p))$ is the same for all Hamiltonian maps $\widehat{H}$ satisfying the relation (4.2.2a). Then the results follow from the relation (4.2.4).

Proposition 4.2.5 enables one to connect Euler-Lagrange equations for an almost regular Lagrangian $L$ with the Hamilton equations for Hamiltonian forms weakly associated with $L[123,126,266,267,268]$.

Theorem 4.2.6. Let a section $r$ of $\Pi \rightarrow X$ be a solution of the Hamilton equations (4.1.22a) - (4.1.22b) for a Hamiltonian form $H$ weakly associated with an almost regular Lagrangian $L$. If $r$ lives in the Lagrangian constraint space $N_{L}$, the section $s=\pi_{\Pi Y} \circ r$ of $Y \rightarrow X$ satisfies the Euler-Lagrange equations (3.2.10).

The proof is based on the relation $\mathcal{E}_{L}=\left.\left(J^{1} \widehat{L}\right)^{*} \mathcal{E}_{H}\right|_{J^{2} Y}$. The converse assertion is more intricate.

Theorem 4.2.7. Given an almost regular Lagrangian $L$, let a section $s$ of the fibre bundle $Y \rightarrow X$ be a solution of the Euler-Lagrange equations (3.2.10). Let $H$ be a Hamiltonian form weakly associated with $L$, and let $H$ satisfy the relation

$$
\begin{equation*}
\widehat{H} \circ \widehat{L} \circ J^{1} s=J^{1} s \tag{4.2.9}
\end{equation*}
$$

Then the section $r=\hat{L} \circ J^{1} s$ of the Legendre bundle $\Pi \rightarrow X$ is a solution of the Hamilton equations (4.1.22a) - (4.1.22b) for $H$.

We will say that a set of Hamiltonian forms $H$ weakly associated with an almost regular Lagrangian $L$ is complete if, for each solution $s$ of the Euler-Lagrange equations, there exists a solution $r$ of the Hamilton equations for a Hamiltonian form $H$ from this set such that $s=\pi_{\Pi Y} \circ r$. By virtue of Theorem 4.2.7, a set of weakly associated Hamiltonian forms is complete if, for every solution $s$ of the Euler-Lagrange equations for $L$, there is a Hamiltonian form $H$ from this set which fulfills the relation (4.2.9).

In accordance with Proposition 4.2.3, on an open neighbourhood in $\Pi$ of each point $p \in N_{L}$, there exists a complete set of local Hamiltonian forms weakly associated with an almost regular Lagrangian $L$. Moreover, one can always construct a complete set of associated Hamiltonian forms [268, 311]

### 4.3 Quadratic and affine degenerate systems

Lagrangians of field models are almost always quadratic or affine in the derivatives of field functions. Gauge theory exemplifies a model with a degenerate quadratic

Lagrangian (see Section 6.4), whereas fermion fields are described by the affine one (see Section 7.5). In this Section, we obtain the complete sets of Hamiltonian forms weakly associated with almost regular quadratic and affine Lagrangians. Hamiltonian forms in such a complete set are parametrised by different connections on the fibre bundle $Y \rightarrow X$.

Let $L$ (3.3.1) be an almost regular quadratic Lagrangian, $\sigma$ a linear map (3.3.8) and $\Gamma$ a connection (3.3.4). Similarly to the splitting (3.3.12a) of the configuration space $J^{1} Y$, we have the splitting of the momentum phase space

$$
\begin{align*}
& \Pi=\mathcal{R}(\Pi) \underset{Y}{\oplus} \mathcal{P}(\Pi)=\operatorname{Ker} \sigma_{0} \underset{Y}{\oplus} N_{L}  \tag{4.3.1a}\\
& p_{i}^{\lambda}=\mathcal{R}_{i}^{\lambda}+\mathcal{P}_{i}^{\lambda}=\left[p_{i}^{\lambda}-a_{i j}^{\lambda \mu} \sigma_{\mu \alpha}^{j k} p_{k}^{\alpha}\right]+\left[a_{i j}^{\lambda \mu} \sigma_{\mu \alpha}^{j k} p_{k}^{\alpha}\right] . \tag{4.3.1b}
\end{align*}
$$

In the coordinates (4.3.1b), the Lagrangian constraint space (3.3.2) is given by the reducible constraints

$$
\begin{equation*}
\mathcal{R}_{i}^{\lambda}=\left[p_{i}^{\lambda}-a_{i j}^{\lambda \mu} \sigma_{\mu \alpha}^{j k} p_{k}^{\alpha}\right]=0 \tag{4.3.2}
\end{equation*}
$$

Let us consider the affine Hamiltonian map

$$
\begin{equation*}
\Phi=\hat{\Gamma}+\sigma: \Pi \rightarrow J^{1} Y, \quad \Phi_{\lambda}^{i}=\Gamma_{\lambda}^{i}+\sigma_{\lambda \mu}^{i j} p_{j}^{\mu} \tag{4.3.3}
\end{equation*}
$$

and the Hamiltonian form

$$
\begin{align*}
H & =H_{\Phi}+\Phi^{*} L=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-\left[\Gamma_{\lambda}^{i} p_{i}^{\lambda}+\frac{1}{2} \sigma_{0}{ }_{\lambda \lambda}^{i j} p_{i}^{\lambda} p_{j}^{\mu}+\sigma_{1 \lambda \mu}^{i j} p_{i}^{\lambda} p_{j}^{\mu}-c^{\prime}\right] \omega  \tag{4.3.4}\\
& =\left(\mathcal{R}_{i}^{\lambda}+\mathcal{P}_{i}^{\lambda}\right) d y^{i} \wedge \omega_{\lambda}-\left[\left(\mathcal{R}_{i}^{\lambda}+\mathcal{P}_{i}^{\lambda}\right) \Gamma_{\lambda}^{i}+\frac{1}{2} \sigma_{0}{ }_{\lambda \mu \mu}^{i j} \mathcal{P}_{i}^{\lambda} \mathcal{P}_{j}^{\mu}+\sigma_{1}^{i j} p_{i}^{\lambda} p_{j}^{\mu}-c^{\prime}\right] \omega
\end{align*}
$$

Proposition 4.3.1. The Hamiltonian forms (4.3.4) parametrised by connections $\Gamma$ (3.3.4) are weakly associated with the Lagrangian (3.3.1) and constitute a complete set.

Proof. By the very definitions of $\Gamma$ and $\sigma$, the Hamiltonian map (4.3.3) satisfies the condition (4.2.2a). Then $H$ is weakly associated with $L$ (3.3.1) in accordance with Proposition 4.2.1. Let us write the corresponding Hamilton equations (4.1.22a) for a section $r$ of the Legendre bundle $\Pi \rightarrow X$. They are

$$
\begin{equation*}
J^{1} s=(\hat{\Gamma}+\sigma) \circ r, \quad s=\pi_{\Pi Y} \circ r \tag{4.3.5}
\end{equation*}
$$

Due to the surjections $\mathcal{S}$ and $\mathcal{F}$ (3.3.12a), the Hamilton equations (4.3.5) break in two parts

$$
\begin{align*}
& \mathcal{S} \circ J^{1} s=\Gamma \circ s,  \tag{4.3.6}\\
& \partial_{\lambda} r^{i}-\sigma_{\lambda \alpha}^{i k}\left(a_{k j}^{\alpha \mu} \partial_{\mu} r^{j}+b_{k}^{\alpha}\right)=\Gamma_{\lambda}^{i} \circ s, \\
& \mathcal{F} \circ J^{1} s=\sigma \circ r  \tag{4.3.7}\\
& \sigma_{\lambda \alpha}^{i k}\left(a_{k j}^{\alpha \mu} \partial_{\mu} r^{j}+b_{k}^{\alpha}\right)=\sigma_{\lambda \alpha}^{i k} r_{k}^{\alpha} .
\end{align*}
$$

Let $s$ be an arbitrary section of $Y \rightarrow X$, c.g., a solution of the Euler-Lagrange equations. There exists a connection $\Gamma$ (3.3.4) such that the relation (4.3.6) holds, namely, $\Gamma=\mathcal{S} \circ \Gamma^{\prime}$ where $\Gamma^{\prime}$ is a connection on $Y \rightarrow X$ which has $s$ as an integral section. It is easily seen that, in this case, the Hamiltonian map (4.3.3) satisfies the relation (4.2.9) for $s$. Hence, the Hamiltonian forms (4.3.4) constitute a complete set.

QED
It is readily observed that, if $\sigma_{1}=0$, then $\Phi=\widehat{H}$ and the Hamiltonian forms (4.3.4) are associated with the Lagrangian (3.3.1). If $\sigma_{1}$ is non-degenerate, so is the Hamiltonian form (4.3.4). Thus, for different $\sigma_{1}$, we have different complete sets of Hamiltonian forms (4.3.4). Hamiltonian forms $H$ (4.3.4) from such a complete set differ from each other in the term $\phi_{\lambda}^{i} \mathcal{R}_{i}^{\lambda}$, where $\phi$ are the soldering forms (3.3.6). It follows from the splitting (4.3.1a) that this term vanishes on the Lagrangian constraint space. Accordingly, the Hamilton equations for different Hamiltonian forms (4.3.4) weakly associated with the same quadratic Lagrangian (3.3.1) differ from each other in the cquations (4.3.6). These equations are independent of momenta and play the role of gauge-type conditions.

Let us turn now to an affine Lagrangian

$$
\begin{equation*}
\mathcal{L}=b_{i}^{\lambda} y_{\lambda}^{i}+c \tag{4.3.8}
\end{equation*}
$$

where $b$ and $c$ are local functions on $Y$. The associated Legendre map takes the form

$$
\begin{equation*}
p_{i}^{\lambda} \circ \widehat{L}=b_{i}^{\lambda} \tag{4.3.9}
\end{equation*}
$$

Clearly, the Lagrangian (4.3.8) is almost regular.
Let $\Gamma$ be an arbitrary conncction on the fibre bundle $Y \rightarrow X$ and $\hat{\Gamma}$ the associated Hamiltonian map (4.1.16). Let us consider the Hamiltonian form

$$
\begin{equation*}
H=H_{\Gamma}+L \circ \Gamma=p_{i}^{\lambda} d y^{i} \wedge \omega_{\lambda}-\left(p_{i}^{\lambda}-b_{i}^{\lambda}\right) \Gamma_{\lambda}^{i} \omega+c \omega \tag{4.3.10}
\end{equation*}
$$

It is associated with the affine Lagrangian (4.3.8). The corresponding Hamiltonian map is

$$
\begin{equation*}
y_{\lambda}^{i} \circ \widehat{H}=\Gamma_{\lambda}^{i} . \tag{4.3.11}
\end{equation*}
$$

It follows that the Hamilton equations (4.1.22a) for the Hamiltonian form $H$ reduce to the gauge-type condition

$$
\partial_{\lambda} r^{i}=\Gamma_{\lambda}^{i}
$$

whose solutions are integral sections of the connection $\Gamma$.
Conversely, for each section $s$ of the fibre bundle $Y \rightarrow X$, there exists a connection $\Gamma$ on $Y$ whose integral section is $s$. Then the corresponding Hamiltonian map (4.3.11) obeys the condition (4.2.9). It follows that the Hamiltonian forms (4.3.10) parameterized by connections $\Gamma$ on $Y \rightarrow X$ constitute a complete set.

### 4.4 Connections and Hamiltonian conservation laws

As in Lagrangian field theory, different connections are responsible for different energy-momentum currents in Hamiltonian field theory.

To obtain the conservation laws within the framework of covariant Hamiltonian formalism, let use the fact that a Hamiltonian form $H$ (4.1.12) is the PoincarćCartan form for the Lagrangian $L_{H}(4.1 .20)$ and that the Hamilton equations for $H$, by definition, are the Euler -Lagrange equations for $L_{H}$.

Due to the canonical lift (1.2.2), every projectable vector field $u$ on the fibre bundle $Y \rightarrow X$ gives rise to the vector field

$$
\begin{equation*}
\tilde{u}=u^{\mu} \partial_{\mu}+u^{i} \partial_{i}+\left(-\partial_{i} u^{j} p_{j}^{\lambda}-\partial_{\mu} u^{\mu} p_{i}^{\lambda}+\partial_{\mu} u^{\lambda} p_{i}^{\mu}\right) \partial_{\lambda}^{i} \tag{4.4.1}
\end{equation*}
$$

on the Legendre bundle $\Pi \rightarrow Y$. We have

$$
\begin{equation*}
\mathbf{L}_{\tilde{u}} H=\mathbf{L}_{J_{1} \sim} L_{H}=\left(-u^{i} \partial_{i} \mathcal{H}-\partial_{\mu}\left(u^{\mu} \mathcal{H}\right)-u_{i}^{\lambda} \partial_{\lambda}^{i} \mathcal{H}+p_{i}^{\lambda} \partial_{\lambda} u^{i}\right) \omega \tag{4.4.2}
\end{equation*}
$$

It follows that the Hamiltonian form $H$ and the Lagrangian $L_{H}$ have the same gauge symmetries. Then one can follow the standard procedure of describing differential conservation laws in Lagrangian formalism (see Chapter 3), and apply the first variational formula (3.2.2) to the Lagrangian (4.1.20) [123]. We have

$$
\begin{aligned}
& -u^{i} \partial_{i} \mathcal{H}-\partial_{\mu}\left(u^{\mu} \mathcal{H}\right)-u_{i}^{\lambda} \partial_{\lambda}^{i} \mathcal{H}+p_{i}^{\lambda} \partial_{\lambda} u^{i} \equiv-\left(u^{i}-y_{\mu}^{i} u^{\mu}\right)\left(p_{\lambda i}^{\lambda}+\partial_{i} \mathcal{H}\right)+ \\
& \quad\left(-\partial_{i} u^{j} p_{j}^{\lambda}-\partial_{\mu} u^{\mu} p_{i}^{\lambda}+\partial_{\mu} u^{\lambda} p_{i}^{\mu}-p_{\mu i}^{\lambda} u^{\mu}\right)\left(y_{\lambda}^{i}-\partial_{\lambda}^{i} \mathcal{H}\right)- \\
& d_{\lambda}\left[p_{i}^{\lambda}\left(\partial_{\mu}^{i} \mathcal{H} u^{\mu}-u^{i}\right)-u^{\lambda}\left(p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{H}\right)\right]
\end{aligned}
$$

On the shell (4.1.22a) - (4.1.22b), this identity takes the form

$$
\begin{array}{r}
-u^{i} \partial_{i} \mathcal{H}-\partial_{\mu}\left(u^{\mu} \mathcal{H}\right)-u_{i}^{\lambda} \partial_{\lambda}^{i} \mathcal{H}+p_{i}^{\lambda} \partial_{\lambda} u^{i} \approx-  \tag{4.4.3}\\
d_{\lambda}\left[p_{i}^{\lambda}\left(\partial_{\mu}^{i} \mathcal{H} u^{\mu}-u^{i}\right)-u^{\lambda}\left(p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{H}\right)\right]
\end{array}
$$

If $\mathbf{L}_{J^{1} \tilde{u}} L_{H}=0$, we obtain the weak conservation law

$$
\begin{equation*}
0 \approx-d_{\lambda}\left[p_{i}^{\lambda}\left(u^{\mu} \partial_{\mu}^{i} \mathcal{H}-u^{i}\right)-u^{\lambda}\left(p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{H}\right)\right] \omega \tag{4.4.4}
\end{equation*}
$$

of the current

$$
\begin{equation*}
\tilde{\mathfrak{T}}^{\lambda}=p_{i}^{\lambda}\left(u^{\mu} \partial_{\mu}^{i} \mathcal{H}-u^{i}\right)-u^{\lambda}\left(p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{H}\right) \tag{4.4.5}
\end{equation*}
$$

On solutions $r$ of the covariant Hamilton equations (4.1.22a) - (4.1.22b), the weak equality (4.4.4) leads to the weak differential conservation law

$$
0 \approx-\frac{\partial}{\partial x^{\lambda}} \tilde{\lambda}^{\lambda}(r) .
$$

There is the following relation between differential conservation laws in Lagrangian and Hamiltonian formalisms.

Proposition 4.4.1. Let a Hamiltonian form $H$ be associated with an almost regular Lagrangian $L$. Let $r$ be a solution of the Hamilton equations (4.1.22a) (4.1.22b) for $H$ which lives in the Lagrangian constraint space $N_{L}$, and $s=\pi_{\Pi Y} \circ r$ the corresponding solution of the Euler-Lagrange equations for $L$ so that the relation (4.2.9) holds. Then, for any projectable vector field $u$ on the fibre bundle $Y \rightarrow X$, we have

$$
\begin{equation*}
\tilde{\mathfrak{T}}(r)=\mathfrak{T}(\widehat{H} \circ r), \quad \tilde{\mathfrak{T}}\left(\hat{L} \circ J^{1} s\right)=\mathfrak{T}(s) \tag{4.4.6}
\end{equation*}
$$

where $\mathfrak{T}$ is the current (3.4.3) on $J^{1} Y$ and $\tilde{T}$ is the current (4.4.5) on $\Pi$. $\square$
In particular, let $u=u^{i} \partial_{i}$ be a vertical vector field on $Y \rightarrow X$. Given the splitting (4.1.14) of a Hamiltonian form $H$, the Lie derivative (4.4.2) takes $\mathbf{L}_{\tilde{u}} H$ takes the form

$$
\left.\mathbf{L}_{\tilde{u}} H=\left(p_{j}^{\lambda}\left[\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}, u\right]^{j}-u\right] d \widetilde{\mathcal{H}}_{\Gamma}\right) \omega
$$

where [., .] is the Lie bracket of vector fields. The corresponding Noether current (4.4.5) reads

$$
\begin{equation*}
\left.\left.\tilde{\mathfrak{T}}_{u}=\tilde{\mathfrak{T}}^{\lambda} \omega_{\lambda}=-u\right\rfloor \Theta_{Y}=-u\right\rfloor H, \quad \tilde{\mathfrak{T}}^{\lambda}=-u^{i} p_{i}^{\lambda} \tag{4.4.7}
\end{equation*}
$$

Remark 4.4.1. The Noether currents (4.4.7), taken with the sign minus, constitute a Lie algebra with respect to the bracket

$$
\begin{equation*}
\left[-\tilde{\mathfrak{T}}_{u},-\tilde{\mathfrak{T}}_{u^{\prime}}\right] \stackrel{\text { def }}{=}-\tilde{\mathfrak{T}}_{\left[u, u^{\prime}\right]} . \tag{4.4.8}
\end{equation*}
$$

If $Y \rightarrow X$ is a vector bundle and $X$ is provided with a non-degenerate metric $g$, the bracket (4.4.8) can be extended to any horizontal ( $n-1$ )-forms $\phi=\phi^{\lambda} \omega_{\lambda}$ on $\Pi$ by the law

$$
\left[\phi, \phi^{\prime}\right]=g_{\alpha \beta} g^{\mu \nu}\left(\partial_{\mu}^{i} \phi^{\alpha} \partial_{i} \phi^{\beta}-\partial_{\mu}^{i} \phi^{\prime \beta} \partial_{i} \phi\right) \omega_{\nu}
$$

Let $\tau=\tau^{\lambda} \partial_{\lambda}$ be a vector field on $X$ and

$$
\tau_{\Gamma}=\tau^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}\right)
$$

its horizontal lift onto $Y$ by means of a connection $\Gamma$ on $Y \rightarrow X$. In this case, the weak identity (4.4.3) takes the form

$$
-\left(\partial_{\mu}+\Gamma_{\mu}^{j} \partial_{j}-p_{i}^{\lambda} \partial_{j} \Gamma_{\mu}^{i} \partial_{\lambda}^{j}\right) \widetilde{\mathcal{H}}_{\Gamma}+p_{i}^{\lambda} R_{\lambda \mu}^{i} \approx-d_{\lambda} \widetilde{\mathfrak{T}}_{\Gamma}{ }_{\mu}{ }_{\mu}
$$

where the current (4.4.5) reads

$$
\begin{equation*}
\tilde{\mathfrak{T}}_{\Gamma}^{\lambda}=\tau^{\mu} \tilde{\mathfrak{T}}_{\Gamma}^{\lambda}{ }_{\mu}=\tau^{\mu}\left(p_{i}^{\lambda} \partial_{\mu}^{i} \widetilde{\mathcal{H}}_{\Gamma}-\delta_{\mu}^{\lambda}\left(p_{i}^{\nu} \partial_{\nu}^{i} \widetilde{\mathcal{H}}_{\Gamma}-\widetilde{\mathcal{H}}_{\Gamma}\right)\right) \tag{4.4.9}
\end{equation*}
$$

The relations (4.4.6) show that, on the Lagrangian constraint space $N_{L}$, the current (4.4.9) can be treated as the Hamiltonian energy-momentum current relative to the connection $\Gamma$.

In particular, let us consider the weak identity (4.4.3) when the vector field $\tilde{u}$ on $\Pi$ is the horizontal lift of a vector field $\tau$ on $X$ by means of a Hamiltonian connection on $\Pi \rightarrow X$ which is associated with the Hamiltonian form $H$. We have

$$
\tilde{u}=\tau^{\mu}\left(\partial_{\mu}+\partial_{\mu}^{i} \mathcal{H} \partial_{i}+\gamma_{\mu i}^{\lambda} \partial_{\lambda}^{i}\right)
$$

In this case, the corresponding energy-momentum current is

$$
\begin{equation*}
\tilde{\mathfrak{T}}^{\lambda}=-\tau^{\lambda}\left(p_{i}^{\mu} \partial_{\mu}^{i} \mathcal{H}-\mathcal{H}\right) \tag{4.4.10}
\end{equation*}
$$

and the weak identity (4.4.3) takes the form

$$
\begin{equation*}
-\partial_{\mu} \mathcal{H}+d_{\lambda}\left(p_{i}^{\lambda} \partial_{\mu}^{i} \mathcal{H}\right) \approx \partial_{\mu}\left(p_{i}^{\lambda} \partial_{\lambda}^{i} \mathcal{H}-\mathcal{H}\right) \tag{4.4.11}
\end{equation*}
$$

A glance at the expression (4.4.11) shows that the energy-momentum current (4.4.10) is not conserved, but we can write the weak identity

$$
-\partial_{\mu} \mathcal{H}+d_{\lambda}\left[p_{i}^{\lambda} \partial_{\mu}^{i} \mathcal{H}-\delta_{\mu}^{\lambda}\left(p_{i}^{\nu} \partial_{\nu}^{i} \mathcal{H}-\mathcal{H}\right)\right] \approx 0 .
$$

This is exactly the Hamiltonian form of the canonical energy-momentum conservation law (3.4.13) in Lagrangian formalism.

### 4.5 The vertical extension of Hamiltonian formalism

The vertical extension of field theory on a fibre bundle $Y \rightarrow X$ to the vertical tangent bundle $V Y$ of $Y \rightarrow X$ describe linear deviations of fields. It is also a preliminary step toward its SUSY extension in Section 9.6.

Let us start from the vertical extension of Lagrangian formalism. The configuration space of a field theory on $V Y \rightarrow X$ is the jet manifold $J^{1} V Y$. Due to the canonical isomorphism $J^{1} V Y=V J^{1} Y$ (1.3.11), it is provided with the coordinates ( $x^{\lambda}, y^{i}, y_{\lambda}^{i}, \dot{y}^{i}, \dot{y}_{\lambda}^{i}$ ). It follows that Lagrangian formalism on $J^{1} V Y$ can be developed as the vertical extension of Lagrangian formalism on $J^{1} Y$. Let $L$ be a Lagrangian on $J^{1} Y$. Its prolongation onto the vertical configuration space $J^{1} V Y$ can be defined as the vertical tangent morphism

$$
\begin{align*}
& L_{V}=\mathrm{pr}_{2} \circ V L: V J^{\prime} Y \rightarrow \wedge^{n} T^{*} X,  \tag{4.5.1}\\
& \mathcal{L}_{V}=\partial_{V} \mathcal{L}=\left(\dot{y}^{i} \partial_{i}+\dot{y}_{\lambda}^{i} \partial_{i}^{\lambda}\right) \mathcal{L},
\end{align*}
$$

to the morphism $L$ (3.0.1). The corresponding Euler-Lagrange equations (3.2.10) read

$$
\begin{align*}
& \dot{\delta}_{i} \mathcal{L}_{V}=\delta_{i} \mathcal{L}=0,  \tag{4.5.2a}\\
& \delta_{i} \mathcal{L}_{V}=\partial_{V} \delta_{i} \mathcal{L}=0, \quad \partial_{V}=\dot{y}^{i} \partial_{i}+\dot{y}_{\lambda}^{i} \partial_{i}^{\lambda}+\dot{y}_{\mu \lambda}^{i} \partial_{i}^{\mu \lambda} . \tag{4.5.2b}
\end{align*}
$$

The equations (4.5.2a) are exactly the Euler-Lagrange equations for the Lagrangian $L$. In order to clarify the physical meaning of the equations (4.5.2b), let us suppose that $Y \rightarrow X$ is a vector bundle. Given a solution $s$ of the Euler-Lagrange equations (3.2.10), let $\delta s$ be a Jacobi field, i.e., $s+\varepsilon \delta s$ is also a solution of the same EulerLagrange equations modulo the terms of order > 1 in the parameter $\varepsilon$. Then it is readily observed that the Jacobi field $\delta s$ satisfies the Euler-Lagrange equations (4.5.2b).

The momentum phase space of a field theory on $V Y$ is the vertical Legendre bundle

$$
\Pi_{V Y}=V^{*} V Y \stackrel{\wedge}{\wedge Y}\left({ }^{n-1} T^{*} X\right)
$$

Lemma 4.5.1. There exists the bundle isomorphism

$$
\begin{equation*}
\Pi_{V Y} \cong V \Pi, \quad p_{i}^{\lambda} \longleftrightarrow \dot{p}_{i}^{\lambda}, \quad q_{i}^{\lambda} \longleftrightarrow p_{i}^{\lambda} \tag{4.5.3}
\end{equation*}
$$

written with respect to the holonomic coordinates ( $x^{\lambda}, y^{i}, \dot{y}^{i}, p_{i}^{\lambda}, q_{i}^{\lambda}$ ) on $\Pi_{V Y}$ and ( $x^{\lambda}, y^{i}, p_{i}^{\lambda}, y^{i}, \dot{p}_{i}^{\lambda}$ ) on $V \Pi$.

Proof. Similarly to the well-known isomorphism between the fibre bundles $T T^{*} X$ and $T^{*} T X$ [174], the isomorphism

$$
V V^{*} Y \underset{V Y}{\cong} V^{*} V Y, \quad p_{i} \longleftrightarrow \dot{v}_{i}, \quad \dot{p}_{i} \longleftrightarrow \dot{y}_{i}
$$

can be established by inspection of the transformation laws of the holonomic coordinates ( $x^{\lambda}, y^{i}, p_{i}$ ) on $V^{*} Y$ and $\left(x^{\lambda}, y^{i}, v^{i}\right)$ on $V Y$.
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It follows that Hamiltonian formalism on the vertical Legendre bundle $\Pi_{V Y}$ can be developed as the vertical extension onto $V \Pi$ of covariant Hamiltonian formalism on $\Pi$, where the canonical conjugate pairs are ( $y^{i}, \dot{p}_{i}^{\lambda}$ ) and ( $\dot{y}^{i}, p_{i}^{\lambda}$ ). Any Lagrangian (4.5.1) yields the vertical Legendre map

$$
\begin{align*}
& \widehat{L}_{V}=V \hat{L}: V J^{1} Y \overrightarrow{V Y} V I I,  \tag{4.5.4}\\
& p_{i}^{\lambda}=\dot{\partial}_{i}^{\lambda} \mathcal{L}_{V}=\pi_{i}^{\lambda}, \quad \dot{p}_{i}^{\lambda}=\partial_{V} \pi_{i}^{\lambda},  \tag{4.5.5}\\
& \partial_{V}=\dot{y}^{i} \partial_{i}+\dot{p}_{i}^{\lambda} \partial_{\lambda}^{i} .
\end{align*}
$$

Due to the isomorphism (4.5.3), $V \Pi$ is endowed with the canonical polysymplectic form (4.1.3) which reads

$$
\begin{equation*}
\Omega_{V Y}=\left[d \dot{p}_{i}^{\lambda} \wedge d y^{i}+d p_{i}^{\lambda} \wedge d \dot{y}^{i}\right] \wedge \omega \otimes \partial_{\lambda} . \tag{4.5.6}
\end{equation*}
$$

Let $Z_{V Y}$ be the homogeneous Legendre bundle (3.2.4) over $V Y$ with the corresponding coordinates ( $x^{\lambda}, y^{i}, \dot{y}^{i}, p_{i}^{\lambda}, q_{i}^{\lambda}, p$ ). It can be endowed with the canonical form $\Xi_{V Y}$ (4.1.11). Sections of the affine bundle

$$
\begin{equation*}
Z_{V Y} \rightarrow V \Pi, \tag{4.5.7}
\end{equation*}
$$

by definition, provide Hamiltonian forms on $V \Pi$. Let us consider the Hamiltonian forms on $\Pi$ which are related to those on the Legendre bundle $\Pi$. Due to the fibre bundle

$$
\begin{align*}
& \zeta: V Z_{Y} \rightarrow Z_{V Y}  \tag{4.5.8}\\
& \left(x^{\lambda}, y^{i}, \dot{y}^{i}, p_{i}^{\lambda}, q_{i}^{\lambda}, p\right) \circ \zeta=\left(x^{\lambda}, y^{i}, \dot{y}^{i}, \dot{p}_{i}^{\lambda}, p_{i}^{\lambda}, \dot{p}\right)
\end{align*}
$$

the vertical tangent bundle $V Z_{Y}$ of $Z_{Y} \rightarrow X$ is provided with the exterior form

$$
\Xi_{V}=\zeta^{*} \Xi_{V Y}=\dot{p} \omega+\left(\dot{p}_{i}^{\lambda} d y^{i}+p_{i}^{\lambda} d \dot{y}^{\mathbf{i}}\right) \wedge \omega_{\lambda}
$$

Given the affine bundle $Z_{Y} \rightarrow \Pi$ (3.2.7), we have the fibre bundle

$$
\begin{equation*}
V \pi_{Z \Pi}: V Z_{Y} \rightarrow V \Pi \tag{4.5.9}
\end{equation*}
$$

where $V \pi_{Z \Pi}$ is the vertical tangent map to $\pi_{Z \Pi}$. The fibre bundles (4.5.7), (4.5.8) and (4.5.9) make up the commutative diagram.

Let $h$ be a section of the affine bundle $Z_{Y} \rightarrow \Pi$ and $H=h^{*} \Xi$ the corresponding Hamiltonian form (4.1.12) on $\Pi$. Then the section $V h$ of the fibre bundle (4.5.9) and the corresponding section $\zeta \circ V h$ of the affine bundle (4.5.7) defines the Hamiltonian form

$$
\begin{align*}
& H_{V}=(V h)^{*} \Xi_{V}=\left(\dot{p}_{i}^{\lambda} d y^{i}+p_{i}^{\lambda} d \dot{y}^{i}\right) \wedge \omega_{\lambda}-\mathcal{H}_{V} \omega  \tag{4.5.10}\\
& \mathcal{H}_{V}=\partial_{V} \mathcal{H}=\left(\dot{y}^{i} \partial_{i}+\dot{p}_{i}^{\lambda} \partial_{\lambda}^{i}\right) \mathcal{H}
\end{align*}
$$

on $V \Pi$. It is called the vertical extension of $H$. In particular, given the splitting (4.1.14) of $H$ with respect to a connection $\Gamma$ on $Y \rightarrow X$, we have the corresponding splitting

$$
\mathcal{H}_{V}=\dot{p}_{i}^{\lambda} \Gamma_{\lambda}^{i}+\dot{y}^{j} p_{i}^{\lambda} \partial_{j} \Gamma_{\lambda}^{i}+\partial_{V} \widetilde{\mathcal{H}}_{\Gamma}
$$

of $H_{V}$ with respect to the vertical connection $V \Gamma$ (2.7.18) on $V Y \rightarrow X$.
Proposition 4.5.2. Let $\gamma(4.1 .4)$ be a Hamiltonian connection on $\Pi$ associated with a Hamiltonian form $H$. Then its vertical prolongation $V \gamma(2.7 .18)$ on $V \Pi \rightarrow$ $X$ is a Hamiltonian connection associated with the vertical Hamiltonian form $H_{V}$ (4.5.10).

Proof. The proof follows from a direct computation. We have

$$
\begin{equation*}
V \gamma=\gamma+d x^{\mu} \otimes\left[\partial_{V} \gamma_{\mu}^{i} \dot{\partial}_{i}+\partial_{V} \gamma_{\mu i}^{\lambda} \dot{\partial}_{\lambda}^{i}\right] \tag{4.5.11}
\end{equation*}
$$

Components of this connection obey the Hamilton equations (4.1.19) and the equations

$$
\begin{equation*}
\dot{\gamma}_{\mu}^{i}=\partial_{\mu}^{i} \mathcal{H}_{V}=\partial_{V} \partial_{\mu}^{i} \mathcal{H}_{1} \quad \quad \dot{\gamma}_{\lambda i}^{\lambda}=-\partial_{i} \mathcal{H}_{V}=-\partial_{V} \partial_{i} \mathcal{H} \tag{4.5.12}
\end{equation*}
$$

QED
The Hamiltonian form $H_{V}$ (4.5.10) defines the Lagrangian $L_{H_{V}}$ (4.1.20) on $J^{1} V \Pi$ which takes the form

$$
\begin{equation*}
\mathcal{L}_{H_{V}}=h_{0}\left(H_{V}\right)=\dot{p}_{i}^{\lambda}\left(y_{\lambda}^{i}-\partial_{\lambda}^{i} \mathcal{H}\right)-\dot{y}^{i}\left(p_{\lambda i}^{\lambda}+\partial_{i} \mathcal{H}\right)+d_{\lambda}\left(p_{i}^{\lambda} \dot{y}^{i}\right) \tag{4.5.13}
\end{equation*}
$$

The corresponding Hamilton equations contain the Hamilton equations (4.1.22a) (4.1.22b) and the equations

$$
\dot{y}_{\lambda}^{i}=\partial_{\lambda}^{i} \mathcal{H}_{V}=\partial_{V} \partial_{\lambda}^{i} \mathcal{H}, \quad \dot{p}_{\lambda i}^{\lambda}=-\partial_{i} \mathcal{H}_{V}=-\partial_{V} \partial_{i} \mathcal{H}
$$

for Jacobi fields $\delta y^{i}=\varepsilon \dot{y}^{i}, \delta p_{i}^{\lambda}=\varepsilon \dot{p}_{i}^{\lambda}$.
In conclusion, let us study the relationship between the vertical extensions of Lagrangian and Hamiltonian formalisms. The Hamiltonian form $H_{V}(4.5 .10)$ on $V \Pi$ yields the vertical Hamiltonian map

$$
\begin{align*}
& \widehat{H}_{V}=V \widehat{H}: V \Pi \underset{V Y}{\rightarrow} V J^{l} Y  \tag{4.5.14}\\
& y_{\lambda}^{i}=\dot{\partial}_{\lambda}^{i} \mathcal{H}_{V}=\partial_{\lambda}^{i} \mathcal{H}, \quad \dot{y}_{\lambda}^{i}=\partial_{V} \partial_{\lambda}^{i} \mathcal{H} \tag{4.5.15}
\end{align*}
$$

Proposition 4.5.3. Let $H$ on $\Pi$ be a Hamiltonian form associated with a Lagrangian $L$ on $J^{1} Y$. Then the vertical Hamiltonian form $H_{V}$ (4.5.10) is weakly associated with the Lagrangian $L_{V}$ (4.5.1).

Proof. If the morphisms $\widehat{H}$ and $\widehat{L}$ obey the relation (4.2.2a), then the corresponding vertical tangent morphisms satisfy the relation

$$
V \hat{L} \circ V \widehat{H} \circ V \hat{L}=V \hat{L}
$$

The condition (4.2.2b) for $H_{V}$ reduces to the equality (4.2.6) which is fulfilled if $H$ is associated with $L$.

QED
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## Chapter 5

## Connections in classical mechanics

The technique of Poisson and symplectic manifolds is well known to provide the adequate Hamiltonian formulation of conservative mechanics. This formulation, however, cannot be extended to time-dependent mechanics because the standard symplectic form

$$
\begin{equation*}
\Omega=d p_{\mathrm{i}} \wedge d q^{i} \tag{5.0.1}
\end{equation*}
$$

is not invariant under time-dependent transformations of canonical coordinates and momenta

$$
q^{i} \mapsto q^{\prime i}\left(t, q^{j}, p_{j}\right), \quad p_{i} \mapsto p_{i}^{\prime}\left(t, q^{j}, p_{j}\right),
$$

including inertial frame transformations. Non-relativistic time-dependent mechanics can be formulated as a particular field theory on fibre bundles $Q \rightarrow \mathbb{R}$ over a time axis $\mathbb{R}[121,190,199,213,216,271]$. At the same time, there is the essential difference between field theory and time-dependent mechanics. In contrast with gauge potentials in field theory, connections on a configuration bundle $Q \rightarrow \mathbb{R}$ of time-dependent mechanics fail to be dynamic variables since their curvature vanishes identically. They characterize non-relativistic reference frames (see Section 5.5). Connections play a prominent role in the formulation of time-dependent mechanics. In particular, dynamic equations of time-dependent mechanics are given by connections.

Throughout this Chapter,

$$
\begin{equation*}
\pi: Q \rightarrow \mathbb{R} \tag{5.0.2}
\end{equation*}
$$

is a fibre bundle whose typical fibre $M$ is an $m$-dimensional manifold. This is not the case of relativistic mechanics whose configuration space does not imply any preferable fibration over a time (see Section 7.3). A fibre bundle $Q \rightarrow \mathbb{R}$ is endowed with bundle coordinates $\left(t, q^{i}\right)$ where $t$ is a Cartesian coordinate on $\mathbb{R}$ with the transition functions $t^{\prime}=t+$ const. The base $\mathbb{R}$ is provided with the standard vector field $\partial_{t}$ and the standard 1 -form $d t$ which are invariant under the coordinate transformations $t^{\prime}=t+$ const. The same symbol $d t$ also stands for any pull-back of the standard 1 -form $d t$ onto fibre bundles over $\mathbb{R}$. For the sake of convenience, we also use the compact notation ( $q^{\lambda}$ ) where $q^{0}=t$.

### 5.1 Fibre bundles over $\mathbb{R}$

In this Section, we point out some peculiarities of fibre bundles over $\mathbb{R}$. The most important one is that connections on these fibre bundles are represented by vector fields.

Since $\mathbb{R}$ is contractible, any fibre bundle over $\mathbb{R}$ is trivial. Different trivializations

$$
\begin{equation*}
\psi: Q \cong \mathbb{R} \times M \tag{5.1.1}
\end{equation*}
$$

differ from each other in the projections $Q \rightarrow M$, while the fibration $Q \rightarrow \mathbb{R}$ is one for all.

Let $J^{1} Q$ be the first order jet manifold of a fibre bundle $Q \rightarrow \mathbb{R}$ (5.0.2). It is provided with the adapted coordinates $\left(t, q^{i}, q_{t}^{i}\right)$. Every trivialization (5.1.1) yields the corresponding trivialization of the jet manifold

$$
\begin{equation*}
J^{1} Q \cong \mathbb{R} \times T M \tag{5.1.2}
\end{equation*}
$$

The canonical imbedding (1.3.5) of $J^{1} Q$ takes the form

$$
\begin{align*}
& \lambda_{1}: J^{1} Q \hookrightarrow T Q  \tag{5.1.3}\\
& \lambda_{1}:\left(t, q^{i}, q_{t}^{i}\right) \mapsto\left(t, q^{i}, \dot{t}=1, \dot{q}^{i}=q_{t}^{i}\right), \\
& \lambda_{1}=d_{t}=\partial_{t}+q_{t}^{i} \partial_{i} .
\end{align*}
$$

Following Remark 1.3.1, we will identify the jet manifold $J^{1} Q$ with its image in $T Q$. In particular, the jet prolongation $J c$ of a section $c: \mathbb{R} \rightarrow Q$ can be identified with the tangent prolongation $\dot{c}(1.2 .1)$ of the curve $c$.

A glance at the morphism $\lambda_{1}(5.1 .3)$ shows that the affine jet bundle $J^{1} Q \rightarrow Q$ is modelled over the vertical tangent bundle $V Q$ of the fibre bundle of $Q \rightarrow \mathbb{R}$.

As a consequence, we have the following canonical splitting (1.1.14) of the vertical tangent bundle $V_{Q} J^{1} Q$ of the affine jet bundle $J^{1} Q \rightarrow Q$ :

$$
\begin{equation*}
\alpha: V_{Q} J^{1} Q \cong J^{1} Q \underset{Q}{\times V Q}, \quad \alpha\left(\partial_{i}^{t}\right)=\partial_{i}, \tag{5.1.4}
\end{equation*}
$$

together with the corresponding splitting of the vertical cotangent bundle $V_{Q}^{*} J^{1} Q$ of $J^{1} Q \rightarrow Q$ :

$$
\begin{equation*}
\alpha^{*}: V_{Q}^{*} J^{1} Q \cong J^{1} Q \underset{Q}{\times} V^{*} Q, \quad \alpha^{*}\left(\bar{d} q_{t}^{i}\right)=\bar{d} q^{i}, \tag{5.1.5}
\end{equation*}
$$

where $\bar{d} q_{t}^{2}$ and $\bar{d} q^{i}$ are the holonomic bases for $V_{Q}^{*} J^{1} Q$ and $V^{*} Q$, respectively.
There is the following endomorphism, called the vertical endomorphism, of the tangent bundle $T J^{1} Q$ :

$$
\begin{align*}
& \widehat{v}: T J^{1} Q \rightarrow T J^{1} Q, \\
& \widehat{v}\left(\partial_{t}\right)=-q_{t}^{i} \partial_{i}^{t}, \quad \widehat{v}\left(\partial_{i}\right)=\partial_{i}^{t}, \quad \widehat{v}\left(\partial_{i}^{t}\right)=0 . \tag{5.1.6}
\end{align*}
$$

This endomorphism obeys the nilpotency rule $\hat{v} \circ \hat{v}=0$. The transpose of the vertical endomorphism $\hat{v}$ (5.1.6) is

$$
\begin{align*}
& \hat{v}^{*}: T^{*} J^{1} Q \rightarrow T^{*} J^{1} Q, \\
& \hat{v}^{*}(d t)=0, \quad \hat{v}^{*}\left(d q^{i}\right)=0, \quad \hat{v}^{*}\left(d q_{t}^{i}\right)=\theta^{i}, \tag{5.1.7}
\end{align*}
$$

where $\theta^{i}=d q^{i}-q_{t}^{i} d t$ are the contact forms (1.3.7).
In view of the morphism $\lambda_{1}$ (5.1.3), any connection

$$
\begin{equation*}
\Gamma=d t \otimes\left(\partial_{t}+\Gamma^{i} \partial_{i}\right) \tag{5.1.8}
\end{equation*}
$$

on a fibre bundle $Q \rightarrow \mathbb{R}$ can be identified with a nowhere vanishing horizontal vector field

$$
\begin{equation*}
\Gamma=\partial_{t}+\Gamma^{i} \partial_{i} \tag{5.1.9}
\end{equation*}
$$

on $Q$ which is the horizontal lift $\Gamma \partial_{t}(2.1 .6)$ of the standard vector field $\partial_{t}$ on $\mathbb{R}$ by means of the connection (5.1.8). Conversely, any vector field $\Gamma$ on $Q$ such that $d t\rfloor \Gamma=1$ defines a connection on $Q \rightarrow \mathbb{R}$. As a consequence, connections on a fibre bundle $Q \rightarrow \mathbb{R}$ constitute an affine space modelled over the vector space of vertical vector fields on $Q \rightarrow \mathbb{R}$. Accordingly, the covariant differential (2.2.7) associated
with a connection $\Gamma$ on $Q \rightarrow \mathbb{R}$ takes its values into the vertical tangent bundle $V Q$ of $Q \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
D_{\Gamma}: J^{1} Q \underset{Q}{\rightarrow} V Q, \quad \dot{q}^{i} \circ D_{\Gamma}=q_{t}^{i}-\Gamma^{i} \tag{5.1.10}
\end{equation*}
$$

A connection $\Gamma$ (5.1.8) is obviously flat. By virtue of Proposition 2.6.2, it defines an atlas of local constant trivializations of $Q \rightarrow \mathbb{R}$ such that the associated bundle coordinates $\left(t, q^{i}\right)$ on $Q$ possess the transition function $q^{i} \rightarrow q^{i i}\left(q^{j}\right)$ independent of $t$, and $\Gamma=\partial_{t}$ with respect to these coordinates. Conversely, every atlas of local constant trivializations of the fibre bundle $Q \rightarrow \mathbb{R}$ determines a connection on $Q \rightarrow \mathbb{R}$ which is equal to $\partial_{t}$ relative to this atlas.

A connection $\Gamma$ on a fibre bundle $Q \rightarrow \mathbb{R}$ is said to be complete if the horizontal vector field (5.1.9) is complete.

Proposition 5.1.1. [213]. Every trivialization of a fibre bundle $Q \rightarrow \mathbb{R}$ yields a complete connection on this fibre bundle. Conversely, every complete connection $\Gamma$ on $Q \rightarrow \mathbb{R}$ defines its trivialization (5.1.1) such that the vector field (5.1.9) equals $\partial_{t}$ relative to the bundle coordinates associated with this trivialization.

Let $J^{1} J^{1} Q$ be the repeated jet manifold of a fibre bundle $Q \rightarrow \mathbb{R}$, provided with the adapted coordinates $\left(t, q^{i}, q_{t}^{i}, q_{(t)}^{i}, q_{t t}^{i}\right)$. For a fibre bundle $Q \rightarrow \mathbb{R}$, we have the canonical isomorphism $k$ between the affine fibrations $\pi_{11}$ (1.3.12) and $J^{1} \pi_{0}^{1}$ (1.3.13) of $J^{1} J^{1} Q$ over $J^{1} Q$ (see Remark 3.1.1), i.e.,

$$
\pi_{11} \circ k=J_{0}^{1} \pi_{01}, \quad k \circ k=\operatorname{Id} J^{1} J^{1} Q
$$

where

$$
\begin{equation*}
q_{t}^{i} \circ k=q_{(t)}^{i}, \quad q_{(t)}^{i} \circ k=q_{t}^{i}, \quad q_{t t}^{i} \circ k=q_{t t}^{i} \tag{5.1.11}
\end{equation*}
$$

By $J_{Q}^{1} J^{1} Q$ throughout is meant the first order jet manifold of the affine jet bundle $J^{1} Q \rightarrow Q$, equipped with the adapted coordinates $\left(q^{\lambda}, q_{t}^{i}, q_{\lambda t}^{i}\right)$.

For a fibre bundle $Q \rightarrow \mathbb{R}$, the sesquiholonomic jet manifold $\widehat{J}^{2} Q$ coincides with the second order jet manifold $J^{2} Q$, coordinated by $\left(t, q^{i}, q_{t}^{i}, q_{t t}^{i}\right)$. The affine bundle $J^{2} Q \rightarrow J^{1} Q$ is modelled over the vertical tangent bundle

$$
\begin{equation*}
V_{Q} J^{1} Q \cong J^{1} Q \underset{Q}{\times} V Q \rightarrow J^{1} Q \tag{5.1.12}
\end{equation*}
$$

of the affine jet bundle $J^{1} Q \rightarrow Q$. There are the imbeddings

$$
\begin{align*}
& J^{2} Q \stackrel{\lambda_{2}}{\hookrightarrow} T J^{1} Q \stackrel{T \lambda_{1}}{\hookrightarrow} V_{Q} T Q \cong T^{2} Q \subset T T Q, \\
& \lambda_{2}:\left(t, q^{i}, q_{t}^{i}, q_{t t}^{i}\right) \mapsto\left(t, q^{i}, q_{t}^{i}, \dot{t}=1, \dot{q}^{i}=q_{t}^{i}, \dot{q}_{t}^{i}=q_{t t}^{i}\right),  \tag{5.1.13}\\
& T \lambda_{1} \circ \lambda_{2}:\left(t, q^{i}, q_{t}^{i}, q_{t t}^{i}\right) \mapsto\left(t, q^{i}, \dot{t}=\mathfrak{t}=1, \dot{q}^{i}=\dot{q}^{i}=q_{t}^{i}, \ddot{t}=0, \ddot{q}^{i}=q_{t t}^{i}\right), \tag{5.1.14}
\end{align*}
$$

where $\left(t, q^{i}, \dot{t}, \dot{q}^{i}, \dot{\mathrm{t}}, \dot{\mathrm{q}}^{i}, \ddot{t}, \dot{q}^{i}\right)$ are the holonomic coordinates on the double tangent bundle $T T Q$, by $V_{Q} T Q$ is meant the vertical tangent bundle of $T Q \rightarrow Q$, and $T^{2} Q \subset T T Q$ is a second order tangent space, given by the coordinate relation $\dot{t}=\dot{\mathrm{t}}$.

Due to the imbedding (5.1.13), any connection $\xi$ on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$ (i.e., a second order connection on $Q \rightarrow \mathbb{R}$ ) is represented by a horizontal vector field on $J^{1} Q$ such that $\left.\xi\right\rfloor d t=1$. Every connection $\Gamma$ on a fibre bundle $Q \rightarrow \mathbb{R}$ has the jet prolongation to the section $J^{1} \Gamma$ of the affine bundle $J^{1} \pi_{0}^{1}$ and, by virtue of the isomorphism $k$ (5.1.11), gives rise to the connection

$$
\begin{align*}
& J \Gamma \stackrel{\text { def }}{=} k \circ J^{1} \Gamma: J^{1} Q \rightarrow J^{1} J^{1} Q, \\
& J \Gamma=\partial_{t}+\Gamma^{i} \partial_{i}+d_{t} \Gamma^{i} \partial_{i}^{t}, \tag{5.1.15}
\end{align*}
$$

on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$. It is holonomic if

$$
\xi=d t \otimes\left(\partial_{t}+q_{t}^{i} \partial_{i}+\xi^{i} \partial_{i}^{t}\right) .
$$

In view of the imbedding (5.1.13), a holonomic second order connection on $Q \rightarrow$ $\mathbb{R}$ is represented by a horizontal vector field

$$
\begin{equation*}
\xi=\partial_{t}+q_{t}^{i} \partial_{i}+\xi^{i} \partial_{i}^{t} \tag{5.1.16}
\end{equation*}
$$

on $J^{1} Q$. Conversely, every vector field $\xi$ on $J^{1} Q$ which fulfills the conditions

$$
d t\rfloor \xi=1, \quad \widehat{v}(\xi)=0
$$

where $\hat{v}$ is the vertical endomorphism (5.1.6), is a holonomic connection on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$. As a consequence, holonomic connections (5.1.16) make up an affine space modelled over the linear space of vertical vector fields on the affine jet bundle $J^{1} Q \rightarrow Q$. Therefore, the covariant differential (5.1.10) relative to a holonomic connection

$$
\begin{aligned}
& D_{\xi}: J^{1} J^{1} Q \underset{J Q}{\longrightarrow} V_{Q} J^{1} Q \subset V J^{1} Q, \\
& \dot{q}^{i} \circ D_{\xi}=0, \quad \dot{q}_{t}^{i} \circ D_{\xi}=q_{t t}^{i}-\xi^{i},
\end{aligned}
$$

takes its values into the vertical tangent bundle $V_{Q} J^{1} Q$ of the affine jet bundle $J^{1} Q \rightarrow Q$.

### 5.2 Connections in conservative mechanics

Conservative mechanics is characterized by first order dynamic equations on a momentum phase space in Hamiltonian mechanics and by second order dynamic equations on a configuration space in Lagrangian and Newtonian mechanics.

A generic example of conservative Hamiltonian mechanics is a regular Poisson manifold ( $Z, w$ ) and a Hamiltonian $\mathcal{H}$ seen as a real function on $Z$ (by $w$ is meant a Poisson bivector). Given the corresponding Hamiltonian vector field $\vartheta_{\mathcal{H}}=w^{\sharp}(d f)$, the closed subbundle $\vartheta_{\mathcal{H}}(Z)$ of the tangent bundle $T Z$ is a first order dynamic equation on a manifold $Z$ (see Definition 1.3.3), called the Hamilton equations. This is also the case of presymplectic Hamiltonian systems. Since every presymplectic form can be represented as a pull-back of a symplectic form by a coisotropic imbedding [132, 213], a presymplectic Hamiltonian system can be seen as a Dirac constraint system [50, 213]. An autonomous Lagrangian system also exemplifies a presymplectic Hamiltonian system where a presymplectic form is the exterior differential of the Poincaré-Cartan form, while a Hamiltonian is the energy function [51, 198, 213, 229].

Lagrangian conservative mechanics implies the existence of a configuration manifold $M$ of a mechanical system. In this case, the momentum phase space is the cotangent bundle $T^{*} M$, while the velocity phase space is the tangent bundle $T M$. Let us consider second order dynamic equations on a configuration manifold $M$ and their relations with connections on the tangent bundle $T M \rightarrow M$ (see [142, 196, 213, 226]).

Definition 5.2.1. An autonomous second order dynamic equation on a manifold $M$ is defined as a first order dynamic equation (1.3.25) on the tangent bundle $T M$ which is associated with a holonomic vector field

$$
\begin{equation*}
\Xi=\dot{q}^{i} \partial_{i}+\Xi^{i}\left(q^{j}, \dot{q}^{j}\right) \dot{\partial}_{i} \tag{5.2.1}
\end{equation*}
$$

on $T M$. This vector field, by definition, obeys the condition $J(\Xi)=u_{T M}$, where $J$ is the endomorphism (1.2.29) and $u_{T M}$ is the Liouville vector field (1.2.7) on $T M$.

With respect to the holonomic coordinates $\left(q^{i}, \dot{q}^{i}, \dot{\mathrm{q}}^{i}, \ddot{q}^{i}\right)$ on the double tangent bundle $T T M$, the second order dynamic equation given by the holonomic vector field $\Xi$ (5.2.1) reads

$$
\begin{equation*}
\dot{\mathrm{q}}^{i}=\dot{q}^{i}, \quad \ddot{q}^{i}=\Xi^{i}\left(q^{j}, \dot{q}^{j}\right) . \tag{5.2.2}
\end{equation*}
$$

By its classical solutions are meant the curves $c:() \rightarrow M$ in a manifold $M$ whose tangent prolongations $\dot{c}:() \rightarrow T M$ (1.2.1) are integral curves of the holonomic vector field $\Xi$ or, equivalently, whose second order tangent prolongations $\ddot{c}$ live in the subbundle (5.2.2). They satisfy the equations

$$
\ddot{c}^{i}(t)=\Xi\left(c^{j}(t), \dot{c}^{j}(t)\right) .
$$

A particular second order dynamic equation on a manifold $M$ is a geodesic equation on the tangent bundle $T M$. Given a connection

$$
K=d q^{j} \otimes\left(\partial_{j}+K_{j}^{i} \dot{\partial}_{i}\right)
$$

on the tangent bundle $T M \rightarrow M$, let

$$
\begin{equation*}
\widehat{K}: T M \underset{M}{\times} T M \rightarrow T T M \tag{5.2.3}
\end{equation*}
$$

be the corresponding linear bundle morphism (2.1.1) over $T M$ which splits the exact sequence

$$
0 \longrightarrow V_{M} T M \hookrightarrow T T M \longrightarrow T M \underset{M}{\times} T M \longrightarrow 0 .
$$

Definition 5.2.2. A geodesic equation on $T M$ with respect to the connection $K$ is defined as the image

$$
\begin{equation*}
\dot{\mathrm{q}}^{i}=\dot{q}^{i}, \quad \dot{q}^{i}=K_{j}^{i} \dot{q}^{j} \tag{5.2.4}
\end{equation*}
$$

of the morphism (5.2.3) restricted to the diagonal $T M \subset T M \times T M$.
By a solution of a geodesic equation on $T M$ is meant a geodesic line $c$ in $M$, whose tangent prolongation $\dot{c}$ is an integral section (a geodesic vector field) over $c \subset M$ for the connection $K$.

It is readily observed that the morphism $\left.\widehat{K}\right|_{T M}$ is a holonomic vector field on $T M$. It follows that any geodesic equation (5.2.3) on $T M$ is a second order equation on $M$. The converse is not true in general. There is the following theorem.

Theorem 5.2.3. [226]. Every second order dynamic equation (5.2.2) on a manifold $M$ defines a connection $K_{\equiv}$ on the tangent bundle $T M \rightarrow M$ whose components are

$$
\begin{equation*}
K_{j}^{i}=\frac{1}{2} \dot{\partial}_{j} \Xi^{i} . \tag{5.2.5}
\end{equation*}
$$

However, the second order dynamic equation (5.2.2) fails to be a geodesic equation with respect to the connection (5.2.5) in general. In particular, the geodesic equation (5.2.4) with respect to a connection $K$ determines the connection (5.2.5) on $T M \rightarrow M$ which does not necessarily coincide with $K$. A second order equation $\Xi$ on $M$ is a geodesic equation for the connection (5.2.5) if and only if

$$
\Xi^{i}=a_{k j}^{i}(q) \dot{q}^{k} \dot{q}^{j}
$$

is a spray, i.e., $\left[u_{T M}, \Xi\right]=\Xi$, where $u_{T M}$ is the Liouville vector field (1.2.7) on $T M$. In this case, the connection $K(5.2 .5)$ is a symmetric linear connection (2.4.7) on $T M \rightarrow M$.

In the next Section, we will improve Theorem 5.2 .3 (see Proposition 5.3 .4 below).

### 5.3 Dynamic connections in time-dependent mechanics

Turn now to second order dynamic equations in time-dependent mechanics on the configuration bundle $Q \rightarrow \mathbb{R}$, coordinated by $\left(t, q^{i}\right)$.

DEFINITION 5.3.1. In accordance with Definition 3.1.2, a second order dynamic equation on a fibre bundle $Q \rightarrow \mathbb{R}$ is the kernel of the covariant differential $D_{\xi}$ corresponding to a holonomic second order connection $\xi(5.1 .16)$ on $Q \rightarrow \mathbb{R}$. This is a closed subbundle of the second order jet bundle $J^{2} Q \rightarrow \mathbb{R}$, given by the coordinate relations

$$
\begin{equation*}
q_{t t}^{i}=\xi^{i}\left(t, q^{j}, q_{t}^{j}\right) \tag{5.3.1}
\end{equation*}
$$

Throughout this Chapter, we will call (5.3.1) simply a dynamic equation if there is no danger of confusion. The corresponding horizontal vector field $\xi$ (5.1.16) is also termed a dynamic equation.

A solution of the dynamic equation (5.3.1), called a motion, is a curve $c$ in $Q$ whose second order jet prolongation $\ddot{c}$ lives in (5.3.1). It is clear that any integral section $\bar{c}$ for the holonomic connection $\xi$ is the jet prolongation $\dot{c}$ of a solution $c$ of the dynamic equation (5.3.1), i.e.,

$$
\begin{equation*}
\ddot{c}^{i}=\xi^{i} \circ \dot{c} \tag{5.3.2}
\end{equation*}
$$

and vice versa.
One can easily find the transformation law

$$
\begin{equation*}
q_{t t}^{\prime i}=\xi^{\prime i}, \quad \xi^{\prime i}=\left(\xi^{j} \partial_{j}+q_{t}^{j} q_{t}^{k} \partial_{j} \partial_{k}+2 q_{t}^{j} \partial_{j} \partial_{t}+\partial_{t}^{2}\right) q^{\prime i}\left(t, q^{j}\right) \tag{5.3.3}
\end{equation*}
$$

of a second order dynamic equation under fibred coordinate transformations $q^{i} \rightarrow$ $q^{\prime i}\left(t, q^{j}\right)$.

Remark 5.3.1. There are the following relations between second order dynamic equations on fibre bundles and autonomous second order dynamic equations on manifolds. A dynamic equation $\xi$ on a fibre bundle $Q \rightarrow \mathbb{R}$ is said to be conservative if there exists a trivialization (5.1.1) of $Q$ and the corresponding trivialization (5.1.2) of $J^{1} Q$ such that the vector field $\xi(5.1 .16)$ on $J^{1} Q$ is projectable over $M$. Then this projection

$$
\Xi_{\xi}=\dot{q}^{i} \partial_{i}+\xi^{i}\left(q^{j}, \dot{q}^{j}\right) \dot{\partial}_{i}
$$

is an autonomous second order dynamic equation on the typical fibre $M$ of $Q \rightarrow \mathbb{R}$ in accordance with Definition 5.2.1. Conversely, every autonomous second order dynamic equation $\Xi$ on a manifold $M$ can be seen as a conservative dynamic equation

$$
\begin{equation*}
\xi \equiv=\partial_{t}+\dot{q}^{i} \partial_{i}+u^{i} \dot{\partial}_{i} \tag{5.3.4}
\end{equation*}
$$

on the fibre bundle $\mathbb{R} \times M \rightarrow \mathbb{R}$ in accordance with the isomorphism (5.1.2).
One can also show [213] that any dynamic equation (5.3.1) given by a holonomic second order connection $\xi(5.1 .16)$ on a fibre bundle $Q \rightarrow \mathbb{R}$ is equivalent to the autonomous second order dynamic equation

$$
\begin{equation*}
\ddot{t}=0, \quad \dot{t}=1, \quad \ddot{q}^{i}=\Xi^{i} \tag{5.3.5}
\end{equation*}
$$

on a manifold $Q$ defined by the holonomic vector field $\Xi$ on $T Q$ which satisfies the relations

$$
\Xi^{0}=0, \quad \xi^{i}=\Xi^{i}\left(t, q^{j}, \dot{t}=1, \dot{q}^{j}=q_{t}^{j}\right)
$$

This vector field $\Xi$ makes the diagram

commutative (see the morphism (5.1.14)). Theorem 5.4 .2 below will improve this result.

The fact that $\xi$ is a curvature-free connection places a limit on the geometric analysis of dynamic equations by holonomic second order connections. Therefore, we will consider the relationship between the holonomic connections on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$ and the connections on the affine jet bundle $J^{1} Q \rightarrow Q$. We aim to show that any connection on $J^{1} Q \rightarrow Q$ defines a dynamic equation, and vice versa [68, 196, 213].

Let $\gamma: J^{1} Q \rightarrow J_{Q}^{1} J^{1} Q$ be a connection on the affine jet bundle $J^{1} Q \rightarrow Q$. It takes the coordinate form

$$
\begin{equation*}
\gamma=d q^{\lambda} \otimes\left(\partial_{\lambda}+\gamma_{\lambda}^{i} \partial_{i}^{t}\right) \tag{5.3.6}
\end{equation*}
$$

with the transformation law

$$
\begin{equation*}
\gamma_{\lambda}^{\prime i}=\left(\partial_{j} q^{\prime i} \gamma_{\mu}^{j}+\partial_{\mu} q_{t}^{\prime i}\right) \frac{\partial q^{\mu}}{\partial q^{\prime \lambda}} . \tag{5.3.7}
\end{equation*}
$$

Let us consider the composite fibre bundle

$$
\begin{equation*}
J^{1} Q \rightarrow Q \rightarrow \mathbb{R} \tag{5.3.8}
\end{equation*}
$$

and the morphism $\varrho(2.7 .6)$ which reads

$$
\begin{equation*}
\varrho: J_{Q}^{1} J^{1} Q \ni\left(q^{\lambda}, q_{t}^{i}, q_{\lambda t}^{i}\right) \mapsto\left(q^{\lambda}, q_{t}^{i}, q_{(t)}^{i}=q_{t}^{i}, q_{t t}^{i}=q_{0 t}^{i}+q_{t}^{j} q_{j t}^{i}\right) \in J^{2} Q . \tag{5.3.9}
\end{equation*}
$$

Proposition 5.3.2. Any connection $\gamma(5.3 .6)$ on the affine jet bundle $J^{1} Q \rightarrow Q$ defines the holonomic connection

$$
\begin{align*}
& \xi_{\gamma}=\varrho \circ \gamma: J^{1} Q \rightarrow J_{Q}^{1} J^{1} Q \rightarrow J^{2} Q,  \tag{5.3.10}\\
& \xi_{\gamma}=\partial_{t}+q_{t}^{i} \partial_{i}+\left(\gamma_{0}^{i}+q_{t}^{j} \gamma_{j}^{i}\right) \partial_{i}^{t},
\end{align*}
$$

on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$.
It follows that every connection $\gamma(5.3 .6)$ on the affine jet bundle $J^{1} Q \rightarrow Q$ yields the dynamic equation

$$
\begin{equation*}
q_{t t}^{i}=\gamma_{0}^{i}+q_{t}^{j} \gamma_{j}^{i} \tag{5.3.11}
\end{equation*}
$$

on the configuration bundle $Q \rightarrow \mathbb{R}$. This is precisely the restriction to $J^{2} Q$ of the kernel $\operatorname{Ker} \widetilde{D}_{\gamma}$ of the vertical covariant differential $\widetilde{D}_{\gamma}(2.7 .15)$ relative the connection $\gamma$ :

$$
\begin{align*}
& \widetilde{D}_{\gamma}: J^{1} J^{1} Q \rightarrow V_{Q} J^{1} Q, \\
& \dot{q}_{t}^{i} \circ \widetilde{D}_{\gamma}=q_{t t}^{i}-\gamma_{0}^{i}-q_{t}^{j} \gamma_{j}^{i} . \tag{5.3.12}
\end{align*}
$$

Therefore, connections on the jet bundle $J^{1} Q \rightarrow Q$ are called the dynamic connections. The corresponding equation (5.3.2) can be written in the form

$$
\ddot{c}^{i}=\varrho \circ \gamma \circ \dot{c},
$$

where $\varrho$ is the morphism (5.3.9). Of course, different dynamic connections can lead to the same dynamic equation (5.3.11).

A converse of Proposition 5.3.2 is the following.
Proposition 5.3.3. Any holonomic connection $\xi$ (5.1.16) on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$ defines the dynamic connection

$$
\begin{equation*}
\gamma_{\xi}=d t \otimes\left[\partial_{t}+\left(\xi^{i}-\frac{1}{2} q_{t}^{j} \partial_{j}^{t} \xi^{i}\right) \partial_{i}^{t}\right]+d q^{j} \otimes\left[\partial_{j}+\frac{1}{2} \partial_{j}^{t} \xi^{i} \partial_{i}^{t}\right] \tag{5.3.13}
\end{equation*}
$$

on the affine jet bundle $J^{1} Q \rightarrow Q$.
It is readily observed that the dynamic connection $\gamma_{\xi}(5.3 .13)$ possesses the property

$$
\begin{equation*}
\gamma_{i}^{k}=\partial_{i}^{l} \gamma_{0}^{k}+q_{t}^{j} \partial_{i}^{t} \gamma_{j}^{k} \tag{5.3.14}
\end{equation*}
$$

which implies the relation $\partial_{j}^{t} \gamma_{i}^{k}=\partial_{i}^{t} \gamma_{j}^{k}$. Therefore, a dynamic connection $\gamma$ obeying the condition (5.3.14) is said to be symmetric. The torsion of a dynamic connection $\gamma$ is defined as the tensor field

$$
\begin{align*}
& T=T_{i}^{k} \bar{d} q^{i} \otimes \partial_{k}: J^{1} Q \rightarrow V^{*} Q \otimes Q Q, \\
& T_{i}^{k}=\gamma_{i}^{k}-\partial_{i}^{t} \gamma_{0}^{k}-q_{t}^{j} \partial_{i}^{t} \gamma_{j}^{k} . \tag{5.3.15}
\end{align*}
$$

It follows at once that a dynamic connection is symmetric if and only if its torsion vanishes.

Let $\gamma$ be a dynamic connection (5.3.6) and $\xi_{\gamma}$ the corresponding dynamic equation (5.3.10). Then the dynamic connection (5.3.13) associated with the dynamic equation $\xi_{\gamma}$ takes the form

$$
\gamma_{\xi_{\gamma} i}^{k}=\frac{1}{2}\left(\gamma_{i}^{k}+\partial_{i}^{t} \gamma_{0}^{k}+q_{t}^{j} \partial_{i}^{t} \gamma_{j}^{k}\right), \quad \gamma_{\xi_{\gamma}}^{k}=\xi^{k}-q_{t}^{i} \gamma_{\xi_{\gamma i}}{ }^{k}
$$

It is readily observed that $\gamma=\gamma_{\xi_{\gamma}}$ if and only if the torsion $T$ (5.3.15) of the dynamic connection $\gamma$ vanishes.
Example 5.3.2. The affine jet bundle $J^{1} Q \rightarrow Q$ admits an affine connection

$$
\begin{equation*}
\gamma=d q^{\lambda} \otimes\left[\partial_{\lambda}+\left(\gamma_{\lambda 0}^{i}\left(q^{\mu}\right)+\gamma_{\lambda j}^{i}\left(q^{\mu}\right) q_{t}^{j}\right) \partial_{i}^{t}\right] \tag{5.3.16}
\end{equation*}
$$

This connection is symmetric if and only if $\gamma_{\lambda \mu}^{i}=\gamma_{\mu \lambda}^{i}$. One can easily justify that an affine dynamic connection generates a quadratic dynamic equation, and vice versa. A non-affine dynamic connection whose symmetric part is affine also defines a quadratic dynamic equation.

Using the notion of a dynamic connection, we can modify Theorem 5.2.3 as follows. Let $\Xi$ be an autonomous second order dynamic equation on a manifold $M$, and $\xi_{\Xi}(5.3 .4)$ the corresponding conservative dynamic equation on the fibre bundle $\mathbb{R} \times M \rightarrow \mathbb{R}$. The latter yields the dynamic connection $\gamma(5.3 .13)$ on the fibre bundle $\mathbb{R} \times T M \rightarrow \mathbb{R} \times M$. Its components $\gamma_{j}^{i}$ are exactly those of the connection (5.2.5) on the tangent bundle $T M \rightarrow M$ in Theorem 5.2.3, while $\gamma_{0}^{i}$ make up a vertical vector field

$$
\begin{equation*}
e=\gamma_{0}^{i} \dot{\partial}_{i}=\left(\Xi^{i}-\frac{1}{2} \dot{q}^{j} \dot{\partial}_{j} \Xi^{i}\right) \dot{\partial}_{i} \tag{5.3.17}
\end{equation*}
$$

on $T M \rightarrow M$. Thus, we have shown the following.
Proposition 5.3.4. Every autonomous second order dynamic equation $\Xi(5.2 .2)$ on a manifold $M$ admits the decomposition

$$
\Xi^{i}=K_{j}^{i} \dot{q}^{j}+e^{i}
$$

where $K$ is the connection (5.2.5) on the tangent bundle $T M \rightarrow M$, and $e$ is the vertical vector field (5.3.17) on $T M \rightarrow M$.

Remark 5.3.3. Every dynamic equation $\xi$ on $Q$ and the corresponding dynamic connection $\gamma_{\xi}(5.3 .13)$ also define a linear connection on the tangent bundle $T J^{1} Q \rightarrow$ $J^{1} Q[68,213,216]$.

### 5.4 Non-relativistic geodesic equations

In this Section, we aim to show that every dynamic equation in non-relativistic mechanics on a configuration bundle $Q \rightarrow \mathbb{R}$ is equivalent to a geodesic equation on the tangent bundle $T Q \rightarrow Q$. Treated in such a way, non-relativistic dynamic equations can be examined by means of the standard geometric methods (see Section 5.9).

We start from the relation between the dynamic connections $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$ and the connections

$$
\begin{equation*}
K=d q^{\lambda} \otimes\left(\partial_{\lambda}+K_{\lambda}^{\mu} \dot{\partial}_{\mu}\right) \tag{5.4.1}
\end{equation*}
$$

on the tangent bundle $T Q \rightarrow Q$. Let us consider the diagram

where $J_{Q}^{1} T Q$ is the first order jet manifold of the tangent bundle $T Q \rightarrow Q$, coordinated by $\left(t, q^{i}, \dot{t}, \dot{q}^{i},(\dot{t})_{\mu},\left(\dot{q}^{i}\right)_{\mu}\right)$. The jet prolongation over $Q$ of the canonical imbedding $\lambda_{1}$ (5.1.3) reads

$$
J^{1} \lambda_{1}:\left(t, q^{i}, q_{t}^{i}, q_{\mu t}^{i}\right) \mapsto\left(t, q^{i}, \dot{t}=1, \dot{q}^{i}=q_{t}^{i},(\dot{t})_{\mu}=0,\left(\dot{q}^{i}\right)_{\mu}=q_{\mu t}^{i}\right)
$$

Then we have

$$
\begin{aligned}
& J^{1} \lambda_{1} \circ \gamma:\left(t, q^{i}, q_{t}^{i}\right) \mapsto\left(t, q^{i}, \dot{t}=1, \dot{q}^{i}=q_{t}^{i},(\dot{t})_{\mu}=0,\left(\dot{q}^{i}\right)_{\mu}=\gamma_{\mu}^{i}\right) \\
& K \circ \lambda_{1}:\left(t, q^{i}, q_{t}^{i}\right) \mapsto\left(t, q^{i}, \dot{t}=1, \dot{q}^{i}=q_{i}^{i},(\dot{t})_{\mu}=K_{\mu}^{0},\left(\dot{q}^{i}\right)_{\mu}=K_{\mu}^{i}\right)
\end{aligned}
$$

It follows that the diagram (5.4.2) can be commutative only if the components $K_{\mu}^{0}$ of the connection $K$ (5.4.1) on the tangent bundle $T Q \rightarrow Q$ vanish.

Since the transition functions $t \rightarrow t^{\prime}$ are independent of $q^{i}$, a connection

$$
\begin{equation*}
\widetilde{K}=d q^{\lambda} \otimes\left(\partial_{\lambda}+K_{\lambda}^{i} \dot{\partial}_{i}\right) \tag{5.4.3}
\end{equation*}
$$

with $K_{\mu}^{0}=0$ can exist on the tangent bundle $T Q \rightarrow Q$ in accordance with the transformation law

$$
\begin{equation*}
K_{\lambda}^{\prime i}=\left(\partial_{j} q^{\prime i} K_{\mu}^{j}+\partial_{\mu} \dot{q}^{\prime i}\right) \frac{\partial q^{\mu}}{\partial q^{\prime \lambda}} \tag{5.4.4}
\end{equation*}
$$

Now the diagram (5.4.2) becomes commutative if the connections $\gamma$ and $\widetilde{K}$ fulfill the relation

$$
\begin{equation*}
\gamma_{\mu}^{i}=K_{\mu}^{i} \circ \lambda_{1}=K_{\mu}^{i}\left(t, q^{i}, \dot{t}=1, \dot{q}^{i}=q_{t}^{i}\right) \tag{5.4.5}
\end{equation*}
$$

It is easily seen that this relation holds globally because the substitution of $\dot{q}^{i}=q_{t}^{i}$ in (5.4.4) restates the transformation law (5.3.7) of a connection on the affine jet bundle $J^{1} Q \rightarrow Q$. In accordance with the relation (5.4.5), the desired connection $\widetilde{K}$ is an extension of the section $J^{1} \lambda_{1} \circ \gamma$ of the affine jet bundle $J_{Q}^{1} T Q \rightarrow T Q$ over the closed submanifold $J^{1} Q \subset T Q$ to a global section. Such an extension always exists, but is not unique. Thus, we have proved the following.

Proposition 5.4.1. In accordance with the relation (5.4.5), every dynamic equation on a configuration bundle $Q \rightarrow \mathbb{R}$ can be written in the form

$$
\begin{equation*}
q_{t t}^{i}=K_{0}^{i} \circ \lambda_{1}+q_{t}^{j} K_{j}^{i} \circ \lambda_{1} \tag{5.4.6}
\end{equation*}
$$

where $\widetilde{K}$ is a connection (5.4.3) on the tangent bundle $T Q \rightarrow Q$. Conversely, each connection $\widetilde{K}(5.4 .3)$ on $T Q \rightarrow Q$ defines the dynamic connection $\gamma(5.4 .5)$ on the affine jet bundle $J^{1} Q \rightarrow Q$ and the dynamic equation (5.4.6) on a configuration bundle $Q \rightarrow \mathbb{R}$.

Then we come to the following theorem.
Tineorem 5.4.2. Every dynamic equation (5.3.1) on a configuration bundle $Q \rightarrow \mathbb{R}$ is equivalent to the geodesic equation

$$
\begin{align*}
& \ddot{q}^{0}=0, \quad \dot{q}^{0}=1, \\
& \ddot{q}^{i}=K_{\lambda}^{i}\left(q^{\mu}, \dot{q}^{\mu}\right) \dot{\dot{q}}^{\lambda}, \tag{5.4.7}
\end{align*}
$$

on the tangent bundle $T Q$ relative to a connection $\widetilde{K}$ with the components $K_{\lambda}^{0}=0$ and $K_{\lambda}^{i}(5.4 .5)$. Its solution is a geodesic curve in $Q$ which also obeys the dynamic equation (5.4.6), and vice versa.

In accordance with this theorem, the second order equation (5.3.5) can be chosen as a geodesic equation. It should be emphasized that, written in the bundle coordinates $\left(t, q^{i}\right)$, the geodesic equation (5.4.7) and the connection $\widetilde{K}(5.4 .5)$ are well defined with respect to any coordinates on $Q$.

From the physical viewpoint, the most interesting dynamic equations are the quadratic ones

$$
\begin{equation*}
\xi^{i}=a_{j k}^{i}\left(q^{\mu}\right) q_{t}^{j} q_{t}^{k}+b_{j}^{i}\left(q^{\mu}\right) q_{t}^{j}+f^{i}\left(q^{\mu}\right) \tag{5.4.8}
\end{equation*}
$$

This property is coordinate-independent due to the transformation law (5.3.3). Then one can use the following two facts.

Proposition 5.4.3. There is one-to-one correspondence between the affine connections $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$ and the linear connections $K$ (5.4.3) on the tangent bundle $T Q \rightarrow Q$.

This correspondence is given by the relation (5.4.5), written in the form

$$
\gamma_{\mu}^{i}=\gamma_{\mu 0}^{i}+\gamma_{\mu j}^{i} q_{t}^{j}=K_{\mu}{ }^{i}{ }_{0}\left(q^{\nu}\right) \dot{t}+\left.K_{\mu}{ }^{i}{ }_{j}\left(q^{\nu}\right) \dot{q}^{j}\right|_{t=1, \dot{q}^{\mathbf{x}}=q_{t}^{i}}=K_{\mu}{ }^{i} 0\left(q^{\nu}\right)+K_{\mu}{ }^{i}{ }_{j}\left(q^{\nu}\right) q_{t}^{j},
$$

i.e.,

$$
\gamma_{\mu \lambda}^{i}=K_{\mu}{ }^{i}{ }_{\lambda}
$$

In particular, if an affine dynamic connection $\gamma$ is symmetric, so is the corresponding linear connection $K$.

Corollary 5.4.4. Every quadratic dynamic equation (5.4.8) on a configuration bundle $Q \rightarrow \mathbb{R}$ of non-relativistic mechanics gives rise to the geodesic equation

$$
\begin{align*}
& \dot{q}^{0}=0, \quad \dot{q}^{0}=1, \\
& \dot{q}^{i}=a_{j k}^{i}\left(q^{\mu}\right) \dot{q}^{j} \dot{q}^{k}+b_{j}^{i}\left(q^{\mu}\right) \dot{q}^{\dot{j}} \dot{q}^{0}+f^{i}\left(q^{\mu}\right) \dot{q}^{0} \dot{q}^{0} \tag{5.4.9}
\end{align*}
$$

on the tangent bundle $T Q$ with respect to the symmetric linear connection

$$
\begin{equation*}
K_{\lambda}{ }^{0}{ }_{\nu}=0, \quad K_{0}{ }^{i}{ }_{0}=f^{i}, \quad K_{0}^{i}{ }_{j}=K_{j}^{i}{ }_{0}=\frac{1}{2} b_{j}^{i}, \quad K_{k}^{i}{ }_{j}=a_{k j}^{i} \tag{5.4.10}
\end{equation*}
$$

on the tangent bundle $T Q \rightarrow Q$.
The geodesic equation (5.4.9), however, is not unique for the dynamic equation (5.4.8).

Proposition 5.4.5. Any quadratic dynamic equation (5.4.8), being equivalent to the geodesic equation with respect to the symmetric linear connection $\widetilde{K}(5.4 .10)$,
is also equivalent to the geodesic equation with respect to an affine connection $K^{\prime}$ on $T Q \rightarrow Q$ which differs from $\widetilde{K}(5.4 .10)$ in a soldering form $\sigma$ on $T Q \rightarrow Q$ with the components

$$
\sigma_{\lambda}^{0}=0, \quad \sigma_{k}^{i}=h_{k}^{i}+(s-1) h_{k}^{i} \dot{q}^{0}, \quad \sigma_{0}^{i}=-s h_{k}^{i} \dot{q}^{k}-h_{0}^{i} \dot{q}^{0}+h_{0}^{i}
$$

where $s$ and $h_{\lambda}^{i}$ are local functions on $Q$.
The proof follows from direct computation.
Now let us extend our inspection of dynamic equations to connections on the tangent bundle $T M \rightarrow M$ of the typical fibre $M$ of a configuration bundle $Q \rightarrow \mathbb{R}$. In this case, the relationship fails to be canonical, but depends on a trivialization (5.1.1) of $Q \rightarrow \mathbb{R}$.

Given such a trivialization, let $\left(t, \bar{q}^{i}\right)$ be the associated coordinates on $Q$, where $\bar{q}^{i}$ are coordinates on $M$ with transition functions independent of $t$. The corresponding trivialization (5.1.2) of $J^{1} Q \rightarrow \mathbb{R}$ takes place in the coordinates $\left(t, \bar{q}^{i}, \dot{q}^{i}\right)$, where $\dot{\bar{q}}^{i}$ are coordinates on $T M$. With respect to these coordinates, the transformation law (5.3.7) of a dynamic connection $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$ reads

$$
\gamma_{0}^{i}=\frac{\partial \bar{q}^{i}}{\partial \bar{q}^{j}} \gamma_{0}^{j} \quad \gamma_{k}^{\prime i}=\left(\frac{\partial \bar{q}^{i}}{\partial \bar{q}^{j}} \gamma_{n}^{j}+\frac{\partial \bar{q}^{i}}{\partial \bar{q}^{i}}\right) \frac{\partial \bar{q}^{n}}{\partial \bar{q}^{k}} .
$$

It follows that, given a trivialization of $Q \rightarrow \mathbb{R}$, a connection $\gamma$ on $J^{1} Q \rightarrow Q$ defines the time-dependent vertical vector field

$$
\gamma_{0}^{i}\left(t, \bar{q}^{j}, \dot{q}^{j}\right) \frac{\partial}{\partial \dot{\bar{q}}^{\dot{q}}}: \mathbb{R} \times T M \rightarrow V T M
$$

and the time-dependent connection

$$
\begin{equation*}
d \bar{q}^{k} \otimes\left(\frac{\partial}{\partial \bar{q}^{k}}+\gamma_{k}^{i}\left(t, \bar{q}^{j}, \dot{\bar{q}}^{j}\right) \frac{\partial}{\partial \dot{\bar{q}}^{i}}\right): \mathbb{R} \times T M \rightarrow J^{1} T M \subset T T M \tag{5.4.11}
\end{equation*}
$$

on the tangent bundle $T M \rightarrow M$.
Conversely, let us consider a connection

$$
\bar{K}=d \bar{q}^{k} \otimes\left(\frac{\partial}{\partial \bar{q}^{k}}+\bar{K}_{k}^{i}\left(\bar{q}^{j}, \dot{\bar{q}}^{j}\right) \frac{\partial}{\partial \dot{\vec{q}}}\right)
$$

on the tangent bundle $T M \rightarrow M$. Given the above-mentioned trivialization of the configuration bundle $Q \rightarrow \mathbb{R}$, the connection $\bar{K}$ defines the connection $\widetilde{K}$ (5.4.3), with the components

$$
K_{0}^{i}=0, \quad K_{k}^{i}=\bar{K}_{k}^{i}
$$

on the tangent bundle $T Q \rightarrow Q$. The corresponding dynamic connection $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$ reads

$$
\begin{equation*}
\gamma_{0}^{i}=0, \quad \gamma_{k}^{i}=\vec{K}_{k}^{i} . \tag{5.4.12}
\end{equation*}
$$

Using the transformation law (5.3.7), one can extend the expression (5.4.12) to arbitrary bundle coordinates ( $t, q^{i}$ ) on the configuration space $Q$ as follows:

$$
\begin{align*}
& \gamma_{k}^{i}=\left[\frac{\partial q^{i}}{\partial \bar{q}^{j}} \bar{K}_{n}^{j}\left(\bar{q}^{j}\left(q^{r}\right), \dot{\bar{q}}^{j}\left(q^{r}, q_{t}^{r}\right)\right)+\frac{\partial^{2} q^{i}}{\partial \bar{q}^{\eta} \partial \bar{q}^{j}} \dot{q}^{j}+\frac{\partial \Gamma^{i}}{\partial \bar{q}^{n}}\right] \partial_{k} \bar{q}^{n},  \tag{5.4.13}\\
& \gamma_{0}^{i}=\partial_{t} \Gamma^{i}+\partial_{j} \Gamma^{i} q_{t}^{j}-\gamma_{k}^{i} \Gamma^{k},
\end{align*}
$$

where $\Gamma^{i}=\partial_{t} q^{i}\left(t, \bar{q}^{j}\right)$ is the connection on $Q \rightarrow \mathbb{R}$, corresponding to a given trivialization of $Q$, i.e., $\Gamma^{i}=0$ relative to $\left(t, \bar{q}^{i}\right)$. The dynamic equation on $Q$ defined by the dynamic connection (5.4.13) takes the form

$$
\begin{equation*}
q_{t t}^{i}=\partial_{t} \Gamma^{i}+q_{t}^{j} \partial_{j} \Gamma^{i}+\gamma_{k}^{i}\left(q_{t}^{k}-\Gamma^{k}\right) . \tag{5.4.14}
\end{equation*}
$$

By construction, it is a conservative dynamic equation. Thus, we have proved the following.

Proposition 5.4.6. A connection $\vec{K}$ on the tangent bundle $T M \rightarrow M$ of the typical fibre $M$ of a configuration bundle $Q \rightarrow \mathbb{R}$ and a connection $\Gamma$ on $Q \rightarrow \mathbb{R}$ yield a conservative dynamic equation (5.4.14) on $Q$.

### 5.5 Connections and reference frames

From the physical viewpoint, a reference frame in non-relativistic mechanics determines a tangent vector at each point of a configuration space $Q$, which characterizes the velocity of an "observer" at this point. These speculations lead to the following notion of a reference frame in non-relativistic mechanics [213, 216, 271].

DEFINITION 5.5.1. In non-relativistic mechanics, a reference frame is a connection $\Gamma$ on the configuration bundle $Q \rightarrow \mathbb{R}$.

In accordance with this definition, one can think of the horizontal vector field (5.1.9) associated with a connection $\Gamma$ on $Q \rightarrow \mathbb{R}$ as being a family of "observers", while the corresponding covariant differential

$$
\dot{q}_{\Gamma}^{i} \stackrel{\text { def }}{=} D_{\Gamma}\left(q_{i}^{i}\right)=q_{t}^{i}-\Gamma^{i}
$$

determines the relative velocities with respect to the reference frame $\Gamma$.
In particular, given a motion $c: \mathbb{R} \rightarrow Q$, its covariant derivative $\nabla^{\Gamma} c$ with respect to a connection $\Gamma$ is the velocity of this motion relative to the reference frame $\Gamma$. For instance, if $c$ is an integral section for the connection $\Gamma$, the velocity of the motion $c$ relative to the reference frame $\Gamma$ is equal to 0 . Conversely, every motion $c: \mathbb{R} \rightarrow Q$, defines a reference frame $\Gamma_{c}$ such that the velocity of $c$ relative to $\Gamma_{c}$ vanishes. This reference frame $\Gamma_{c}$ is a global extension of the section $c(\mathbb{R}) \rightarrow J^{1} Q$ of the affine jet bundle $J^{1} Q \rightarrow Q$ over the closed submanifold $c(\mathbb{R}) \subset Q$.

By virtue of Proposition 2.6.2, any reference frame $\Gamma$ on a configuration bundle $Q \rightarrow \mathbb{R}$ is associated with an atlas of local constant trivializations, and vice versa. The connection $\Gamma$ reduces to $\Gamma=\partial_{t}$ with respect to the corresponding coordinates $\left(t, \bar{q}^{i}\right)$, whose transition functions $\bar{q}^{i} \rightarrow \bar{q}^{\prime i}$ are independent of time. One can think of these coordinates as being also the reference frame, corresponding to the connection $\Gamma=\partial_{t}$. They are called adapted to the reference frame $\Gamma$. Thus, we come to the following notion of a reference frame, equivalent to Definition 5.5.1.

DEFINITION 5.5.2. In non-relativistic mechanics, a reference frame is an atlas of local constant trivializations of a configuration bundle $Q \rightarrow \mathbb{R}$.

In particular, with respect to the coordinates $\bar{q}^{i}$ adapted to a reference frame $\Gamma$, the velocities relative to this reference frame are equal to the absolute ones

$$
D_{\Gamma}\left(\bar{q}_{t}^{i}\right)=\dot{\bar{q}}_{\Gamma}^{i}=\bar{q}_{t}^{i} .
$$

A reference frame is said to be complete if the associated connection $\Gamma$ is complete. By virtue of Proposition 5.1.1, every complete reference frame defines a trivialization of a bundle $Q \rightarrow \mathbb{R}$, and vice versa.

Remark 5.5.1. Given a reference frame $\Gamma$, one should solve the equations

$$
\begin{align*}
& \Gamma^{i}\left(t, q^{j}\left(t, \bar{q}^{a}\right)\right)=\frac{\partial q^{i}\left(t, \bar{q}^{a}\right)}{\partial t}  \tag{5.5.1a}\\
& \frac{\partial \bar{q}^{a}\left(t, q^{j}\right)}{\partial q^{i}} \Gamma^{i}\left(t, q^{j}\right)+\frac{\partial \bar{q}^{a}\left(t, q^{j}\right)}{\partial t}=0 \tag{5.5.1b}
\end{align*}
$$

in order to find the coordinates $\left(t, \bar{q}^{a}\right)$ adapted to $\Gamma$.
Let $\left(t, q_{1}^{a}\right)$ and $\left(t, q_{2}^{i}\right)$ be the adapted coordinates for reference frames $\Gamma_{1}$ and $\Gamma_{2}$, respectively. In accordance with the equality (5.5.1b), the components $\Gamma_{1}^{i}$ of the connection $\Gamma_{1}$ with respect to the coordinates $\left(t, q_{2}^{i}\right)$ and the components $\Gamma_{2}^{a}$ of the connection $\Gamma_{2}$ with respect to the coordinates $\left(t, q_{1}^{a}\right)$ fulfill the relation

$$
\frac{\partial q_{1}^{a}}{\partial q_{2}^{i}} \Gamma_{1}^{i}+\Gamma_{2}^{a}=0
$$

Using the relations (5.5.1a) - (5.5.1b), one can rewrite the coordinate transformation law (5.3.3) of dynamic equations as follows. Let

$$
\begin{equation*}
\bar{q}_{t t}^{a}=\bar{\xi}^{a} \tag{5.5.2}
\end{equation*}
$$

be a dynamic equation on a configuration space $Q$, written with respect to a reference frame $\left(t, \bar{q}^{n}\right)$. Then, relative to arbitrary bundle coordinates $\left(t, q^{i}\right)$ on $Q \rightarrow \mathbb{R}$, the dynamic equation (5.5.2) takes the form

$$
\begin{equation*}
q_{t t}^{i}=d_{t} \Gamma^{i}+\partial_{j} \Gamma^{i}\left(q_{t}^{j}-\Gamma^{j}\right)-\frac{\partial q^{i}}{\partial \bar{q}^{a}} \frac{\partial \bar{q}^{a}}{\partial q^{j} \partial q^{k}}\left(q_{t}^{j}-\Gamma^{j}\right)\left(q_{t}^{k}-\Gamma^{k}\right)+\frac{\partial q^{i}}{\partial \bar{q}^{a}} \bar{\xi}^{a} \tag{5.5.3}
\end{equation*}
$$

where $\Gamma$ is the connection corresponding to the reference frame $\left(t, \bar{q}^{n}\right)$. The dynamic equation (5.5.3) can be expressed in the relative velocities $\dot{q}_{\Gamma}^{i}=q_{t}^{i}-\Gamma^{i}$ with respect to the initial reference frame $\left(t, \bar{q}^{a}\right)$. We have

$$
\begin{equation*}
d_{t} \dot{q}_{\Gamma}^{i}=\partial_{j} \Gamma^{i} \dot{q}_{\Gamma}^{j}-\frac{\partial q^{i}}{\partial \bar{q}^{a}} \frac{\partial \bar{q}^{a}}{\partial q^{j} \partial q^{k}} \dot{q}_{\Gamma}^{j} \dot{q}_{\Gamma}^{k}+\frac{\partial q^{i}}{\partial \bar{q}^{a}} \bar{\xi}^{a}\left(t, q^{j}, \dot{q}_{\Gamma}^{j}\right) \tag{5.5.4}
\end{equation*}
$$

Accordingly, any dynamic equation (5.3.1) can be expressed in the relative velocities $\dot{q}_{\Gamma}^{i}=q_{t}^{i}-\Gamma^{i}$ with respect to an arbitrary reference frame $\Gamma$ as follows:

$$
\begin{equation*}
d_{t} \dot{q}_{\Gamma}^{i}=(\xi-J \Gamma)_{t}^{i}=\xi^{i}-d_{t} \Gamma^{i} \tag{5.5.5}
\end{equation*}
$$

where $J \Gamma$ is the prolongation (5.1.15) of the connection $\Gamma$ onto $J^{1} Q \rightarrow \mathbb{R}$.

Remark 5.5.2. Let us consider the following particular reference frame $\Gamma$ for a dynamic equation $\xi$. The covariant differential of a reference frame $\Gamma$ with respect to the corresponding dynamic connection $\gamma_{\xi}$ (5.3.13) reads

$$
\begin{align*}
& \nabla^{\gamma} \Gamma=\nabla_{\lambda}^{\gamma} \Gamma^{k} d q^{\lambda} \otimes \partial_{k}: Q \rightarrow T^{*} Q \times V_{Q} J^{1} Q,  \tag{5.5.6}\\
& \nabla_{\lambda}^{\gamma} \Gamma^{k}=\partial_{\lambda} \Gamma^{k}-\gamma_{\lambda}^{k} \circ \Gamma .
\end{align*}
$$

A connection $\Gamma$ is called a geodesic reference frame for the dynamic equation $\xi$ if

$$
\begin{equation*}
\Gamma\rfloor \nabla^{\gamma} \Gamma=\Gamma^{\lambda}\left(\partial_{\lambda} \Gamma^{k}-\gamma_{\lambda}^{k} \circ \Gamma\right)=\left(d_{t} \Gamma^{i}-\xi^{i} \circ \Gamma\right) \partial_{i}=0 . \tag{5.5.7}
\end{equation*}
$$

It is readily observed that integral sections $c$ of a reference frame $\Gamma$ are solutions of a dynamic equation $\xi$ if and only if $\Gamma$ is a geodesic reference frame for $\xi$.

With a reference frame, we obtain a converse of Theorem 5.4.2.

Theorem 5.5.3. Given a reference frame $\Gamma$, any connection $K$ (5.4.1) on the tangent bundle $T Q \rightarrow Q$ defines a dynamic equation

$$
\xi^{i}=\left.\left(K_{\lambda}^{i}-\Gamma^{i} K_{\lambda}^{0}\right) \dot{q}^{\lambda}\right|_{\dot{q}^{0}=1, \dot{q}^{j}=q_{t}^{q}} .
$$

This theorem is a corollary of Proposition 5.4.1 and the following lemma proved by the inspection of transition functions.

Lemma 5.5.4. Given a connection $\Gamma$ on the fibre bundle $Q \rightarrow \mathbb{R}$ and a connection $K$ on the tangent bundle $T Q \rightarrow Q$, there is the connection $\widetilde{K}$ on $T Q \rightarrow Q$ with the components

$$
\widetilde{K}_{\lambda}^{0}=0, \quad \widetilde{K}_{\lambda}^{i}=K_{\lambda}^{i}-\Gamma^{i} K_{\lambda}^{0} .
$$

### 5.6 The free motion equation

We say that the dynamic equation (5.3.1) is a free motion equation if there exists a reference frame $\left(t, \vec{q}^{i}\right)$ on the configuration space $Q$ such that this equation reads

$$
\begin{equation*}
\bar{q}_{t t}^{i}=0 \tag{5.6.1}
\end{equation*}
$$

With respect to arbitrary bundle coordinates $\left(t, q^{i}\right)$, a free motion equation takes the form

$$
\begin{equation*}
q_{t t}^{i}=d_{t} \Gamma^{i}+\partial_{j} \Gamma^{i}\left(q_{t}^{j}-\Gamma^{j}\right)-\frac{\partial q^{i}}{\partial \bar{q}^{m}} \frac{\partial \bar{q}^{m}}{\partial q^{j} \partial q^{k}}\left(q_{t}^{j}-\Gamma^{j}\right)\left(q_{t}^{k}-\Gamma^{k}\right) \tag{5.6.2}
\end{equation*}
$$

where $\Gamma^{i}=\partial_{t} q^{i}\left(t, \bar{q}^{j}\right)$ is the connection associated with the initial reference frame $\left(t, \bar{q}^{i}\right)$ (cf. (5.5.3)). One can think of the right-hand side of the equation (5.6.2) as being the general coordinate expression for an inertial force in non-relativistic mechanics. The corresponding dynamic connection $\gamma_{\xi}$ on the affine jet bundle $J^{1} Q \rightarrow Q$ reads

$$
\begin{align*}
& \gamma_{k}^{i}=\partial_{k} \Gamma^{i}-\frac{\partial q^{i}}{\partial \bar{q}^{m}} \frac{\partial \bar{q}^{m}}{\partial q^{j} \partial q^{k}}\left(q_{t}^{j}-\Gamma^{j}\right),  \tag{5.6.3}\\
& \gamma_{0}^{i}=\partial_{t} \Gamma^{i}+\partial_{j} \Gamma^{i} q_{t}^{j}-\gamma_{k}^{i} \Gamma^{k} .
\end{align*}
$$

It is affine. By virtue of Proposition 5.4.3, this dynamic connection defines a linear connection $K$ on the tangent bundle $T Q \rightarrow Q$, whose curvature necessarily vanishes. Thus, we come to the following criterion of a dynamic equation to be a free motion equation.

- If $\xi$ is a free motion equation on a configuration space $Q$, it is quadratic, and the corresponding symmetric linear connection (5.4.10) on the tangent bundle $T Q \rightarrow Q$ is a curvature-free connection.

This criterion is not a sufficient condition because it may happen that the components of a curvature-free symmetric linear connection on $T Q \rightarrow Q$ vanish with respect to the coordinates on $Q$ which are not compatible with the fibration $Q \rightarrow \mathbb{R}$. The similar criterion involves the curvature of a dynamic connection (5.6.3) of a free motion equation.

- If $\xi$ is a free motion equation, then the curvature $R$ of the corresponding dynamic connection $\gamma_{\xi}$ is equal to 0 .

This criterion also fails to be a sufficient condition. If the curvature $R$ of a dynamic connection $\gamma_{\xi}$ vanishes, it may happen that components of $\gamma_{\xi}$ are equal to 0 with respect to non-holonomic bundle coordinates on the affine jet bundle $J^{l} Q \rightarrow Q$.

Nevertheless, one can formulate the following necessary and sufficient condition of the existence of a free motion equation on a configuration space $Q[68,213]$.

- A free motion equation on a fibre bundle $Q \rightarrow \mathbb{R}$ exists if and only if the typical fibre $M$ of $Q$ admits a curvature-free symmetric linear connection.

Indeed, let a free motion equation take the form (5.6.1) with respect to some atlas of local constant trivializations of a fibre bundle $Q \rightarrow \mathbb{R}$. By virtue of Proposition 5.3.3, there exists an affine dynamic connection $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$ whose components relative to this atlas are equal to 0 . Given a trivialization chart of this atlas, the connection $\gamma$ defines the curvature-free symmetric linear connection (5.4.11) on $M$. The converse statement follows at once from Proposition 5.4.6.

The free motion equation (5.6.2) is simplified if the coordinate transition functions $\bar{q}^{i} \rightarrow q^{i}$ are affine in the coordinates $\bar{q}^{i}$. Then we have

$$
\begin{equation*}
q_{t t}^{i}=\partial_{t} \Gamma^{i}-\Gamma^{j} \partial_{j} \Gamma^{i}+2 q_{t}^{j} \partial_{j} \Gamma^{i} \tag{5.6.4}
\end{equation*}
$$

The following lemma shows that the free motion equation (5.6.4) is affine in the coordinates $q^{i}$ and $q_{t}^{i}$.

Lemma 5.6.1. [213]. Let $\left(t, \bar{q}^{a}\right)$ be a reference frame on a configuration bundle $Q \rightarrow \mathbb{R}$ and $\Gamma$ the corresponding connection. Components $\Gamma^{i}$ of this connection with respect to another coordinate system $\left(t, q^{i}\right)$ are affine functions in the coordinates $q^{i}$ if and only if the transition functions between the coordinates $\bar{q}^{a}$ and $q^{i}$ are affine.

As an example, let us consider a free motion on a plane $\mathbb{R}^{2}$. The corresponding configuration bundle is $\mathbb{R}^{3} \rightarrow \mathbb{R}$, coordinated by $(t, \bar{r})$. The dynamic equation of this motion is

$$
\begin{equation*}
\ddot{\overrightarrow{\mathbf{r}}}=0 \tag{5.6.5}
\end{equation*}
$$

Let us choose the rotatory reference frame with the adapted coordinates

$$
\begin{equation*}
\mathbf{r}=A \overline{\mathbf{r}}, \quad A=\binom{\cos \omega t-\sin \omega t}{\sin \omega t \cos \omega t} \tag{5.6.6}
\end{equation*}
$$

Relative to these coordinates, the connection $\Gamma$ corresponding to the initial reference frame reads

$$
\Gamma=\partial_{t} \mathbf{r}=\partial_{t} A \cdot A^{-1} \mathbf{r}
$$

Then the free motion equation (5.6.5) with respect to the rotatory reference frame (5.6.6) takes the familiar form

$$
\mathbf{r}_{t t}=\omega^{2} \mathbf{r}+2\left(\begin{array}{cc}
0 & -1  \tag{5.6.7}\\
1 & 0
\end{array}\right) \mathbf{r}_{t}
$$

The first term in the right-hand side of the equation (5.6.7) is the centrifugal force $\left(-\Gamma^{j} \partial_{j} \Gamma^{i}\right)$, while the second one is the Coriolis force $\left(2 q_{t}^{j} \partial_{j} \Gamma^{i}\right)$.

One can easily find the geodesic reference frames for a free motion equation. They are $\Gamma^{i}=v^{i}=$ const. By virtue of Lemma 5.6.1, these reference frames define the adapted coordinates

$$
\begin{equation*}
\bar{q}^{i}=k_{j}^{i} q^{j}-v^{i} t-a^{i}, \quad k_{j}^{i}=\text { const. }, \quad v^{i}=\text { const. }, \quad a^{i}=\text { const. } \tag{5.6.8}
\end{equation*}
$$

The equation (5.6.1) keeps obviously its free motion form under the transformations (5.6.8) between the geodesic reference frames. It is readily observed that these transformations are precisely the elements of the Galilei group.

### 5.7 The relative acceleration

It should be emphasized that, taken separately, the left- and right-hand sides of the dynamic equation (5.5.5) are not well-behaved objects. This equation can be brought into the covariant form if we introduce the notion of a relative acceleration.

To consider a relative acceleration with respect to a reference frame $\Gamma$, one should prolong the connection $\Gamma$ on the configuration bundle $Q \rightarrow \mathbb{R}$ to a holonomic connection $\xi_{\Gamma}$ on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$. Note that the jet prolongation $J \Gamma$ (5.1.15) of $\Gamma$ onto $J^{1} Q \rightarrow \mathbb{R}$ is not holonomic. We can construct the desired prolongation by means of a dynamic connection $\gamma$ on the affine jet bundle $J^{1} Q \rightarrow Q$.

Lemma 5.7.1. [213]. Let us consider the composite bundle (5.3.8). Given a frame $\Gamma$ on $Q \rightarrow \mathbb{R}$ and a dynamic connections $\gamma$ on $J^{1} Q \rightarrow Q$, there exists a dynamic connection $\tilde{\gamma}$ on $J^{1} Q \rightarrow Q$ with the components

$$
\begin{equation*}
\widetilde{\gamma}_{k}^{i}=\gamma_{k}^{i}, \quad \tilde{\gamma}_{0}^{i}=d_{t} \Gamma^{i}-\gamma_{k}^{i} \Gamma^{k} \tag{5.7.1}
\end{equation*}
$$

Now, we construct a certain soldering form on the affine jet bundle $J^{1} Q \rightarrow Q$ and add it to this connection. Let us apply the canonical projection $T^{*} Q \rightarrow V^{*} Q$ and then the imbedding $\Gamma: V^{*} Q \rightarrow T^{*} Q$ to the covariant differential (5.5.6) of the reference frame $\Gamma$ with respect to the dynamic connection $\gamma$. We obtain the $V_{Q} J^{1} Q$-valued 1-form

$$
\sigma=\left[-\Gamma^{i}\left(\partial_{i} \Gamma^{k}-\gamma_{i}^{k} \circ \Gamma\right) d t+\left(\partial_{i} \Gamma^{k}-\gamma_{i}^{k} \circ \Gamma\right) d q^{i}\right] \otimes \partial_{k}^{t}
$$

on $Q$ whose pull-back onto $J^{1} Q$ is the desired soldering form. The sum

$$
\gamma_{\Gamma} \stackrel{\text { def }}{=} \tilde{\gamma}+\sigma,
$$

called the frame connection, reads

$$
\begin{align*}
& \gamma_{\Gamma_{0}^{i}}^{i}=d_{t} \Gamma^{i}-\gamma_{k}^{i} \Gamma^{k}-\Gamma^{k}\left(\partial_{k} \Gamma^{i}-\gamma_{k}^{i} \circ \Gamma\right),  \tag{5.7.2}\\
& \gamma_{\Gamma_{k}^{i}}=\gamma_{k}^{i}+\partial_{k} \Gamma^{i}-\gamma_{k}^{i} \circ \Gamma .
\end{align*}
$$

This connection yields the desired holonomic connection

$$
\xi_{\Gamma}^{i}=d_{t} \Gamma^{i}+\left(\partial_{k} \Gamma^{i}+\gamma_{k}^{i}-\gamma_{k}^{i} \circ \Gamma\right)\left(q_{t}^{k}-\Gamma^{k}\right)
$$

on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$.
Let $\xi$ be a dynamic equation and $\gamma=\gamma_{\xi}$ the connection (5.3.13) associated with $\xi$. Then one can think of the vertical vector field

$$
\begin{equation*}
a_{\Gamma} \stackrel{\text { def }}{=} \xi-\xi_{\Gamma}=\left(\xi^{i}-\xi_{1}^{i}\right) \partial_{i}^{t} \tag{5.7.3}
\end{equation*}
$$

on the affine jet bundle $J^{1} Q \rightarrow Q$ as being a relative acceleration with respect to the reference frame $\Gamma$ in comparison with the absolute acceleration $\xi$.

Example 5.7.1. Let us consider a reference frame which is geodesic for the dynamic equation $\xi$, i.e., the relation (5.5.7) holds. Then the relative acceleration of a motion $c$ with respect to the reference frame $\Gamma$ is

$$
\left(\xi-\xi_{\Gamma}\right) \circ \Gamma=0 .
$$

Let $\xi$ now be an arbitrary dynamic equation, written with respect to coordinates $\left(t, q^{i}\right)$ adapted to the reference frame $\Gamma$, i.e., $\Gamma^{i}=0$. In these coordinates, the relative acceleration with respect to the reference frame $\Gamma$ is

$$
\begin{equation*}
a_{\Gamma}^{i}=\xi^{i}\left(t, q^{j}, q_{t}^{j}\right)-\frac{1}{2} q_{t}^{k}\left(\partial_{k} \xi^{i}-\left.\partial_{k} \xi^{i}\right|_{q_{t}^{j}=0}\right) \tag{5.7.4}
\end{equation*}
$$

Given another bundle coordinates $\left(t, q^{\prime i}\right)$ on $Q \rightarrow \mathbb{R}$, this dynamic equation takes the form (5.5.4), while the relative acceleration (5.7.4) with respect to the reference frame $\Gamma$ reads $a_{\Gamma}^{\prime i}=\partial_{j} q^{\prime i} a_{\Gamma}^{j}$. Then we can write a dynamic equation (5.3.1) in the form which is covariant under coordinate transformations:

$$
\begin{equation*}
\widetilde{D}_{\gamma_{\Gamma}} q_{t}^{i}=d_{t} q_{t}^{i}-\xi_{\Gamma}^{i}=a_{\Gamma} \tag{5.7.5}
\end{equation*}
$$

where $\widetilde{D}_{\gamma_{\mathrm{r}}}$ is the vertical covariant differential (5.3.12) with respect to the frame connection $\gamma_{\Gamma}(5.7 .2)$ on the affine jet bundle $J^{1} Q \rightarrow Q$.

In particular, if $\xi$ is a free motion equation which takes the form (5.6.1) with respect to a reference frame $\Gamma$, then

$$
\widetilde{D}_{\gamma_{\mathrm{r}}} q_{t}^{i}=0
$$

relative to arbitrary bundle coordinates on the configuration bundle $Q \rightarrow \mathbb{R}$.
The left-hand side of the dynamic equation (5.7.5) can also be expressed into the relative velocities such that this dynamic equation takes the form

$$
\begin{equation*}
d_{t} \dot{q}_{\Gamma}^{i}-\gamma_{\Gamma}{ }_{k}^{i} \dot{q}_{\Gamma}^{k}=a_{\Gamma} \tag{5.7.6}
\end{equation*}
$$

which is the covariant form of the equation (5.5.5).
The concept of a relative acceleration is understood better when we deal with the quadratic dynamic equation $\xi$, and the corresponding dynamic connection $\gamma$ is affine. If a dynamic connection $\gamma$ is affine, i.e.,

$$
\gamma_{\lambda}^{i}=\gamma_{\lambda 0}^{i}+\gamma_{\lambda k}^{i} q_{t}^{k}
$$

so is the frame connection $\gamma_{\Gamma}$ for any frame $\Gamma$ :

$$
\begin{align*}
& \gamma_{\Gamma j k}^{i}=\gamma_{j k}^{i}, \\
& \gamma_{\Gamma}^{i},  \tag{5.7.7}\\
& \gamma_{\Gamma}^{i}=\partial_{k} \Gamma^{i}-\gamma_{j k}^{i} \Gamma^{j}, \quad \partial_{t} \Gamma^{i}-\Gamma^{j} \partial_{j} \Gamma^{i}+\gamma_{j k}^{i} \Gamma^{j} \Gamma^{k} .
\end{align*}
$$

In particular, we obtain

$$
\gamma_{\Gamma j k}^{i}=\gamma_{j k}^{i}, \quad \gamma_{\Gamma 0 k}^{i}=\gamma_{\Gamma k 0}^{i}=\gamma_{\Gamma 00}^{i}=0
$$

relative to the coordinates adapted to a reference frame $\Gamma$. A glance at the expression (5.7.7) shows that, if a dynamic connection $\gamma$ is symmetric, so is a frame connection $\gamma_{\Gamma}$.

Corollary 5.7.2. If a dynamic equation $\xi$ is quadratic, the relative acceleration $a_{\Gamma}$ (5.7.3) is always affine, and it admits the decomposition

$$
\begin{equation*}
a_{\Gamma}^{i}=-\left(\Gamma^{\lambda} \nabla_{\lambda}^{\gamma} \Gamma^{i}+2 \dot{q}_{\Gamma}^{\lambda} \nabla_{\lambda}^{\gamma} \Gamma^{i}\right), \tag{5.7.8}
\end{equation*}
$$

where $\gamma=\gamma_{\xi}$ is the dynamic connection (5.3.13), and

$$
\dot{q}_{\Gamma}^{\lambda}=q_{t}^{\lambda}-\Gamma^{\lambda}, \quad q_{t}^{0}=1, \quad \Gamma^{0}=1
$$

is the relative velocity with respect to the reference frame $\Gamma$.
Note that the splitting (5.7.8) gives a generalized Coriolis theorem. In particular, the well-known analogy between inertial and electromagnetic forces is restated. Corollary 5.7.2 shows that this analogy can be extended to an arbitrary quadratic dynamic equation.

### 5.8 Lagrangian and Newtonian systems

Lagrangian formalism of time-dependent mechanics is the repetition of Lagrangian field theory (see Section 3.2) in the particular case of fibre bundles $Q \rightarrow \mathbb{R}$. By a Lagrangian system is meant a mechanical system whose motions are solutions of Euler-Lagrange equations for some Lagrangian

$$
\begin{equation*}
L=\mathcal{L} d t, \quad \mathcal{L}: J^{1} Q \rightarrow \mathbb{R} \tag{5.8.1}
\end{equation*}
$$

on the velocity phase space $J^{1} Q$. We also consider more general notion of a Newtonian system. A Newtonian system is characterised both by a dynamic equation (i.e., a dynamic connection) and a mass tensor which satisfy a certain relation. At first, we will obtain this relation in the framework of Lagrangian formalism.

As in field theory, by gauge transformations in time-dependent mechanics are meant automorphism of the configuration bundle $Q \rightarrow \mathbb{R}$, but only over translations
of the base $\mathbb{R}$. Therefore, we will restrict our consideration to projectable vector fields

$$
\begin{equation*}
u=u^{t} \partial_{t}+u^{i} \partial_{i}, \quad u j d t=u^{t}=\text { const. } \tag{5.8.2}
\end{equation*}
$$

on $Q \rightarrow \mathbb{R}$ which are generators of local 1-parameter groups of such gauge transformations. The jet prolongation (1.3.10) of $u$ (5.8.2) is

$$
J^{1} u=u^{t} \partial_{t}+u^{i} \partial_{i}+d_{t} u^{i} \partial_{i}^{t}
$$

Given a Lagrangian $L$ (5.8.1), its Lie derivative (3.2.1) along $u$ reads

$$
\begin{equation*}
\left.\mathbf{L}_{J^{1} u} L=(\bar{u}] d \mathcal{L}\right) d t=\left(u^{t} \partial_{t}+u^{i} \partial_{i}+d_{t} u^{i} \partial_{\mathfrak{i}}^{t}\right) \mathcal{L} d t \tag{5.8.3}
\end{equation*}
$$

Then the first variational formula (3.2.2) takes the form

$$
\begin{equation*}
\left.\left.J^{1} u\right\rfloor d \mathcal{L}=\left(u^{i}-u^{t} q_{t}^{i}\right) \mathcal{E}_{i}+d_{t}(u\rfloor H_{L}\right) \tag{5.8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{L}=\hat{v}^{*}(d L)+L=\pi_{i} d q^{i}-\left(\pi_{i} q_{t}^{i}-\mathcal{L}\right) d t \tag{5.8.5}
\end{equation*}
$$

is the Poincare- Cartan form (3.2.5) and

$$
\begin{align*}
& \mathcal{E}_{L}: J^{2} Q \rightarrow V^{*} Q \\
& \mathcal{E}_{L}=\mathcal{E}_{i} \bar{d} q^{i}=\left(\partial_{i}-d_{t} \partial_{i}^{t}\right) \mathcal{L} \bar{d} q^{i} \tag{5.8.6}
\end{align*}
$$

is the Euler-Lagrange operator (3.2.3) for a Lagrangian $L$. We will use the notation

$$
\pi_{i}=\partial_{i}^{t} \mathcal{L}, \quad \pi_{j i}=\partial_{j}^{t} \partial_{i}^{t} \mathcal{L}
$$

The kernel $\operatorname{Ker} \mathcal{E}_{L} \subset J^{2} Q$ of the Euler-Lagrange operator (5.8.6) defines the EulerLagrange equations

$$
\begin{equation*}
\left(\partial_{i}-d_{t} \partial_{i}^{t}\right) \mathcal{L}=0 \tag{5.8.7}
\end{equation*}
$$

in time-dependent mechanics.
As in field theory, a holonomic connection $\xi(5.1 .16)$ on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$ is said to be a Lagrangian connection for the Lagrangian $L$ if it takes its values in the kernel of the Euler-Lagrange operator, i.e., obeys the equation

$$
\begin{equation*}
\partial_{i} \mathcal{L}-\partial_{t} \pi_{i}-q_{t}^{j} \partial_{j} \pi_{i}-\xi^{j} \pi_{j i}=0 \tag{5.8.8}
\end{equation*}
$$

(cf. (3.2.13)). If a Lagrangian connection $\xi_{L}$ exists, it defines a dynamic equation whose solutions are solutions of the Euler-Lagrange equations (5.8.7). Different Lagrangian connections $\xi_{I}$ lead to different dynamic equations associated with the same system of Euler-Lagrange equations. In particular, if $L$ is a regular Lagrangian, there exists a unique Lagrangian connection

$$
\begin{equation*}
\xi_{L}^{j}=\left(\pi^{-1}\right)^{i j}\left[-\partial_{i} \mathcal{L}+\partial_{t} \pi_{i}+q_{t}^{k} \partial_{k} \pi_{i}\right] \tag{5.8.9}
\end{equation*}
$$

for $L$. In this case, Euler-Lagrange equations are equivalent to a dynamic equation.
Turn now to the notion of a mass tensor.
Every Lagrangian $L$ on the jet manifold $J^{1} Q$ yields the Legendre map (3.2.9):

$$
\begin{equation*}
\widehat{L}: J^{1} Q \rightarrow V^{*} Q, \quad p_{i} \circ \widehat{L}=\pi_{i} \tag{5.8.10}
\end{equation*}
$$

where $\left(t, q^{i}, p_{i}\right)$ are coordinates on the vertical cotangent bundle $V^{*} Q$ which plays the role of a momentum phase space of time-dependent mechanics (see Section 5.10. Due to the vertical splitting (1.1.14) of $V V^{*} Q$, the vertical tangent map $V \hat{L}$ to $\hat{L}$ reads

$$
V \widehat{L}: V_{Q} J^{1} Q \rightarrow V^{*} Q \underset{Q}{\times} V^{*} Q
$$

It yields the linear bundle morphism

$$
\begin{align*}
& b \stackrel{\text { def }}{=}\left(\operatorname{Id} J^{1} Q, \operatorname{pr}_{2} \circ V \hat{L}\right): V_{Q} J^{1} Q \underset{J^{1} Q}{\rightarrow} V_{Q}^{*} J^{1} Q,  \tag{5.8.11}\\
& b: \partial_{i}^{t} \mapsto \pi_{i j} \bar{d} q_{t}^{j}
\end{align*}
$$

where $\left\{\bar{d} q_{t}^{j}\right\}$ are bases for the fibres of the vertical tangent bundle $V_{Q}^{*} J^{1} Q \rightarrow J^{1} Q$. The morphism (5.8.11) defines both the mapping

$$
J^{1} Q \rightarrow V_{Q}^{*} J^{1} Q \underset{J^{\prime} Q}{\otimes} V_{Q}^{*} J^{1} Q
$$

and, due to the splitting (5.1.5), the mapping

$$
\begin{aligned}
& \widehat{m}: J^{1} Q \underset{Q}{\longrightarrow} V^{*} Q \underset{Q}{\otimes} V^{*} Q, \\
& m_{i j}=p_{i j} \circ \widehat{m}=\pi_{i j}
\end{aligned}
$$

where $\left(t, q^{i}, p_{i j}\right)$ are holonomic coordinates on $V^{*} Q \otimes V_{Q}^{*} Q$. Thus, $\pi_{i j}=m_{i j}$ are components of the $\stackrel{2}{V}^{V} V^{*} Q$-valued field $\widehat{m}$ on the velocity phase space $J^{1} Q$. It is called the mass tensor.

Let a Lagrangian $L$ be regular. Then the mass tensor is non-degenerate, and defines a fibre metric, called mass metric, in the vertical tangent bundle $V_{Q} J^{1} Q \rightarrow$ $J^{1} Q$. Since a Lagrangian $L$ is regular, there exists a unique Lagrangian connection $\xi_{L}$ for $L$ which obeys the equation

$$
\begin{equation*}
m_{i k} \xi_{L}^{k}=-\partial_{t} \pi_{i}-\partial_{j} \pi_{i} q_{t}^{j}+\partial_{i} \mathcal{L} \tag{5.8.12}
\end{equation*}
$$

This holonomic connection defines the dynamic equation (5.8.9). At the same time, the equation (5.8.12) leads to the commutative diagram

$$
V_{Q} J^{1} Q \underset{D_{\varepsilon_{L}}}{\underset{J^{2} Q}{\longrightarrow} / \varepsilon_{L}} \underset{\varepsilon_{Q}}{b} V_{Q}^{*} J^{1} Q
$$

where

$$
\begin{align*}
& \mathcal{E}_{L}=b \circ D_{\xi_{L}} \\
& \mathcal{E}_{i}=m_{i k}\left(q_{t t}^{k}-\xi_{L}^{k}\right) \tag{5.8.13}
\end{align*}
$$

and $D_{\xi_{L}}$ is the covariant differential (5.1.10) relative to the connection $\xi_{L}$. Furthermore, the derivation of (5.8.12) with respect to $q_{t}^{j}$ results in the relation

$$
\begin{equation*}
\left.\xi_{L}\right\rfloor d m_{i j}+m_{i k} \gamma_{j}^{k}+m_{j k} \gamma_{i}^{k}=0 \tag{5.8.14}
\end{equation*}
$$

where

$$
\gamma_{i}^{k}=\frac{1}{2} \partial_{i}^{t} \xi_{L}^{k}
$$

are coefficients of the symmetric dynamic connection $\gamma_{\xi_{L}}$ (5.3.13) corresponding to the dynamic equation $\xi_{L}$.

Thus, each regular Lagrangian $L$ defines both the dynamic equation $\xi_{L}$, related to the Euler-Lagrange operator $\mathcal{E}_{L}$ by means of the equality (5.8.13), and the nondegenerate mass tensor $m_{i j}$, related to the dynamic equation $\xi_{L}$ by means of the relation (5.8.14). This is a Newtonian system in accordance with the following definition [213].

DEFINITION 5.8.1. Let $Q \rightarrow \mathbb{R}$ be a fibre bundle together with

- a non-degenerate fibre metric $\widehat{m}$ in the fibre bundle $V_{Q} J^{1} Q \rightarrow J^{1} Q$ :

$$
\widehat{m}=\frac{1}{2} m_{i j} \bar{d} q^{i} \vee \bar{d} q^{j}: J^{1} Q \rightarrow V^{*} Q \otimes \otimes V^{*} Q,
$$

satisfying the symmetry condition

$$
\begin{equation*}
\partial_{k}^{t} m_{i j}=\partial_{j}^{t} m_{i k}, \tag{5.8.15}
\end{equation*}
$$

- and a holonomic connection $\xi(5.1 .16)$ on the jet bundle $J^{1} Q \rightarrow \mathbb{R}$, related to the fibre metric $\widehat{m}$ by the compatibility condition (5.8.14).

The triple $(Q, \widehat{m}, \xi)$ is called a Newtonian system.
This Definition generalizes the second Newton law of particle mechanics. Indeed, the dynamic equation for a Newtonian system is equivalent to the equation

$$
\begin{equation*}
m_{i k}\left(q_{t t}^{k}-\xi^{k}\right)=0 . \tag{5.8.16}
\end{equation*}
$$

There are two main reasons for considering Newtonian systems.
From the physical viewpoint, with a mass tensor, we can introduce the notion of an external force which can be defined as a section of the vertical cotangent bundle $V_{\dot{Q}}^{*} J^{1} Q \rightarrow J^{1} Q$. Let us also bear in mind the isomorphism (5.1.5). Note that there are no canonical isomorphisms between the vertical cotangent bundle $V_{Q}^{*} J^{1} Q$ and the vertical tangent bundle $V_{Q} J^{1} Q$ of $J^{1} Q$. Therefore, one should distinguish forces and accelerations which are related with each other by means of a mass metric.
Remark 5.8.1. Let $(Q, \widehat{m}, \xi)$ be a Newtonian system and $f$ an external force. Then

$$
\begin{equation*}
\xi_{f}^{i} \frac{\text { def }}{=} \xi^{i}+\left(m^{-1}\right)^{i k} f_{k} \tag{5.8.17}
\end{equation*}
$$

is a dynamic equation, but the triple $\left(Q, \widehat{m}, \xi_{f}\right)$ is not a Newtonian system in general. As follows from direct computations, only if an external force possesses the property

$$
\begin{equation*}
\partial_{i}^{t} f_{j}+\partial_{j}^{t} f_{i}=0, \tag{5.8.18}
\end{equation*}
$$

then $\xi_{J}$ (5.8.17) fulfills the relation (5.8.14), and $\left(Q, \widehat{m}, \xi_{J}\right)$ is also a Newtonian system. For instance, the Lorentz force

$$
\begin{equation*}
f_{i}=e F_{\lambda i} q_{t}^{1}, \quad q_{t}^{0}=1, \tag{5.8.19}
\end{equation*}
$$

where $F_{\lambda \mu}=\partial_{\lambda} A_{\mu}-\partial_{\mu} A_{\lambda}$ is the electromagnetic strength, obeys the condition (5.8.18).

From the mathematical viewpoint, one may hope to bring the equation (5.8.16) into a system of Euler-Lagrange equations by a choice of an appropriate mass tensor. This is the well-known inverse problem formulated for time-dependent mechanics (see [213] for details).
Example 5.8.2. Let us consider the 1 -dimensional motion of a point mass $m_{0}$ subject to friction. It is described by the equation

$$
\begin{equation*}
m_{0} q_{t t}=-k q_{t}, \quad k>0, \tag{5.8.20}
\end{equation*}
$$

on the configuration space $\mathbb{R}^{2} \rightarrow \mathbb{R}$, coordinated by $(t, q)$. This mechanical system is characterized by the mass function $m=m_{0}$ and the holonomic connection

$$
\begin{equation*}
\xi=\partial_{t}+q_{t} \partial_{q}-\frac{k}{m} q_{t} \partial_{q}^{t}, \tag{5.8.21}
\end{equation*}
$$

but it is neither a Newtonian nor a Lagrangian system. Nevertheless, there is the mass function

$$
\begin{equation*}
m=m_{0} \exp \left[\frac{k}{m_{0}} t\right] \tag{5.8.22}
\end{equation*}
$$

such that $m$ and the holonomic connection (5.8.21) is both a Newtonian and a Lagrangian system with the Havas Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} m_{0} \exp \left[\frac{k}{m_{0}} t\right] q_{t}^{2} \tag{5.8.23}
\end{equation*}
$$

[253]. The corresponding Euler-Lagrange equations are equivalent to the equation of motion (5.8.20).

Example 5.8.3. Let us consider a non-degenerate quadratic Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} m_{i j}\left(q^{\mu}\right) q_{t}^{i} q_{t}^{j}+k_{i}\left(q^{\mu}\right) q_{t}^{i}+f\left(q^{\mu}\right) \tag{5.8.24}
\end{equation*}
$$

where the mass tensor $m_{i j}$ is a Riemannian metric in the vertical tangent bundle $V Q \rightarrow Q$ (see the isomorphism (5.1.4)). Then the Lagrangian $L(5.8 .24)$ can be written as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} g_{\alpha \mu} q_{t}^{\alpha} q_{t}^{\mu}, \quad q_{t}^{0}=1 \tag{5.8.25}
\end{equation*}
$$

where $g$ is the fibre metric

$$
\begin{equation*}
g_{00}=2 \phi, \quad g_{0 i}=k_{i}, \quad g_{i j}=m_{i j} \tag{5.8.26}
\end{equation*}
$$

in the tangent bundle $T Q$. The corresponding Euler-Lagrange equations take the form

$$
\begin{equation*}
q_{t t}^{i}=\left(m^{-1}\right)^{i k}\{\lambda k \nu\} q_{t}^{\lambda} q_{t}^{\nu}, \quad q_{t}^{0}=1 \tag{5.8.27}
\end{equation*}
$$

where $\left\{\lambda_{\mu \nu}\right\}$ are the Christoffel symbols (2.4.13) of the metric (5.8.26). Let us assume that this metric is non-degenerate. By virtue of Corollary 5.4.4, the dynamic equation (5.8.27) gives rise to the geodesic equation (5.4.9)

$$
\begin{aligned}
& \ddot{q}^{0}=0, \quad \dot{q}^{0}=1, \\
& \ddot{q}^{i}=\left(m^{-1}\right)^{i k}\left\{\begin{array}{l} 
\\
\lambda k \nu
\end{array}\right\} \dot{q}^{\dot{q}^{\prime}} \dot{q}^{\nu}
\end{aligned}
$$

on the tangent bundle $T Q$ with respect to the linear connection $\widetilde{K}$ (5.4.3) with the components

$$
\begin{equation*}
K_{\lambda}{ }^{0}{ }_{\nu}=0, \quad K_{\lambda}{ }^{i} \nu=\left(m^{-1}\right)^{i k}\{\lambda k \nu\} . \tag{5.8.28}
\end{equation*}
$$

We have the relation

$$
\begin{equation*}
\nabla_{\lambda} m_{i j}=\partial_{\lambda} m_{i j}+m_{i k} K_{\lambda}{ }^{k} j+m_{j k} K_{\lambda}{ }^{k}{ }_{i}=0 . \tag{5.8.29}
\end{equation*}
$$

A Newtonian system $(Q, \widehat{m}, \xi)$ is said to be standard, if $\widehat{m}$ is the pull-back on $V_{Q} J^{1} Q$ of a fibre metric in the vertical tangent bundle $V Q \rightarrow Q$ in accordance with the isomorphisms (5.1.4) and (5.1.5), i.e., the mass tensor $\widehat{m}$ is independent of the velocity coordinates $q_{t}^{2}$. It is readily observed that any fibre metric $\widehat{m}$ in $V Q \rightarrow Q$ can be seen as a mass metric of a standard Newtonian system, given by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} m_{i j}\left(q^{\mu}\right)\left(q_{t}^{i}-\Gamma^{i}\right)\left(q_{t}^{j}-\Gamma^{j}\right) \tag{5.8.30}
\end{equation*}
$$

where $\Gamma$ is a reference frame. If $\widehat{m}$ is a Riemannian metric, one can think of the Lagrangian (5.8.30) as being a kinetic energy with respect to the reference frame $\Gamma$.

Example 5.8.4. Let us consider a system of $n$ distinguishable particles with masses ( $m_{1}, \ldots, m_{n}$ ) in a 3-dimensional Euclidean space $\mathbb{R}^{3}$. Their positions ( $\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}$ ) span the configuration space $\mathbb{R}^{3 n}$. The total kinetic energy is

$$
T_{\mathrm{tot}}=\frac{1}{2} \sum_{A=1}^{n} m_{A}\left|\dot{\mathbf{r}}_{A}\right|^{2}
$$

that corresponds to the mass tensor

$$
m_{A B i j}=\delta_{A B} \delta_{i j} m_{A}, \quad A, B=1, \ldots n, \quad i, j=1,2,3
$$

on the configuration space $\mathbb{R}^{3 n}$. To separate the translation degrees of freedom, one performs a linear coordinate transformation

$$
\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right) \mapsto\left(\vec{\rho}_{1}, \ldots, \vec{\rho}_{n-1}, \mathbf{R}\right)
$$

where $\mathbf{R}$ is the centre of mass, while the $n-1$ vectors $\left(\vec{\rho}_{1}, \ldots, \vec{\rho}_{n-1}\right)$ are massweighted Jacobi vectors (see their definition below) [200, 201]. The Jacobi vectors $\rho_{A}$ are chosen so that the kinetic energy about the centre of mass has the form

$$
\begin{equation*}
T=\frac{1}{2} \sum_{A=1}^{n-1}\left|\dot{\vec{\rho}}_{A}\right|^{2} \tag{5.8.31}
\end{equation*}
$$

that corresponds to the Euclidean mass tensor

$$
m_{A B i j}=\delta_{A B} \delta_{i j}, \quad A, B=1, \ldots n-1, \quad i, j=1,2,3
$$

on the translation-reduced configuration space $\mathbb{R}^{3 n-3}$. The usual procedure for defining Jacobi vectors involves organizing the particles into a hierarchy of clusters, in which every cluster consists of one or more particles, and where each Jacobi vector joins the centres of mass of two clusters, thereby creating a larger cluster. A Jacobi vector, weighted by the square root of the reduced mass of the two clusters it joins, is the above-mentioned mass-weighted Jacobi vector. For example, in the four-body problem, one can use the following clustering of the particles:

$$
\begin{aligned}
& \vec{\rho}_{1}=\sqrt{\mu_{1}}\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \\
& \vec{\rho}_{2}=\sqrt{\mu_{2}}\left(\mathbf{r}_{4}-\mathbf{r}_{3}\right), \\
& \vec{\rho}_{3}=\sqrt{\mu_{3}}\left(\frac{m_{3} \mathbf{r}_{3}+m_{4} \mathbf{r}_{4}}{m_{3}+m_{4}}-\frac{m_{1} \mathbf{r}_{1}+m_{2} \mathbf{r}_{2}}{m_{1}+m_{2}}\right), \\
& \frac{1}{\mu_{1}}=\frac{1}{m_{1}}+\frac{1}{m_{2}}, \quad \frac{1}{\mu_{2}}=\frac{1}{m_{3}}+\frac{1}{m_{4}}, \quad \frac{1}{\mu_{3}}=\frac{1}{m_{1}+m_{2}}+\frac{1}{m_{3}+m_{4}} .
\end{aligned}
$$

Different clusterings lead to different collections of Jacobi vectors, which are related by linear transformations. Since these transformations maintain the Euclidean form (5.8.31) of the kinetic energy, they are elements of the group $O(n-1)$, called the "democracy group".

### 5.9 Non-relativistic Jacobi fields

Return now to Section 5.4. In accordance with Proposition 5.4.1, any non-relativistic dynamic equation (5.3.1) on a configuration bundle $Q \rightarrow \mathbb{R}$ is equivalent to a geodesic equation with respect to a connection $\widetilde{K}$ (5.4.3) on the tangent bundle $T Q \rightarrow Q$. Let us consider the generic quadratic dynamic equation (5.4.8). Then the connection $\widetilde{K}$ is linear and symmetric (see the expression (5.4.10), and the equation for Jacobi vector fields along the geodesics of this connection can be written as follows.

The curvature $R(2.4 .2)$ of the connection $\widetilde{K}(5.4 .10)$ has the temporal component

$$
\begin{equation*}
R_{\lambda \mu}{ }^{0}{ }_{\beta}=0 \tag{5.9.1}
\end{equation*}
$$

Then the equation for a sl Jacobj vector field $u$ along a geodesic $c$ reads

$$
\begin{equation*}
\dot{q}^{\beta} \dot{q}^{\mu}\left(\nabla_{\beta}\left(\nabla_{\mu} u^{\alpha}\right)-R_{\lambda \mu}{ }_{\beta}^{\alpha} u^{\lambda}\right)=0, \quad \nabla_{\beta} \dot{q}^{\alpha}=0 \tag{5.9.2}
\end{equation*}
$$

where $\nabla_{\mu}$ denote the covariant derivatives with respect to the connection $\widetilde{K}$ [177]. Due to the relation (5.9.1), the equation (5.9.2) for the temporal component $u^{0}$ of a Jakobi field takes the form

$$
\dot{q}^{\beta} \dot{q}^{\mu}\left(\partial_{\mu} \partial_{\beta} u^{0}+K_{\mu}^{\gamma}{ }_{\beta} \partial_{\gamma} u^{0}\right)=0 .
$$

We choose its solution

$$
\begin{equation*}
u^{0}=0 \tag{5.9.3}
\end{equation*}
$$

because all non-relativistic geodesics obey the constraint $\dot{q}^{0}=0$.
Let us consider a quadratic Newtonian system with a Riemannian mass metric $m_{i j}$. Given a reference frame $\left(t, q^{i}\right)$, this mass metric is extended to the Riemannian metric

$$
\begin{equation*}
\bar{g}_{00}=1, \quad \bar{g}_{0 i}=0, \quad \bar{g}_{i j}=m_{i j} \tag{5.9.4}
\end{equation*}
$$

on $Q$. However, the covariant derivative of this metric with respect to the connection $\widetilde{K}(5.8 .28)$ does not vanish in general, namely, $\nabla_{\lambda} g_{0 i} \neq 0$. Nevertheless, due to the relations (5.8.29) and (5.9.3), the well-known formula

$$
\begin{gather*}
\int_{a}^{b}\left(m_{i j}\left(\dot{q}^{\alpha} \nabla_{\alpha} u^{i}\right)\left(\dot{q}^{\beta} \nabla_{\beta} u^{j}\right)+R_{i \mu j \nu} u^{i} u^{j} \dot{q}^{\mu} \dot{q}^{\nu}\right) d t+  \tag{5.9.5}\\
\left.m_{i j} \dot{q}^{\alpha} \nabla_{\alpha} u^{i} u^{j}\right|_{t=a}-\left.m_{i j} \dot{q}^{\alpha} \nabla_{\alpha} u^{i} u^{j}\right|_{t=b}=0
\end{gather*}
$$

for a Jacobi vector field $u$, which is perpendicular to a geodesic $c$, takes place. Note that this expression is independent of the components $\bar{g}_{0 \lambda}$ of the metric (5.9.4), i.e., is frame-independent. It differs from that obtained by the variational methods where a metric is independent of a dynamic equation [215].

Remark 5.9.1. Note that, in the case of a quadratic Lagrangian $L$, the equation (5.9.2) coincides with the Jacobi equation

$$
\begin{equation*}
u^{j} d_{t}\left(\partial_{j} \dot{\partial}_{i} L\right)+d_{t}\left(\dot{u}^{j} \dot{\partial}_{i} \dot{\partial}_{j} L\right)-u^{j} \partial_{i} \partial_{j} L=0 \tag{5.9.6}
\end{equation*}
$$

for a Jacobi vector field on solutions of the Euler-Lagrange equations for $L$. This equation is the Euler-Lagrange equation

$$
\left(\partial_{i}-d_{t} \partial_{i}^{t}\right) \mathcal{L}_{V}=0
$$

for the vertical extension $L_{V}$ (4.5.1) of the Lagrangian $L$ [81, 213].
With the formula (5.9.5), the conjugate points of solutions of the dynamic equation $\xi$ can be examined in accordance with the well-known geometric criteria [177].

Proposition 5.9.1. If the sectional curvature $R_{i \mu j \nu} u^{i} u^{j} \dot{q}^{\mu} \dot{q}^{\nu}$ is non-negative on a solution $c$, this geodesic has no conjugate points.

Proposition 5.9.2. If the sectional curvature $R_{i \mu j u} u^{i} u^{3} v^{\mu} v^{\nu}$, where $v$ is an arbitrary unit vector field on a Riemannian manifold $Q$ does not exceed $-k_{0}<0$, then, for any solution $c$, the distance between two consecutive conjugate points is at most $\pi / \sqrt{k_{0}}$.

For instance, let us consider a one-dimensional time-dependent oscillator described by the Lagrangian

$$
\left.L=\frac{1}{2}\left[m(t) \dot{q}^{1}\right)^{2}-k(t)\left(q^{1}\right)^{2}\right] .
$$

The corresponding Lagrange equation is the well-known Sturm equation. In this case, the metric (5.8.26) reads

$$
g_{00}=-k x^{2}, \quad g_{01}=0, \quad g_{11}=m
$$

Its Christoffel symbols are

$$
\begin{aligned}
& \{111\}=0, \quad\{011\}=\{110\}=-\frac{1}{2} \dot{m} \\
& \{010\}=\{100\}=k x, \quad\{101\}=\frac{1}{2} \dot{m}, \quad\{000\}=-\frac{1}{2} \dot{k} .
\end{aligned}
$$

The connection $\widetilde{K}(5.8 .28)$ takes the form

$$
K_{\lambda}{ }_{\mu}^{0}=0, \quad K_{0}{ }^{1}{ }_{1}=K_{1}{ }^{1}{ }_{0}=-\frac{\dot{m}}{2 m}, \quad K_{0}{ }_{0}{ }_{0}=\frac{k x}{m} .
$$

Its curvature has the nonzero component

$$
R_{1010}=-\frac{k}{m}-\frac{\ddot{m}}{2 m}+\frac{3}{4}\left(\frac{\dot{m}}{m}\right)^{2}
$$

Let us apply the Propositions 5.9.1 and 5.9.2 to this case. If $R_{1010} \geq 0$ on a solution $c$, this solution has no conjugate points. This condition reads

$$
\frac{(3 \dot{m})^{2}}{4 m} \geq k+\frac{1}{2} \ddot{m}
$$

If $R_{1010} \leq-k_{0}<0$, the distance between two consecutive conjugate points is at most $\pi / \sqrt{k}$. This condition takes the form

$$
\frac{k}{m} \geq k_{0}-\frac{\ddot{m}}{2 m}+\frac{3}{4}\left(\frac{\dot{m}}{m}\right)^{2}
$$

For instance, let us consider an oscillator where $m$ and $k$ are independent of $t$. In this case, $R_{0101}=-k$, while the half-period of this oscillator is exactly $\pi / \sqrt{k_{0}}$ in accordance with Proposition 5.9.2. Similarly, solutions for the oscillator with a constant mass $m$ and a function $k(t) \geq k_{0}>0$ also have conjugate points, and the distance between two consecutive conjugate points is at most $\pi / \sqrt{k_{0}}$.

### 5.10 Hamiltonian time-dependent mechanics

This Section is devoted to the Hamiltonian mechanics subject to time-dependent transformations [213, 271]. Hamiltonian time-dependent mechanics is formulated as the particular Hamiltonian field theory on a fibre bundle $Q \rightarrow \mathbb{R}$. The corresponding momentum phase space $\Pi$ (3.2.8) is the vertical cotangent bundle

$$
\begin{equation*}
\pi_{\Pi}: V^{\bullet} Q \rightarrow Q \tag{5.10.1}
\end{equation*}
$$

equipped with the holonomic coordinates $\left(t, q^{i}, p_{i}=\dot{q}_{i}\right)$. The main peculiarity of $\mathrm{Ha}-$ miltonian time-dependent mechanics in comparison with the general polysymplectic case lies in the fact that $V^{*} Q$ is equipped with the canonical Poisson structure. In contrast with conservative mechanics, this Poisson structure however does not define dynamic equations.
Remark 5.10.1. Note on the widely spread formulation of time-dependent mechanics which implies a preliminary splitting of a momentum phase space $\Pi=\mathbb{R} \times Z$, where $Z$ is a Poisson manifold $[53,57,96,144,197,226]$. From the physical viewpoint, this means that a certain reference frame is chosen. In this case, the momentum phase space $\Pi$ is endowed with the product of the zero Poisson structure on $\mathbb{R}$ and the Poisson structure on $Z$. A Hamiltonian is defined as a real function $\mathcal{H}$ on $\Pi$. The corresponding Hamiltonian vector field $\vartheta_{\mathcal{H}}$ on $\Pi$ is vertical with respect to the fibration $\Pi \rightarrow \mathbb{R}$. Due to the canonical imbedding

$$
\begin{equation*}
\Pi \times T \mathbb{R} \rightarrow T \Pi \tag{5.10.2}
\end{equation*}
$$

one introduces the vector field

$$
\begin{equation*}
\gamma_{\mathcal{H}}=\partial_{t}+\vartheta_{\mathcal{H}}, \tag{5.10.3}
\end{equation*}
$$

where $\partial_{t}$ is the standard vector field on $\mathbb{R}[144]$. The first order dynamic equation $\gamma_{\mathcal{H}}(\Pi) \subset T \Pi$ on the manifold $\Pi$ plays the role of Hamilton equations, while the evolution equation on the Poisson algebra $C^{\infty}(\Pi)$ of smooth functions on $\Pi$ is given by the Lie derivative

$$
\begin{equation*}
\mathbf{L}_{\gamma_{\mu}} f=\partial_{t} f+\{\mathcal{H}, f\} . \tag{5.10.4}
\end{equation*}
$$

This is not the case of mechanical systems subject to time-dependent transformations. These transformations violate the splitting $\mathbb{R} \times Z$. As a consequence, there
is no canonical imbedding (5.10.2). The vector field (5.10.3) and the splitting in the right-hand side of the evolution equation (5.10.4) are ill-defined. A Hamiltonian $\mathcal{H}$ is not scalar under time-dependent transformations. Its Poisson bracket with functions $f \in C^{\infty}(\Pi)$ is not maintained under these transformations.

A generic momentum phase space of time-dependent mechanics is a fibre bundle $\Pi \rightarrow \mathbb{R}$ endowed with a regular Poisson structure whose characteristic distribution belongs to the vertical tangent bundle $V \Pi$ of $\Pi \rightarrow \mathbb{R}[144]$. It can be seen locally as the Poisson product over $\mathbb{R}$ of the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$ and a fibre bundle over $\mathbb{R}$, equipped with the zero Poisson structure. Such a Poisson structure however cannot provide dynamic equations. A first order dynamic equation on $\Pi \rightarrow \mathbb{R}$, by definition, is a section of the affine jet bundle $J^{1} \Pi \rightarrow \Pi$, i.e., a connection on $\Pi \rightarrow \mathbb{R}$. Being a horizontal vector field, such a connection cannot be a Hamiltonian vector field with respect to the above mentioned Poisson structure on $\Pi$.

To endow the momentum phase space $V^{*} Q$ of time-dependent mechanics with a Poisson structure, let us consider the cotangent bundle $T^{*} Q$ of the configuration space $Q$, equipped with the coordinates $\left(t, q^{i}, p, p_{i}\right)$. This is a particular case of the homogeneous Legendre bundle $Z_{Y}$ (3.2.4). This cotangent bundle admits the canonical Liouville form

$$
\begin{equation*}
\Xi=p d t+p_{i} d q^{i} \tag{5.10.5}
\end{equation*}
$$

and the canonical symplectic form

$$
\begin{equation*}
d \Xi=d p \wedge d t+d p_{i} \wedge d q^{i} \tag{5.10.6}
\end{equation*}
$$

The corresponding Poisson bracket on the ring $C^{\infty}\left(T^{*} Q\right)$ of functions on $T^{*} Q$ reads

$$
\begin{equation*}
\{f, g\}_{T}=\partial^{p} f \partial_{t} g-\partial^{p} g \partial_{t} f+\partial^{i} f \partial_{i} g-\partial^{i} g \partial_{i} f \tag{5.10.7}
\end{equation*}
$$

Let us consider the subring of $C^{\infty}\left(T^{*} Q\right)$ which comprises the pull-backs $\zeta^{*} f$ onto $T^{*} Q$ of functions $f$ on the vertical cotangent bundle $V^{*} Q$ by the canonical projection $\zeta(1.1 .16)$. This subring is closed under the Poisson bracket (5.10.7). Then, by virtue of the well-known theorem [213, 299], there exists the degenerate Poisson structure

$$
\begin{equation*}
\{f, g\}_{V}=\partial^{i} f \partial_{i} g-\partial^{i} g \partial_{i} f \tag{5.10.8}
\end{equation*}
$$

on the momentum phase space $V^{*} Q$ such that

$$
\begin{equation*}
\zeta^{*}\{f, g\}_{V}=\left\{\zeta^{*} f, \zeta^{*} g\right\}_{T} \tag{5.10.9}
\end{equation*}
$$

A glance at the expression (5.10.8) shows that the holonomic coordinates of $V^{*} Q$ are canonical for the Poisson structure (5.10.8).

Given the Poisson bracket (5.10.8), the Hamiltonian vector field $\vartheta_{f}$ for a function $f$ on the momentum phase space $V^{*} Q$ is defined by the relation

$$
\left.\{f, g\}_{V}=\vartheta_{f}\right\rfloor d g, \quad \forall g \in \mathfrak{D}^{0}\left(V^{*} Q\right) .
$$

It is the vertical vector field

$$
\begin{equation*}
\vartheta_{f}=\partial^{i} f \partial_{i}-\partial_{i} f \partial^{i} \tag{5.10.10}
\end{equation*}
$$

on the fibre bundle $V^{*} Q \rightarrow \mathbb{R}$. Hamiltonian vector fields generate the characteristic distribution of the Poisson structure (5.10.8) which is precisely the vertical tangent bundle $V V^{*} Q \subset T V^{*} Q$ of the fibre bundle $V^{*} Q \rightarrow \mathbb{R}$. This distribution is involutive and defines the symplectic foliation on the momentum phase space $V^{\bullet} Q$, which coincides with the fibration $V^{*} Q \rightarrow \mathbb{R}$. The symplectic forms on the fibres of $V^{*} Q \rightarrow \mathbb{R}$ are the pull-backs

$$
\Omega_{t}=d p_{i} \wedge d q^{i}
$$

of the canonical symplectic form on the typical fibre $T^{*} M$ of the fibre bundle $V^{*} Q \rightarrow$ $\mathbb{R}$ with respect to trivialization morphisms.

The Poisson structure (5.10.8) can be introduced in a different way [213, 271]. Given a section $h$ of the fibre bundle (1.1.16), let us consider the pull-back forms

$$
\Theta=h^{*}(\Xi \wedge d t), \quad \Omega=h^{*}(d \Xi \wedge d t)
$$

on $V^{*} Q$. They are independent of a section $h$ and are canonical exterior forms on $V^{*} Q$ :

$$
\begin{align*}
& \Theta=p_{i} d q^{i} \wedge d t,  \tag{5.10.11}\\
& \Omega=d p_{i} \wedge d q^{i} \wedge d t . \tag{5.10.12}
\end{align*}
$$

These are the particular tangent-valued Liouville form (4.1.2) and the polysymplectic form (4.1.3), respectively. With $\Omega$, the Hamiltonian vector field $\vartheta_{f}$ (5.10.10) for a function $f$ on $V^{*} Q$ is given by the relation

$$
\begin{equation*}
\vartheta_{f} \mid \Omega=-d f \wedge d t, \tag{5.1.13}
\end{equation*}
$$

while the Poisson bracket (5.10.9) is written as

$$
\left.\left.\{f, g\}_{V} d t=\vartheta_{g}\right\rfloor \vartheta_{f}\right\rfloor \Omega
$$

Remark 5.10.2. It is easily seen that an automorphism $\rho$ of the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$ is a canonical transformation of the Poisson structure (5.10.8) if and only if it preserves the canonical 3-form $\Omega(5.10 .12)$. A vector field $u$ on $V^{*} Q$ is canonical for the Poisson structure $\{,\}_{V}$ if and only if the form $\left.u\right\rfloor \boldsymbol{\Omega}$ is exact. Let us emphasize that canonical transformations are compatible with the fibration $V^{*} Q \rightarrow \mathbb{R}$, but not necessarily with the fibration $\pi_{Q}: V^{*} Q \rightarrow Q$. Unless otherwise stated, we will restrict ourselves to the holonomic coordinates on $V^{*} Y$ and holonomic transformations which are obviously canonical.

The 3-form $\Omega(5.10 .12)$ gives something more than a Poisson structure on $V^{*} Q$. Let us follow the general scheme of Section 4.1.

A Hamiltonian vector field, by definition, is canonical. A converse is the following.

Proposition 5.10.1. Every vertical canonical vector field on the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$ is locally a Hamiltonian vector field.

The proof is based on the following fact.
LEMMA 5.10.2. Let $\sigma$ be a 1-form on $V^{*} Q$. If $\sigma \wedge d t$ is closed form, it is exact. Then $\sigma \wedge d t=d g \wedge d t$ locally

Proof. Since $V^{*} Q$ is diffeomorphic to $\mathbb{R} \times T^{*} M$, we have the De Rham cohomology group

$$
H^{2}\left(V^{*} Q\right)=H^{0}(\mathbb{R}) \otimes H^{2}\left(T^{*} M\right) \oplus H^{1}(\mathbb{R}) \otimes H^{1}\left(T^{*} M\right)
$$

(see (6.8.4) below). The form $\sigma \wedge d t$ belongs to its second item which is zero. Then the relative Poincaré lemma (see, e.g., [123]) can be applied.

QED
A connection $\gamma$ on the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$ is called canonical if the corresponding horizontal vector field is canonical for the Poisson structure on $V^{*} Q$. We will prove that such a form is necessarily exact (see Proposition 5.10 .3 below). A canonical connection $\gamma$ is a said to be a Hamiltonian connection if

$$
\begin{equation*}
\gamma\rfloor \boldsymbol{\Omega}=d H \tag{5.10.14}
\end{equation*}
$$

where $H=h^{*} \Xi$ is a Hamiltonian form. Given a local reference frame $\left(t, q^{i}\right)$ on $Q \rightarrow \mathbb{R}$, a Hamiltonian form reads

$$
\begin{equation*}
H=p_{i} d q^{i}-\mathcal{H} d t \tag{5.10.15}
\end{equation*}
$$

This is the well-known integral invariant of Poincaré-Cartan, where $\mathcal{H}$ is a Ha miltonian. A glance at the expression (5.10.15) shows that $\mathcal{H}$ fails to be a scalar under time-dependent transformations. We will show that every Hamiltonian form $H$ admits a unique Hamiltonian connection $\gamma_{H}$ (see Proposition 5.10 .5 below). The kernel of the covariant differential $D_{\gamma_{H}}$, relative to this Hamiltonian connection $\gamma_{H}$ provides the Hamilton equations in time-dependent mechanics.

Let $\gamma=\partial_{t}+\gamma^{i} \partial_{i}+\gamma_{i} \partial^{i}$ be a canonical connection on the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$. Its components obey the relations

$$
\begin{equation*}
\partial^{i} \gamma^{j}-\partial^{j} \gamma^{i}=0, \quad \partial_{i} \gamma_{j}-\partial_{j} \gamma_{i}=0, \quad \partial_{j} \gamma^{i}+\partial^{i} \gamma_{j}=0 \tag{5.10.16}
\end{equation*}
$$

Canonical connections constitute an affine space modelled over the vector space of vertical canonical vector fields on $V^{*} Q \rightarrow \mathbb{R}$.

Proposition 5.10.3. If $\gamma$ is a canonical connection, then the form $\gamma\rfloor \Omega$ is exact.

Proof. Every connection $\Gamma$ on $Q \rightarrow \mathbb{R}$ gives rise to the covertical connection

$$
\begin{equation*}
V^{*} \Gamma=\partial_{t}+\Gamma^{i} \partial_{i}-p_{i} \partial_{j} \Gamma^{i} \partial^{j} \tag{5.10.17}
\end{equation*}
$$

(2.7.20) on $V^{*} Q \rightarrow \mathbb{R}$ which is a Hamiltonian connection for the Hamiltonian form $H_{\Gamma}$. Let us consider the decomposition $\gamma=V^{*} \Gamma+\vartheta$, where $\Gamma$ is a connection on $Q \rightarrow \mathbb{R}$. The assertion follows from Proposition 5.10.1.

QED
Thus, every canonical connection $\gamma$ on $V^{*} Q$ defines an exterior 1-form $H$ modulo closed forms so that $d H=\gamma\rfloor \Omega$. Such a form is called a locally Hamiltonian form.

Proposition 5.10.4. Every locally Hamiltonian form on the momentum phase space $V^{*} Q$ is locally a Hamiltonian form modulo closed forms.

Proof. Given locally Hamiltonian forms $H_{\gamma}$ and $H_{\gamma^{\prime}}$, their difference $\sigma=H_{\gamma}-H_{\gamma^{\prime}}$ is a 1 -form on $V^{*} Q$ such that the 2-form $\sigma \wedge d t$ is closed. By virtue of Lemma 5.10 .2 , the form $\sigma \wedge d t$ is exact and $\sigma=f d t+d g$ locally. Put $H_{\gamma^{\prime}}=H_{\Gamma}$ where $\Gamma$
is a connection on $V^{*} Q \rightarrow \mathbb{R}$. Then $H_{\gamma}$ modulo closed forms takes the local form $H_{\gamma}=H_{\Gamma}+f d t$, and coincides with the pull-back of the Liouville form $\Xi$ on $T^{*} Q$ by the local section $p=-p_{i} \Gamma^{i}+f$ of the fibre bundle (1.1.16).

QED

Proposition 5.10.5. Conversely, each Hamiltonian form $H$ on the momentum phase space $V^{*} Q$ admits a unique Hamiltonian connection $\gamma_{H}$ on $V^{*} Q \rightarrow \mathbb{R}$ such that the relation (5.10.14) holds.

Proof. Given a Hamiltonian form $H$, its exterior differential

$$
\begin{equation*}
d H=h^{*} d \Xi=\left(d p_{i}+\partial_{i} \mathcal{H} d t\right) \wedge\left(d q^{i}-\partial^{i} \mathcal{H} d t\right) \tag{5.10.18}
\end{equation*}
$$

is a presymplectic form of constant rank $2 m$ since the form

$$
\begin{equation*}
(d H)^{m}=\left(d p_{i} \wedge d q^{i}\right)^{m}-m\left(d p_{i} \wedge d q^{i}\right)^{m-1} \wedge d \mathcal{H} \wedge d t \tag{5.10.19}
\end{equation*}
$$

is nowhere vanishing. It is also seen that $(d H)^{m} \wedge d t \neq 0$. It follows that the kernel of $d H$ is a 1 -dimensional distribution. Then the desired Hamiltonian connection

$$
\begin{equation*}
\gamma_{H}=\partial_{t}+\partial^{i} \mathcal{H} \partial_{i}-\partial_{i} \mathcal{H} \partial^{i} \tag{5.10.20}
\end{equation*}
$$

is a unique vector field $\gamma_{H}$ on $V^{*} Q$ such that $\left.\left.\gamma_{H}\right\rfloor d H=0, \gamma_{H}\right\rfloor d t=1$.

Remark 5.10.3. Hamiltonian forms constitute an affine space modelled over the vector space of horizontal densities $f d t$ on $V^{*} Q \rightarrow \mathbb{R}$, i.e., over $C^{\infty}\left(V^{*} Q\right)$. Accordingly, Hamiltonian connections $\gamma_{H}$ form an affine space modelled over the vector space of Hamiltonian vector fields.

Given a Hamiltonian connection $\gamma_{H}$ (5.10.20), the corresponding Hamilton equations $D_{\gamma_{H}}=0$ take the coordinate form

$$
\begin{align*}
& q_{t}^{i}=\partial^{i} \mathcal{H}  \tag{5.10.21a}\\
& p_{t i}=-\partial_{\mathbf{i}} \mathcal{H} \tag{5.10.21b}
\end{align*}
$$

Their classical solutions $r(t)$ are integral sections of the Hamiltonian connection $\gamma_{H}$, i.e., $\dot{r}=\gamma_{H} \circ r$. Thus, evolution in Hamiltonian time-dependent mechanics is described as a parallel transport along time. In Section 10.4, this description is extended to evolution in quantum time-dependent mechanics.

Remark 5.10.4. The Hamilton equations (5.10.21a) - (5.10.21b) are the particular case of the first order dynamic equations

$$
\begin{equation*}
q_{t}^{i}=\gamma^{i}, \quad p_{t i}=\gamma_{i} \tag{5.10.22}
\end{equation*}
$$

on the momentum phase space $V^{*} Q \rightarrow \mathbb{R}$, where $\gamma$ is a connection on $V^{*} Q \rightarrow \mathbb{R}$.
The first order reduction of the equation of a motion of a point mass $m$ subject to friction in Example 5.8.2 exemplifies first order dynamic equations which are not Hamilton ones. These equations read

$$
\begin{equation*}
q_{t}=\frac{1}{m_{0}} p, \quad p_{t}=-\frac{k}{m_{0}} p . \tag{5.10.23}
\end{equation*}
$$

The connection

$$
\gamma=\partial_{t}+\frac{1}{m} p \partial_{q}-\frac{k}{m} p \partial_{p}
$$

does not obey the third condition (5.10.16) for a Hamiltonian connection. At the same time, the equations (5.10.23) are equivalent to the Hamilton equations for the Hamiltonian associated with the Lagrangian (5.8.23).

As in the case of field theory, a Hamiltonian form $H$ (5.10.15) is the PoincaréCartan form for the Lagrangian

$$
\begin{equation*}
L_{H}=h_{0}(H)=\left(p_{i} q_{t}^{i}-\mathcal{H}\right) \omega \tag{5.10.24}
\end{equation*}
$$

on the jet manifold $J^{1} V^{\bullet} Q$ such that the Hamilton equations (5.10.21a) - (5.10.21b) are equivalent to the Euler-Lagrange equations for $L_{H}$. They characterize the kernel of the Euler-Lagrange operator

$$
\begin{equation*}
\mathcal{E}_{H}=\left(q_{t}^{i}-\partial^{i} \mathcal{H}\right) \bar{d} p_{i}-\left(p_{t \mathrm{t}}+\partial_{i} \mathcal{H}\right) \bar{d} q^{i}: J^{1} V^{*} Q \rightarrow V^{*} V^{*} Q \tag{5.10.25}
\end{equation*}
$$

for the Lagrangian $L_{H}$ which is the Hamilton operator for the Hamiltonian form $H$.
Furthermore, given a function $f \in C^{\infty}\left(V^{*} Q\right)$ and its pull-back onto $J^{1} V^{*} Q$, let us consider the bracket

$$
\left(f, L_{H}\right)=\delta^{i} f \delta_{i} L_{H}-\delta_{i} f \delta^{i} L_{H}=\mathbf{L}_{\gamma H} f-d_{t} f,
$$

where $\delta^{i}, \delta_{i}$ are variational derivatives. Then the equation $\left(f, L_{H}\right)=0$ is the evolution equation

$$
\begin{equation*}
d_{t} f=\mathbf{L}_{\gamma_{H}} f=\partial_{t} f+\{\mathcal{H}, f\}_{V} \tag{5.10.26}
\end{equation*}
$$

in time-dependent mechanics. Note that, taken separately, the terms in its righthand side are ill-behaved objects under time-dependent transformations. In particular, the equality $\{\mathcal{H}, f\}_{V}=0$ is not preserved under time-dependent transformations.

To obtain the covariant splitting of the evolution equation, let consider a reference frame $\Gamma$ and the corresponding splittings

$$
\begin{array}{|l|}
\hline H=H_{\Gamma}-\widetilde{\mathcal{H}}_{\Gamma} d t,  \tag{5.10.27}\\
\gamma_{H}=V^{\bullet} \Gamma+\vartheta_{\tilde{\mathcal{H}}_{\Gamma^{\prime}}} \\
\hline
\end{array}
$$

where $\vartheta_{\tilde{\mathcal{H}}_{\Gamma}}$ is the vertical Hamiltonian field for the function $\widetilde{\mathcal{H}}_{\Gamma}$. With these splitting, the evolution equation (5.10.26) takes the form

$$
\begin{equation*}
\left.\mathbf{L}_{\gamma_{H}} f=V^{*} \Gamma\right\rfloor H+\left\{\widetilde{\mathcal{H}}_{\Gamma}, f\right\}_{V} \tag{5.10.28}
\end{equation*}
$$

Remark 5.10.5. The following construction enables us to represent the righthand side of the evolution equation (5.10.28) as a pure Poisson bracket. Given a Hamiltonian form $H=h^{*} \Xi$, let us consider its pull-back $\zeta^{*} H$ onto the cotangent bundle $T^{*} Q$. It is readily observed that the difference $\Xi-\zeta^{*} H$ is a horizontal 1-form on $T^{*} Q \rightarrow \mathbb{R}$, while

$$
\begin{equation*}
\left.\mathcal{H}^{*}=\partial_{t}\right\rfloor\left(\Xi-\zeta^{*} H\right)=p+\mathcal{H} \tag{5.10.29}
\end{equation*}
$$

is a function on $T^{*} Q$. Then the relation

$$
\begin{equation*}
\zeta^{*}\left(\mathbf{L}_{\gamma_{H}} f\right)=\left\{\mathcal{H}^{*}, \zeta^{*} f\right\}_{T} \tag{5.10.30}
\end{equation*}
$$

holds for every function $f \in C^{\infty}\left(V^{*} Q\right)$. In particular, $f$ is an integral of motion if and only if its bracket (5.10.30) vanishes. Moreover, let $\vartheta_{\mathcal{T}^{*}}$ be the Hamiltonian vector field for the function $\mathcal{H}^{*}(5.10 .29)$ with respect to the canonical Poisson structure $\{,\}_{T}$ on $T^{*} Q$. Then

$$
\begin{equation*}
T \zeta\left(\vartheta_{\mathcal{H}^{*}}\right)=\gamma_{H} \tag{5.10.31}
\end{equation*}
$$

We complete this Section by consideration of canonical transformations in timedependent mechanics (see Remark 5.10.2).

Proposition 5.10.6. Let $\gamma$ be a Hamiltonian connection on $V^{*} Q \rightarrow \mathbb{R}$. There exist canonical coordinates on $V^{*} Q$ such that $\gamma=\partial_{t}$.

The proof is based on the fact that, in accordance with the relation (5.10.14), every locally Hamiltonian connection $\gamma$ is the generator of a local 1-parameter group of canonical automorphisms of the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$. Let $V_{0}^{*} Q$ be the fibre of $V^{*} Q \rightarrow \mathbb{R}$ at $0 \in \mathbb{R}$. Then canonical coordinates of the symplectic manifold $V_{0}^{*} Q \cong T^{*} M$ dragged along integral curves of the complete vector field $\gamma$ determine the desired canonical coordinates on $V^{*} Q$. In other words, a complete Hamiltonian connection $\gamma$ on the momentum phase space $V^{*} Q$ in accordance with Proposition 5.1.1 defines a trivialization

$$
\begin{equation*}
\psi: V^{*} Q \rightarrow \mathbb{R} \times V_{0}^{*} Q \tag{5.10.32}
\end{equation*}
$$

of the fibre bundle $V^{*} Q \rightarrow \mathbb{R}$ such that the corresponding coordinates $\left(q^{A}, p_{A}\right)$ of $V^{*} Q$ (where $q^{A}$ are not coordinates on $Q$ in general) are canonical, i.e.,

$$
\boldsymbol{\Omega}=d p_{A} \wedge d q^{A} \wedge d t, \quad \gamma_{H}=\partial_{t}, \quad d H=d p_{A} \wedge d q^{A}
$$

and $H$ reduces to the Hamiltonian form

$$
H=p_{A} d q^{A}
$$

with the Hamiltonian $\mathcal{H}=0$. Then the corresponding Hamilton equations take the form of the equilibrium equations

$$
\begin{equation*}
q_{t}^{A}=0, \quad p_{t A}=0 \tag{5.10.33}
\end{equation*}
$$

such that $q^{A}\left(t, q^{i}, p_{i}\right)$ and $p_{A}\left(t, q^{i}, p_{i}\right)$ are constants of motion.
Example 5.10.6. Let us consider the 1-dimensional motion with constant acceleration $a$ with respect to the coordinates $(t, q)$. Its Hamiltonian on the momentum phase space $\mathbb{R}^{3} \rightarrow \mathbb{R}$ reads

$$
\mathcal{H}=\frac{p^{2}}{2}-a q
$$

The associated Hamiltonian connection is

$$
\gamma_{H}=\partial_{t}+p \partial_{q}+a \partial_{p}
$$

This Hamiltonian connection is complete. The canonical coordinate transformations

$$
\begin{equation*}
q^{\prime}=q-p t+\frac{a t^{2}}{2}, \quad p^{\prime}=p-a t \tag{5.10.34}
\end{equation*}
$$

bring it into $\gamma_{H}=\partial_{t}$. Then the functions $q^{\prime}(t, q, p)$ and $p^{\prime}(t, p)(5.10 .34)$ are constants of motion.

Example 5.10.7. Let us consider the 1-dimensional oscillator with respect to the same coordinates as in the previous Example. Its Hamiltonian on the momentum phase space $\mathbb{R}^{3} \rightarrow \mathbb{R}$ reads

$$
\mathcal{H}=\frac{1}{2}\left(p^{2}+q^{2}\right) .
$$

The associated Hamiltonian connection is

$$
\gamma_{H}=\partial_{t}+p \partial_{q}-q \partial_{p},
$$

which is complete. The canonical coordinate transformations

$$
\begin{equation*}
q^{\prime}=q \cos t-p \sin t, \quad p^{\prime}=p \cos t+q \sin t \tag{5.10.35}
\end{equation*}
$$

bring it into $\gamma_{H}=\partial_{t}$. Then the functions $q^{\prime}(t, q, p)$ and $p^{\prime}(t, q, p)(5.10 .35)$ are constants of motion.

Note that the kinematic term in the evolution equation (5.10.28) can be eliminated at least locally by means of canonical transformations. Let a connection $\Gamma$ in the splitting of a Hamiltonian form (5.10.27) be complete. With respect to the coordinate system ( $t, q^{i}$ ) adapted to the reference frame $\Gamma$, the configuration bundle $Q$ is trivialized, and the corresponding holonomic coordinates ( $t, q^{i}, p_{i}$ ) on the momentum phase space $V^{*} Q$ are canonical. With respect to these coordinates, the evolution equation (5.10.28) takes the form (5.10.4).

### 5.11 Connections and energy conservation laws

Following the methods of field theory in order to obtain conservation laws in timedependent mechanics, we aim to show that, in time-dependent mechanics on a fibre bundle $Q \rightarrow \mathbb{R}$, the energy-momentum current $\mathfrak{T}_{\Gamma}$ with respect to a connection $\Gamma$
on $Q \rightarrow \mathbb{R}$ is the energy function of a mechanical system relative to the reference frame $\Gamma$.

Let $L$ be a Lagrangian (5.8.1) on the velocity phase space $J^{1} Q$ and $u$ a projectable vector field (5.8.2) on the configuration bundle $Q \rightarrow \mathbb{R}$. On the shell (5.8.7), the first variational formula (5.8.4) is brought into the weak identity

$$
\begin{align*}
& \left.J^{1} u\right\rfloor d \mathcal{L} \approx-d_{t} \mathcal{T}  \tag{5.11.1}\\
& \left(u^{t} \partial_{t}+u^{i} \partial_{i}+d_{t} u^{i} \partial_{i}^{t}\right) \mathcal{L} \approx-d_{t}\left(\pi_{i}\left(u^{t} q_{t}^{i}-u^{i}\right)-u^{t} \mathcal{L}\right)
\end{align*}
$$

where, by analogy with field theory,

$$
\begin{equation*}
\mathfrak{T}=-u\rfloor H_{L}=\pi_{i}\left(u^{t} q_{t}^{i}-u^{i}\right)-u^{t} \mathcal{L} \tag{5.11.2}
\end{equation*}
$$

is said to be the symmetry current along the vector field $u$. If the Lie derivative $\mathbf{L}_{J^{1} u} L$ (5.8.3) vanishes, we obtain the weak conservation law

$$
\begin{equation*}
0 \approx-d_{t}\left[\pi_{i}\left(u^{t} q_{t}^{i}-u^{i}\right)-u^{t} \mathcal{L}\right] \tag{5.11.3}
\end{equation*}
$$

It is brought into the differential conservation law

$$
0 \approx-\frac{d}{d t}\left[\left(\pi_{i} \circ \dot{c}\right)\left(u^{t} \partial_{t} c^{i}-u^{i} \circ c\right)-u^{t} \mathcal{L} \circ \dot{c}\right]
$$

on solutions $c$ of the Euler-Lagrange equations. A glance at this expression shows that, in time-dependent mechanics, the conserved current (5.11.2) plays the role of an integral of motion.

As in field theory, since the weak identity (5.11.1) is linear in the vector field $u$, one can consider superposition of weak identities (5.11.1). Every vector field $u$ (5.8.2), projected onto $\partial_{t}$, can be written as the sum $u=\Gamma+\vartheta$ of some reference frame $\Gamma=\partial_{t}+\Gamma^{i} \partial_{i}$ and a vertical vector field $\vartheta$ on $Q \rightarrow \mathbb{R}$. It follows that the weak identity (5.11.1) associated with an arbitrary vector field $u$ (5.8.2) can be represented as the superposition of those associated with a reference frame $\Gamma$ and a vertical vector field $\vartheta$.

If $u=\vartheta=\vartheta) \partial_{i}$, the weak identity (5.11.1) reads

$$
\left(\vartheta^{i} \partial_{i}+d_{t} \vartheta^{i} \partial_{i}^{t}\right) \mathcal{L} \approx d_{t}\left(\pi_{i} \vartheta^{i}\right)
$$

If $\mathbf{L}_{\vartheta} L=0$, we obtain from (5.11.3) the weak conservation law

$$
\begin{equation*}
0 \approx d_{t}\left(\pi_{i} \vartheta^{i}\right) \tag{5.11.4}
\end{equation*}
$$

and the integral of motion

$$
\begin{equation*}
\mathfrak{T}=-\pi_{i} \vartheta^{i} . \tag{5.11.5}
\end{equation*}
$$

By analogy with field theory, (5.11.4) is called the Noether conservation law for the Noether current (5.11.5).
Example 5.11.1. Let assume that, given a trivialization $Q \cong \mathbb{R} \times M$ in coordinates $\left(t, q^{i}\right)$, a Lagrangian $L$ is independent of a coordinate $q^{1}$. Then the Lie derivative of $L$ along the vertical vector field $\vartheta=\partial_{1}$ equals zero, and we have the conserved Noether current (5.11.5) which reduces to the momentum $\mathfrak{T}=-\pi_{1}$. With respect to arbitrary coordinates $\left(t, q^{\prime}\right)$, this Noether current takes the form

$$
\mathfrak{T}=-\frac{\partial q^{\prime i}}{\partial q^{1}} \pi_{i}^{\prime}
$$

In the case of a reference frame $\Gamma$, where $u^{t}=1$, the weak identity (5.11.1) reads

$$
\begin{equation*}
\left(\partial_{t}+\Gamma^{i} \partial_{i}+d_{t} \Gamma^{i} \partial_{i}^{t}\right) \mathcal{L} \approx-d_{t}\left(\pi_{i}\left(q_{t}^{i}-\Gamma^{i}\right)-\mathcal{L}\right), \tag{5.11.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{T}_{\Gamma}=\pi_{i}\left(q_{t}^{i}-\Gamma^{i}\right)-\mathcal{L} \tag{5.11.7}
\end{equation*}
$$

is said to be the energy function relative to the reference frame $\Gamma$ [ $97,213,271]$.
Example 5.11.2. With respect to the coordinates adapted to the reference frame $\Gamma$, the weak identity (5.11.6) takes the form of the familiar energy conservation law

$$
\begin{equation*}
\partial_{t} \mathcal{L} \approx-d_{t}\left(\pi_{i} q_{t}^{i}-\mathcal{L}\right), \tag{5.11.8}
\end{equation*}
$$

and $\mathfrak{T}_{\Gamma}$ coincides with the canonical energy function

$$
E_{L}=\pi_{i} q_{t}^{i}-\mathcal{L}
$$

Example 5.11.3. Let us consider a free motion on a configuration space $Q \rightarrow \mathbb{R}$. It is described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \bar{m}_{i j} \bar{q}_{l}^{i} \bar{q}_{t}^{j}, \quad \bar{m}=\text { const. } \tag{5.11.9}
\end{equation*}
$$

written with respect to a reference frame $\left(t, \bar{q}^{i}\right)$ such that the free motion equation takes the form (5.6.1). Let $\Gamma$ be the associated connection. Then the conserved energy function $\mathfrak{T}_{\Gamma}(5.11 .7)$ relative to this reference frame $\Gamma$ is precisely the kinetic energy of this free motion. Relative to arbitrary coordinates $\left(t, q^{i}\right)$ on $Q$, it takes the form

$$
\mathfrak{T}_{\Gamma}=\pi_{i}\left(q_{t}^{i}-\Gamma^{i}\right)-\mathcal{L}=\frac{1}{2} m_{i j}\left(q^{\mu}\right)\left(q_{t}^{i}-\Gamma^{i}\right)\left(q_{t}^{j}-\Gamma^{j}\right) .
$$

Now we generalize this example for a motion described by the equation

$$
\left(\partial_{i}-d_{t} \partial_{i}^{t}\right) \mathcal{L}+F_{i}\left(t, q^{j}, q_{t}^{j}\right)=0
$$

where $\mathcal{L}$ is the free motion Lagrangian (5.11.9) and $F$ is an external force. The Lie derivative of the Lagrangian (5.11.9) along the reference frame $\Gamma$ vanishes, and we have the weak equality (3.4.22) which reads

$$
\begin{equation*}
\dot{q}_{\Gamma}^{i} F_{i} \approx d_{t} \mathfrak{T}_{\Gamma} \tag{5.11.10}
\end{equation*}
$$

where $\dot{q}_{\Gamma}^{i}$ is the relative velocity. This is the well-known physical law whose left-hand side is the power of an external force.

Example 5.11.4. Let us consider a 1 -dimensional motion of a point mass $m_{0}$ subject to friction on the configuration space $\mathbb{R}^{2} \rightarrow \mathbb{R}$, coordinated by $(t, q)$ (see Example 5.8.2). It is described by the dynamic equation (5.8.20) which coincides with the Euler-Lagrange equations for the Lagrangian $L$ (5.8.23). It is readily observed that the Lie derivative (5.8.3) of this Lagrangian along the vector field

$$
\begin{equation*}
\Gamma=\partial_{t}-\frac{1}{2} \frac{k}{m_{0}} q \partial_{q} \tag{5.11.11}
\end{equation*}
$$

vanishes. Hence, we have the conserved energy function (5.11.7) with respect to the reference frame $\Gamma$ (5.11.11). This energy function reads

$$
\mathfrak{T}_{\Gamma}=\frac{1}{2} m_{0} \exp \left[\frac{k}{m_{0}} t\right] q_{t}\left(q_{t}+\frac{k}{m_{0}} q\right)=\frac{1}{2} m \dot{q}_{\Gamma}^{2}-\frac{m k^{2}}{8 m_{0}^{2}} q^{2},
$$

where $m$ is the mass function (5.8.22).
These examples show that the energy function $\mathfrak{T}_{\Gamma}$ (5.11.7) characterizes a physical energy of a mechanical system with respect to a reference frame $\Gamma$. Energy
functions relative to different reference frames $\Gamma$ and $\Gamma^{\prime}$ differ from each other in the Noether current (5.11.5) along the vertical vector field $\Gamma-\Gamma^{\prime}$.

Let us consider conservation laws in the case of gauge transformations which preserve the Euler-Lagrange operator $\mathcal{E}_{L}$, but not necessarily a Lagrangian $L$. We use the formula (3.4.15) where

$$
J^{2} u=u^{t} \partial_{t}+u^{i} \partial_{i}+d_{t} u^{i} \partial_{i}^{t}+d_{t} d_{t} u^{i} \partial_{i}^{t t}
$$

is the second order jet prolongation of a vector field (5.8.2). Since

$$
\begin{equation*}
\mathbf{L}_{J 2_{u}} \mathcal{E}_{L}=0, \tag{5.11.12}
\end{equation*}
$$

we have the equality $\mathbf{L}_{\bar{u}} L=d_{t} f$ (3.4.16), where $f$ is a function on $Q$. In this case, we obtain the weak equality (3.4.17) which reads

$$
\begin{equation*}
0 \approx d_{t}\left(\pi_{i}\left(u^{i}-q_{t}^{i}\right)+u^{t} \mathcal{L}-f\right) . \tag{5.11.13}
\end{equation*}
$$

Example 5.11.5. Let $L$ be the free motion Lagrangian (5.11.9). The corresponding Euler-Lagrange operator

$$
\mathcal{E}_{L}=-m_{i j} q_{t t}^{j} \bar{d}^{i}{ }^{i}
$$

is invariant under the Galilei transformations with the generator

$$
\begin{equation*}
u^{i}=v^{i} t+a^{i}, \quad v^{i}=\text { const. }, \quad a^{i}=\text { const. }, \tag{5.11.14}
\end{equation*}
$$

(see (5.6.8)). At the same time, the Lie derivative of the free motion Lagrangian (5.11.9) along the vector field (5.11.14) does not vanish, and we have

$$
\mathbf{L}_{\bar{u}} L=m_{\mathfrak{i} j} v^{i} q_{t}^{j}=d_{\imath}\left(m_{i j} v^{i} q^{j}+c\right), \quad c=\text { const. }
$$

Then the weak equality (3.4.17) shows that $\left(q_{t}^{i} t-q^{i}\right)$ is a constant of motion.
Turn now to conservation laws in Hamiltonian time-dependent mechanics.
Let $H$ be a Hamiltonian form $H(5.10 .15)$ on the momentum phase space $V^{*} Q$ and the corresponding Lagrangian $L_{H}(5.10 .24)$ on the jet manifold $J^{1} V^{*} Q$. Given a vector field $u$ (5.8.2) on the configuration space $Q$ and its lift

$$
\begin{equation*}
\tilde{u}=u^{t} \partial_{t}+u^{i} \partial_{i}-\partial_{i} u^{j} p_{j} \partial^{i} \tag{5.11.15}
\end{equation*}
$$

(4.4.1) onto the Legendre bundle $V^{*} Q \rightarrow \mathbb{R}$, we obtain the Lie derivative

$$
\begin{equation*}
\mathbf{L}_{\widetilde{u}} H=\mathbf{L}_{J^{\prime} \check{u}} L_{H}=\left(-u^{t} \partial_{t} \mathcal{H}+p_{i} \partial_{t} u^{i}-u^{i} \partial_{i} \mathcal{H}+\partial_{j} u^{i} p_{i} \partial^{j} \mathcal{H}\right) d t . \tag{5.11.16}
\end{equation*}
$$

The first variational formula (5.8.4) applied to the Lagrangian $L_{H}$ (4.1.20) leads to the weak identity

$$
\left.\mathbf{L}_{\tilde{u}} H \approx d_{t}(u\rfloor H\right) d t .
$$

If the Lie derivative (5.11.16) vanishes, we have the conserved current

$$
\begin{equation*}
\left.\tilde{\mathfrak{T}}_{u}=-u\right\rfloor d H=-p_{i} u^{i}+u^{t} \mathcal{H} \tag{5.11.17}
\end{equation*}
$$

along $u$.
If $u$ is a vertical vector field, $\tilde{\mathfrak{T}}$ (5.11.17) is the Noether current

$$
\begin{equation*}
\left.\tilde{\mathfrak{T}}_{u}=-u\right\rfloor q=-p_{i} u^{i}, \quad q=p_{t} \bar{d} q^{i} \in V^{*} Q . \tag{5.11.18}
\end{equation*}
$$

The current $\tilde{\mathfrak{T}}$ (5.11.17) along a reference frame $\Gamma$ reads

$$
\begin{equation*}
\tilde{\mathfrak{T}}_{\Gamma}=\mathcal{H}-p_{i} \Gamma^{i}=\widetilde{\mathcal{H}}_{\Gamma} \tag{5.11.19}
\end{equation*}
$$

(see the splitting (5.10.27)). In the case of almost regular Lagrangians, we have the relationship between Lagrangian and Hamiltonian conserved currents in accordance with Proposition 4.4.1. In particular, the Hamiltonian counterpart of the Lagrangian energy function $\mathfrak{T}_{\Gamma}(5.11 .7)$ relative to a reference frame $\Gamma$ is just the function $\widetilde{\mathcal{H}}_{\Gamma}$ (5.11.19), called the Hamiltonian energy function relative to the reference frame $\Gamma$. For instance, if $\Gamma^{i}=0$, we obtain the well-known energy conservation law

$$
\partial_{t} \mathcal{H} \approx d_{t} \mathcal{H}
$$

relative to the coordinates adapted to the reference frame $\Gamma$. This is the Hamiltonian variant of the Lagrangian energy conservation law (5.11.8).

It is readily observed that, given a Hamiltonian form $H$, the energy functions $\widetilde{\mathcal{H}}_{r}$ constitute an affine space modelled over the vector space of Noether currents.

Proposition 5.11.1. The conserved currents (5.11.17), taken with the sign minus, form a Lie algebra with respect to the Poisson bracket

$$
\begin{equation*}
\left\{-\tilde{\mathfrak{T}}_{u},-\tilde{\mathfrak{T}}_{u^{\prime}}\right\}_{V}=-\tilde{\mathfrak{T}}_{\left|u, u^{\prime}\right|} . \tag{5.11.20}
\end{equation*}
$$

In accordance with Remark 4.4.1, all Noether currents (5.11.18), taken with the sign minus, constitute a Lie algebra with respect to the bracket (5.11.20).

### 5.12 Systems with time-dependent parameters

Let us consider a configuration space which is a composite fibre bundle

$$
\begin{equation*}
Q \rightarrow \Sigma \rightarrow \mathbb{R}, \tag{5.12.1}
\end{equation*}
$$

coordinated by $\left(t, \sigma^{m}, q^{i}\right)$ where $\left(t, \sigma^{m}\right)$ are coordinates of the fibre bundle $\Sigma \rightarrow \mathbb{R}$. We will treat sections $h$ of the fibre bundle $\Sigma \rightarrow \mathbb{R}$ as time-dependent parameters, and call $\Sigma \rightarrow \mathbb{R}$ the parameter bundle. Then the configuration space (5.12.1) describes a mechanical system with time-dependent parameters. Note that the fibre bundle $Q \rightarrow \Sigma$ is not necessarily trivial.

Let us recall that, by virtue of Proposition 2.7.1, every section $h$ of the parameter bundle $\Sigma \rightarrow \mathbb{R}$ defines the restriction

$$
\begin{equation*}
Q_{h}=h^{*} Q \tag{5.12.2}
\end{equation*}
$$

of the fibre bundle $Q \rightarrow \Sigma$ to $h(\mathbb{R}) \subset \Sigma$, which is a subbundle $i_{h}: Q_{h} \hookrightarrow Q$ of the fibre bundle $Q \rightarrow \mathbb{R}$. One can think of the fibre bundle $Q_{h} \rightarrow \mathbb{R}$ as being a configuration space of a mechanical system with the background parameter function $h(t)$.

The velocity momentum space of a mechanical system with parameters is the jet manifold $J^{1} Q$ of the composite fibre bundle (5.12.1) which is equipped with the adapted coordinates ( $t, \sigma^{m}, q^{i}, \sigma_{t}^{m}, q_{t}^{i}$ ).

Let the fibre bundle $Q \rightarrow \Sigma$ be provided with a connection

$$
\begin{equation*}
A_{\Sigma}=d t \otimes\left(\partial_{t}+A_{t}^{i} \partial_{\mathrm{i}}\right)+d \sigma^{m} \otimes\left(\partial_{m}+A_{m}^{i} \partial_{\mathrm{i}}\right) . \tag{5.12.3}
\end{equation*}
$$

Then the corresponding vertical covariant differential

$$
\begin{align*}
& \widetilde{D}: J^{1} Q \rightarrow V_{\Sigma} Q, \\
& \widetilde{D}=\left(q_{i}^{i}-A_{t}^{i}-A_{m}^{i} \sigma_{t}^{m}\right) \partial_{i}, \tag{5.12.4}
\end{align*}
$$

(2.7.15) is defined on the configuration space $Q$. Given a section $h$ of the parameter bundle $\Sigma \rightarrow \mathbb{R}$, its restriction to $J^{1} i_{h}\left(J^{1} Q_{h}\right) \subset J^{1} Q$ is precisely the familiar covariant differential on $Q_{h}$ corresponding to the restriction

$$
\begin{equation*}
A_{h}=\partial_{t}+\left(\left(A_{m}^{i} \circ h\right) \partial_{t} h^{m}+(A \circ h)_{t}^{i}\right) \partial_{i} \tag{5.12.5}
\end{equation*}
$$

of the connection $A_{\Sigma}$ to $h(\mathbb{R}) \subset \Sigma$. Therefore, one may use the vertical covariant differential $\widetilde{D}$ in order to construct a Lagrangian for a mechanical system with parameters on the configuration space $Q$ (5.12.1).

We will suppose that such a Lagrangian $L$ depends on derivatives of parameters $\sigma_{t}^{m}$ only through the vertical covariant differential $\widetilde{D}(5.12 .4)$, i.e.,

$$
\begin{equation*}
L=\mathcal{L}\left(t, \sigma_{m}, q^{i}, q_{t}^{i}-A^{1}-A_{m}^{i} \sigma_{t}^{m}\right) d t \tag{5.12.6}
\end{equation*}
$$

This Lagrangian is obviously degenerate because of the constraint condition

$$
\pi_{m}+A_{m}^{i} \pi_{i}=0
$$

As a consequence, the total system of the Euler-Lagrange equations

$$
\begin{align*}
& \left(\partial_{i}-d_{t} \partial_{i}^{t}\right) \mathcal{L}=0  \tag{5.12.7}\\
& \left(\partial_{m}-d_{t} \partial_{m}^{t}\right) \mathcal{L}=0 \tag{5.12.8}
\end{align*}
$$

admits a solution only if the very particular relation

$$
\begin{equation*}
\left(\partial_{m}+A_{m}^{i} \partial_{i}\right) \mathcal{L}+\pi_{i} d_{t} A_{m}^{i}=0 \tag{5.12.9}
\end{equation*}
$$

holds. However, we believe that parameter functions are background, i.e., independent of a motion. In this case, only the Euler-Lagrange equations (5.12.7) should be considered. One can think of these equations as being the Euler-Lagrange equations for the Lagrangian $L_{h}=J^{1} h^{*} L$ on the velocity phase space $J^{1} Q_{h}$.

In particular, let us apply the first variational formula (3.4.20) in order to obtain conservation laws for a mechanical system with time-dependent parameters. Let

$$
\begin{equation*}
u=u^{t} \partial_{t}+u^{m}\left(t, \sigma^{k}\right) \partial_{m}+u^{i}\left(t, \sigma^{k}, q^{j}\right) \partial_{i} \tag{5.12.10}
\end{equation*}
$$

be a vector field which is projectable with respect to both the fibration $Q \rightarrow \mathbb{R}$ and the fibration $Q \rightarrow \Sigma$. If the Lie derivative $\mathrm{L}_{J^{1} \bar{u}} L$ vanishes, then, on the shell (5.12.7), we obtain the conservation law

$$
\begin{equation*}
0 \approx\left(u^{m}-\sigma_{t}^{m} u^{t}\right) \partial_{m} \mathcal{L}+\pi_{m} d_{t}\left(u^{m}-\sigma_{t}^{m} u^{t}\right)-d_{t}\left[\pi_{i}\left(u^{t} q_{t}^{i}-u^{i}\right)-u^{t} \mathcal{L}\right] \tag{5.12.11}
\end{equation*}
$$

for a system with time-dependent parameters.
Now, let us describe such a system in the framework of Hamiltonian formalism. Its momentum phase space is the vertical cotangent bundle $V^{*} Q$. Given a connection (5.12.3), we have the splitting (2.7.14) which reads

$$
\begin{aligned}
& V^{*} Q=A_{\Sigma}\left(V_{\Sigma}^{*} Q\right) \underset{Q}{\oplus}\left(Q \underset{Q}{\left.\times V^{*} \Sigma\right)}\right. \\
& p_{i} \bar{d} q^{i}+p_{m} \bar{d} \sigma^{m}=p_{i}\left(\bar{d} q^{i}-A_{m}^{i} \bar{d} \sigma^{m}\right)+\left(p_{m}+A_{m}^{i} p_{i}\right) \bar{d} \sigma^{m}
\end{aligned}
$$

Then $V^{*} Q$ can be provided with the coordinates

$$
\bar{p}_{i}=p_{i}, \quad \bar{p}_{m}=p_{m}+A_{m}^{i} p_{i}
$$

compatible with this splitting. However, these coordinates fail to be canonical in general. Given a section $h$ of the parameter bundle $\Sigma \rightarrow \mathbb{R}$, the submanifold

$$
\left\{\sigma=h(t), \bar{p}_{m}=0\right\}
$$

of the momentum phase space $V^{*} Q$ is isomorphic to the Legendre bundle $V^{*} Q_{h}$ of the subbundle (5.12.2) of the fibre bundle $Q \rightarrow \mathbb{R}$, which is the configuration space of a mechanical system with the parameter function $h(t)$.

Let us consider Hamiltonian forms on the momentum phase space $V^{*} Q$ which are associated with the Lagrangian $L$ (5.12.6). Given a connection

$$
\begin{equation*}
\Gamma=\partial_{t}+\Gamma^{m} \partial_{m} \tag{5.12.12}
\end{equation*}
$$

on the parameter bundle $\Sigma \rightarrow \mathbb{R}$, the desired Hamiltonian form

$$
\begin{equation*}
H=\left(p_{i} d q^{i}+p_{m} d \sigma^{m}\right)-\left[p_{i}\left(A^{i}+A_{m}^{i} \Gamma^{m}\right)+p_{m} \Gamma^{m}+\widetilde{\mathcal{H}}\right] d t \tag{5.12.13}
\end{equation*}
$$

can be found, where $\partial_{t}+\Gamma^{m} \partial_{m}+\left(A^{i}+A_{m}^{i} \Gamma^{m}\right) \partial_{i}$ is the composite connection (2.7.9) on the fibre bundle $Q \rightarrow \mathbb{R}$, which is defined by the connection $A_{\Sigma}(5.12 .3)$ on $Q \rightarrow \Sigma$ and the connection $\Gamma(5.12 .12)$ on $\Sigma \rightarrow \mathbb{R}$. The Hamiltonian function $\widetilde{H}$ is independent of the momenta $p_{m}$ and satisfies the conditions

$$
\begin{aligned}
& \pi_{i}\left(t, q^{i}, \sigma^{m}, \partial^{i} \widetilde{\mathcal{H}}\left(t, \sigma^{m}, q^{i}, \pi_{i}\right)\right) \equiv \pi_{i}, \\
& p_{i} \partial^{i} \widetilde{\mathcal{H}}-\widetilde{\mathcal{H}} \equiv \mathcal{L}\left(t, q^{i}, \sigma^{m}, \partial^{i} \widetilde{\mathcal{H}}\right)
\end{aligned}
$$

which are obtained by substitution of the expression (5.12.13) in the conditions (4.2.2a) - (4.2.2b).

The Hamilton equations for the Hamiltonian form (5.12.13) read

$$
\begin{align*}
& q_{t}^{i}=A^{i}+A_{m}^{i} \Gamma^{m}+\partial^{i} \widetilde{\mathcal{H}},  \tag{5.12.14a}\\
& p_{t i}=-p_{j}\left(\partial_{i} A^{j}+\partial_{i} A_{m}^{j} \Gamma^{m}\right)-\partial_{i} \widetilde{\mathcal{H}},  \tag{5.12.14b}\\
& \sigma_{t}^{m}=\Gamma^{m},  \tag{5.12.14c}\\
& p_{t m}=-p_{i}\left(\partial_{m} A^{i}+\Gamma^{n} \partial_{m} A_{n}^{i}\right)-\partial_{m} \widetilde{\mathcal{H}}, \tag{5.12.14~d}
\end{align*}
$$

whereas the Lagrangian constraint space is given by the equations

$$
\begin{align*}
& p_{i}=\pi_{i}\left(t, q^{i}, \sigma^{m}, \partial^{2} \widetilde{\mathcal{H}}\left(t, \sigma^{m}, q^{i}, p_{i}\right)\right)  \tag{5.12.15}\\
& p_{m}+A_{m}^{i} p_{i}=0 \tag{5.12.16}
\end{align*}
$$

The system of equations (5.12.14a) - (5.12.16) are related in the sense of Proposition 4.2.6 to the Euler-Lagrange equations (5.12.7) - (5.12.8). Because of the equations ( 5.12 .14 d ) and ( 5.12 .16 ), this system is overdetermined. Therefore, the Hamilton equations (5.12.14a) - (5.12.14d) admit a solution living in the Lagrangian constraint space (5.12.15) - (5.12.16) if the very particular condition, similar to the condition (5.12.9), holds. Since the Euler-Lagrange equations (5.12.8) are not considered, we can also ignore the equation (5.12.14d). Note that the equations (5.12.14d) and (5.12.16) determine only the momenta $p_{m}$ and do not influence other equations.

Therefore, let us consider the system of equations (5.12.14a) - (5.12.14c) and (5.12.15) - (5.12.16). Let the connection $\Gamma$ in the equation (5.12.14c) be complete and admit the integral section $h(t)$. This equation together with the equation (5.12.16) defines a submanifold $V^{*} Q_{h}$ of the momentum phase space $V^{\bullet} Q$, which is the momentum phase space of a mechanical system with the parameter function $h(t)$. The remaining equations (5.12.14a) - (5.12.14b) and (5.12.15) are the equations of this system on the momentum phase space $V^{*} Q_{h}$, which correspond to the Euler-Lagrange equations (5.12.7) in the presence of the background parameter function $h(t)$.

Conversely, whenever $h(t)$ is a parameter function, there exists a connection $\Gamma$ on the parameter bundle $\Sigma \rightarrow \mathbb{R}$ such that $h(t)$ is its integral section. Then the system of equations (5.12.14a) - (5.12.14b) and (5.12.15) - (5.12.16) describes a mechanical system with the background parameter function $h(t)$. Moreover, we can locally restrict our consideration to the equations (5.12.14a) - (5.12.14b) and (5.12.15). These are the Hamilton equation for the Hamiltonian form

$$
\begin{equation*}
H_{h}=p_{i} d q^{i}-\left[p_{i}\left(A^{i}+A_{m}^{i} \partial_{t} h^{m}\right)+\widetilde{\mathcal{H}}\right] d t \tag{5.12.17}
\end{equation*}
$$

on $V^{\bullet} Q_{h}$ associated with the Lagrangian $L_{h}$ on $J^{1} Q_{h}$.
The following examples illustrate the above construction.
Example 5.12.1. Let us consider the 1 -dimensional motion of a probe particle in the presence of a force field whose centre moves. The configuration space of this
system is the composite fibre bundle

$$
\mathbb{R}^{3} \rightarrow \mathbb{R}^{2} \rightarrow \mathbb{R},
$$

coordinated by $(t, \sigma, q)$ where $\sigma$ is a coordinate of the field centre with respect to some inertial frame and $q$ is a coordinate of the probe particle with respect to the field centre. There is the natural inclusion

$$
Q \underset{\Sigma}{\times} T \Sigma \ni(t, \sigma, q, \dot{t}, \dot{\sigma}) \mapsto(t, \sigma, \dot{t}, \dot{\sigma}, \dot{y}=-\dot{\sigma}) \in T Q
$$

which defines the connection

$$
A_{\Sigma}=d t \otimes \partial_{t}+d \sigma \otimes\left(\partial_{\sigma}-\partial_{q}\right)
$$

on the fibre bundle $Q \rightarrow \Sigma$. The corresponding vertical covariant differential (5.12.4) reads

$$
\widetilde{D}=\left(q_{t}+\sigma_{t}\right) \partial_{q}
$$

This is precisely the velocity of the probe particle with respect to the inertial frame. Then the Lagrangian of this particle takes the form

$$
\begin{equation*}
L=\left[\frac{1}{2}\left(q_{t}+\sigma_{t}\right)^{2}-V(q)\right] d t . \tag{5.12.18}
\end{equation*}
$$

In particular, we can obtain the energy conservation law for this system. Let us consider the vector field $u=\partial_{t}$. The Lie derivative of the Lagrangian (5.12.18) along this vector field vanishes. Using the formula (5.12.11), we obtain

$$
0 \approx-\pi_{q} \sigma_{t t}-d_{t}\left[\pi_{q} q_{t}-\mathcal{L}\right]
$$

or

$$
0 \approx \partial_{q} \mathcal{L} \sigma_{t}-d_{t}\left[\pi_{q}\left(q_{t}+\sigma_{t}\right)-\mathcal{L}\right],
$$

where

$$
\mathfrak{T}=\pi_{q}\left(q_{t}+\sigma_{t}\right)-\mathcal{L}
$$

is an energy function of the probe particle with respect to the inertial reference frame.

Example 5.12.2. Let us consider an $n$-body as in Example 5.8.4. Let $\mathbb{R}^{3 n-3}$ be the translation-reduced configuration space of the mass-weight Jacobi vectors $\left\{\vec{\rho}_{A}\right\}$. Two configurations $\left\{\vec{\rho}_{A}\right\}$ and $\left\{\vec{\rho}_{A}^{\prime}\right\}$ are said to define the same shape of the $n$-body if $\vec{\rho}_{A}^{\prime}=R \vec{\rho}_{A}$ for some rotation $R \in S O(3)$. This introduces the equivalence relation between configurations, and the shape space $\mathcal{S}$ of the $n$-body is defined as the quotient

$$
\mathcal{S}=\mathbb{R}^{3 n-3} / S O(3)
$$

[200, 201]. Then we have the composite fibre bundle

$$
\begin{equation*}
\mathbb{R} \times \mathbb{R}^{3 n-3} \rightarrow \mathbb{R} \times \mathcal{S} \rightarrow \mathbb{R} \tag{5.12.19}
\end{equation*}
$$

where the fibre bundle

$$
\begin{equation*}
\mathbb{R}^{3 n-3} \rightarrow \mathcal{S} \tag{5.12.20}
\end{equation*}
$$

has the structure group $S O(3)$. The composite fibre bundle (5.12.19) is provided with the bundle coordinates $\left(t, \sigma^{m}, q^{i}\right)$, where $q^{i}, i=1,2,3$, are some angle coordinates, e.g., the Eulerian angles, while $\sigma^{m}, m=1, \ldots, 3 n-6$, are said to be the shape coordinates on $\mathcal{S}$. A section $\vec{\varrho}_{A}\left(\sigma^{m}\right)$ of the fibre bundle (5.12.20), called a gauge convention, determines an orientation of the $n$-body in a space. Given such a section, any point $\left\{\rho_{\alpha}\right\}$ of the translation-reduced configuration space $\mathbb{R}^{3 n-3}$ is written as

$$
\vec{\rho}_{A}=R\left(q^{i}\right) \vec{\varrho}_{A}\left(\sigma^{m}\right)
$$

This relation yields the splitting

$$
\dot{\vec{\rho}}_{A}=\partial_{i} R \dot{q}^{i} \varrho_{A}+\partial_{m} \vec{\varrho}_{A} \dot{\sigma}^{m}
$$

of the tangent bundle $T \mathbb{R}^{3 n-3}$, which determines a connection $A_{\Sigma}$ on the fibre bundle (5.12.20). This is also a connection on the fibre bundle

$$
\mathbb{R} \times \mathbb{R}^{3 n-3} \rightarrow \mathbb{R} \times \mathcal{S}
$$

with the components $A_{t}=0$. Then the corresponding vertical covariant differential (5.12.4) reads

$$
\widetilde{D}=\left(q_{t}^{i}-A_{m}^{i} \sigma_{t}^{m}\right) \partial_{i}
$$

With this vertical covariant differential, the total angular velocity of the $n$-body takes the form

$$
\begin{equation*}
\vec{\Omega}=\mathbf{a}_{i} \widetilde{D}^{i}=\vec{\omega}+\mathbf{A}_{m} \sigma_{t}^{m} \tag{5.12.21}
\end{equation*}
$$

where $\mathbf{a}_{i}$ are certain kinematic coefficients and $\vec{\omega}$ is the angular velocity of the $n$ body as a rigid one. In particular, we obtain the phenomenon of a falling cat if $\vec{\Omega}=0$ so that

$$
\vec{\omega}=-\mathbf{A}_{m} \sigma_{t}^{m}
$$

In Section 10.5, we will extend the above description of mechanical systems with time-dependent parameters to quantum systems in order to reproduce the phenomenon of Berry's geometric phase.

## Chapter 6

## Gauge theory of principal connections

The literature on the geometric gauge theory is extensive. We refer the reader, e.g., to [177] for the standard exposition of geometry of principal bundles and to [214] for a survey on geometric foundations of gauge theory. In this Chapter, we presents gauge theory of principal connections as a particular case of geometric field theory formulated in terms of jet manifolds. The main ingredient in our consideration is the bundle of principal connections $C=J^{1} P / G$ whose sections are principal connections on a principal bundle $P$ with a structure group $G$. The first order jet manifold $J^{1} C$ plays the role of a finite-dimensional configuration space of gauge theory.

### 6.1 Principal connections

By $\pi_{P}: P \rightarrow X$ throughout is meant a principal bundle whose structure group is a real Lie group $G, \operatorname{dim} G>0$. For short, $P$ is called a $G$-principal bundle. By definition, $P \rightarrow X$ is a fibre bundle provided with the free transitive action of $G$ on $P$ on the right:

$$
\begin{aligned}
& R_{G}: P \times X \rightarrow P \\
& R_{g}: p \mapsto p g, \quad p \in P, \quad g \in G .
\end{aligned}
$$

A $G$-principal bundle $P$ is equipped with a bundle atlas $\Psi_{P}=\left\{\left(U_{\alpha}, \psi_{\alpha}^{P}\right)\right\}$ whose trivialization morphisms

$$
\psi_{\alpha}^{P}: \pi_{P}^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times G
$$

obey the condition

$$
\left(\mathrm{pr}_{2} \circ \psi_{\alpha}^{P}\right)(p g)=\left(\mathrm{pr}_{2} \circ \psi_{\alpha}^{P}\right)(p) g, \quad \forall g \in G, \quad \forall p \in \pi_{P}^{-1}\left(U_{\alpha}\right) .
$$

Due to this property, every trivialization morphism $\psi_{\alpha}^{P}$ determines a unique local section $z_{\alpha}: U_{\alpha} \rightarrow P$ such that

$$
\operatorname{pr}_{2} \circ \psi_{\alpha}^{P} \circ z_{\alpha}=1,
$$

where 1 is the unit element of $G$. The transformation rules for $z_{\alpha}$ read

$$
\begin{equation*}
z_{\beta}(x)=z_{\alpha}(x) \rho_{\alpha \beta}(x), \quad x \in U_{\alpha} \cap U_{\beta}, \tag{6.1.2}
\end{equation*}
$$

where $\rho_{\alpha \beta}(x, g)=\rho_{\alpha \beta}(x) g$ are transition functions (1.1.3) of the atlas $\Psi_{P}$. Conversely, the family $\left\{\left(U_{\alpha}, z_{\alpha}\right)\right\}$ of local sections of $P$ obeying (6.1.2) uniquely determines a bundle atlas $\Psi_{P}$ of $P$.

Note that there is the pull-back operation of a principal bundle structure. The pull-back $f^{*} P(1.1 .6)$ of a principal bundle is also a principal bundle with the same structure group.
Remark 6.1.1. We recall some notions related to tangent and cotangent bundles of Lie groups. Let $G$ be a real Lie group with $\operatorname{dim} G>0$ and $\mathfrak{g}_{l}\left[\mathfrak{g}_{\mathrm{r}}\right]$ its left [right] Lie algebra of left-invariant vector fields $\xi_{l}(g)=T L_{g}\left(\xi_{l}(1)\right)$ [right-invariant vector fields $\left.\xi_{r}(g)=T R_{g}\left(\xi_{r}(1)\right)\right]$ on the group $G$. Here $L_{g}$ and $R_{g}$ denote the action of $G$ on itself on the left and on the right, respectively. Every left-invariant vector field $\xi_{l}(g)$ [right-invariant vector field $\xi_{r}(g)$ ] corresponds to the element $v=\xi_{( }(1)$ $\left[v=\xi_{r}(1)\right]$ of the tangent space $T_{1} G$ provided with both left and right Lie algebra structures. For instance, given $v \in T_{1} G$, let $v_{l}(g)$ and $v_{\mathrm{r}}(g)$ be the corresponding left-invariant and right-invariant vector fields. There is the relation

$$
v_{l}(g)=T L_{g} \circ T R_{g}^{-1}\left(v_{r}(g)\right) .
$$

Let $\left\{\epsilon_{m}=\epsilon_{m}(1)\right\}\left[\left\{\varepsilon_{m}=\varepsilon_{m}(1)\right\}\right]$ denote the basis for the left [right] Lie algebra, and let $c_{m \pi}^{k}$ be the right structure constants, i.e.,

$$
\left[\varepsilon_{m}, \varepsilon_{n}\right]=c_{m n}^{k} \varepsilon_{k} .
$$

The mapping $g \mapsto g^{-1}$ yields the isomorphism

$$
\mathfrak{g}_{l} \ni \epsilon_{m} \mapsto \varepsilon_{m}=-\epsilon_{m} \in \mathfrak{g}_{r}
$$

of left and right Lie algebras.
The tangent bundle $\pi_{G}: T G \rightarrow G$ of the Lie group $G$ is trivial. There are the isomorphisms

$$
\begin{aligned}
& \varrho_{l}: T G \ni q \mapsto\left(g=\pi_{G}(q), T L_{g}^{-1}(q)\right) \in G \times \mathfrak{g}_{l} \\
& \varrho_{r}: T G \ni q \mapsto\left(g=\pi_{G}(q), T R_{g}^{-1}(q)\right) \in G \times \mathfrak{g}_{r}
\end{aligned}
$$

The left action $L_{g}$ of a Lie group $G$ on itself defines its adjoint representation $g \mapsto$ Ad $g$ in the right Lie algebra $g_{r}$ and its identity representation in the left Lie algebra $\mathfrak{g}_{l}$. Correspondingly, there is the adjoint representation

$$
\begin{aligned}
& \varepsilon^{\prime}: \varepsilon \mapsto \operatorname{ad} \varepsilon^{\prime}(\varepsilon)=\left[\varepsilon^{\prime}, \varepsilon\right] \\
& \text { ad } \varepsilon_{m}\left(\varepsilon_{n}\right)=c_{m n}^{k} \varepsilon_{k}
\end{aligned}
$$

of the right Lie algebra $\mathfrak{g}_{\tau}$ in itself.
An action

$$
G \times Z \ni(g, z) \mapsto g z \in Z
$$

of a Lie group $G$ on a manifold $Z$ on the left yields the homomorphism

$$
\mathfrak{g}_{r} \ni \varepsilon \rightarrow \xi_{\varepsilon} \in \mathcal{T}(Z)
$$

of the right Lie algebra $\mathfrak{g}_{r}$ of $G$ into the Lie algebra of vector fields on $Z$ such that

$$
\begin{equation*}
\xi_{\mathrm{Ad} g(\varepsilon)}=T g \circ \xi_{\varepsilon} \circ g^{-1} \tag{6.1.3}
\end{equation*}
$$

[177]. Vector fields $\xi_{\varepsilon_{m}}$ are said to be the generators of a representation of the Lie group $G$ in $Z$.

Let $\mathfrak{g}^{*}=T_{e}^{*} G$ be the vector space dual of the tangent space $T_{1} G$. It is called the dual Lie algebra (or the Lie coalgebra), and is provided with the basis $\left\{\varepsilon^{m}\right\}$ dual of the basis $\left\{\varepsilon_{m}\right\}$ for $T_{1} G$. The group $G$ and the right Lie algebra $\mathfrak{g}_{r}$ act on $\mathfrak{g}^{*}$ by the coadjoint representation

$$
\begin{align*}
& \left\langle\operatorname{Ad}^{*} g\left(\varepsilon^{*}\right), \varepsilon\right\rangle \stackrel{\text { def }}{=}\left\langle\varepsilon^{*}, \operatorname{Ad} g^{-1}(\varepsilon)\right\rangle, \quad \varepsilon^{*} \in \mathfrak{g}^{*}, \quad \varepsilon \in \mathfrak{g}_{r},  \tag{6.1.4}\\
& \left\langle\operatorname{ad}^{*} \varepsilon^{\prime}\left(\varepsilon^{*}\right), \varepsilon\right\rangle=-\left\langle\varepsilon^{*},\left[\varepsilon^{\prime}, \varepsilon\right]\right\rangle, \quad \varepsilon^{\prime} \in \mathfrak{g}_{r} \\
& \operatorname{ad}^{*} \varepsilon_{m}\left(\varepsilon^{n}\right)=-c_{m k}^{n} \varepsilon^{k} .
\end{align*}
$$

Note that, in the literature, one can meet another definition of the coadjoint representation in accordance with the relation

$$
\left\langle\operatorname{Ad}^{*} g\left(\varepsilon^{*}\right), \varepsilon\right\rangle=\left\langle\varepsilon^{*}, \operatorname{Ad} g(\varepsilon)\right\rangle .
$$

An exterior form $\phi$ on the group $G$ is said to be left-invariant [right-invariant] if $\phi(1)=L_{g}^{*}(\phi(g))\left\{\phi(1)=R_{g}^{*}(\phi(g))\right\}$. The exterior differential of a left-invariant [right-invariant] form is left-invariant [right-invariant]. In particular, left-invariant 1 -forms satisfy the Maurer-Cartan equations

$$
d \phi\left(\epsilon, \epsilon^{\prime}\right)=-\frac{1}{2} \phi\left(\left[\epsilon, \epsilon^{\prime}\right]\right), \quad \epsilon, \epsilon^{\prime} \in \mathfrak{g l} .
$$

There is the canonical $g_{l}$-valued left-invariant 1 -form

$$
\begin{equation*}
\theta_{l}: T_{1} G \ni \epsilon \mapsto \epsilon \in \mathfrak{g}_{l} \tag{6.1.5}
\end{equation*}
$$

on a Lie group $G$. The components $\theta_{l}^{m}$ of its decomposition $\theta_{l}=\theta_{l}^{m} \epsilon_{m}$ with respect to the basis for the left Lie algebra $\mathfrak{g}_{l}$ make up the basis for the space of left-invariant exterior 1 -forms on $G$ :

$$
\epsilon_{m} \mid \theta_{l}^{n}=\delta_{m}^{n} .
$$

The Maurer-Cartan equations, written with respect to this basis, read

$$
d \theta_{l}^{m}=\frac{1}{2} c_{n k}^{m} \theta_{l}^{n} \wedge \theta_{l}^{k} .
$$

The canonical action (6.1.1) of $G$ on $P$ on the right defines the canonical trivial vertical splitting

$$
\alpha: V P \underset{P}{\cong} P \times \mathfrak{g}_{l}
$$

such that $\alpha^{-1}\left(\epsilon_{m}\right)$ are the familiar fundamental vector fields on $P$ corresponding to the basis elements $\epsilon_{m}$ of the Lie algebra $\mathfrak{g}_{l}$.

Taking the quotient of the tangent bundle $T P \rightarrow P$ and the vertical tangent bundle $V P$ of $P$ by $T R_{G}$ (or simply by $G$ ), we obtain the vector bundles

$$
\begin{equation*}
T_{G} P=T P / G \quad \text { and } \quad V_{G} P=V P / G \tag{6.1.6}
\end{equation*}
$$

over $X$. Sections of $T_{G} P \rightarrow X$ are $G$-invariant vector fields on $P$, while sections of $V_{G} P \rightarrow X$ are $G$-invariant vertical vector fields on $P$. Hence, the typical fibre of $V_{G} P \rightarrow X$ is the right Lie algebra $\mathfrak{g}_{r}$ of the right-invariant vector fields on the group $G$. The group $G$ acts on this typical fibre by the adjoint representation.

The Lie bracket of $G$-invariant vector fields on $P$ goes to the quotient by $G$ and defines the Lie bracket of sections of the vector bundles $T_{G} P \rightarrow X$ and $V_{G} P \rightarrow X$. It follows that $V_{G} P \rightarrow X$ is a Lie algebra bundle (the gauge algebra bundle in the terminology of gauge theories) whose fibres are Lie algebras isomorphic to the right Lie algebra $g_{r}$ of $G$.

Given a local bundle splitting of $P$, there are the corresponding local bundle splittings of $T_{G} P$ and $V_{G} P$. Given the basis $\left\{\varepsilon_{p}\right\}$ for the Lie algebra $g_{r}$, we obtain the local fibre bases $\left\{\partial_{\lambda}, e_{p}\right\}$ for $T_{G} P \rightarrow X$ and $\left\{e_{p}\right\}$ for $V_{G} P$. If

$$
\xi=\xi^{\lambda} \partial_{\lambda}+\xi^{p} e_{p}, \quad \eta=\eta^{\mu} \partial_{\mu}+\eta^{q} e_{q}
$$

are sections of $T_{G} P$, the coordinate expression of their bracket is

$$
\begin{equation*}
[\xi, \eta]=\left(\xi^{\mu} \partial_{\mu} \eta^{\lambda}-\eta^{\mu} \partial_{\mu} \xi^{\lambda}\right) \partial_{\lambda}+\left(\xi^{\lambda} \partial_{\lambda} \eta^{r}-\eta^{\lambda} \partial_{\lambda} \xi^{r}+c_{p q}^{r} \xi^{p} \eta^{q}\right) e_{r} \tag{6.1.7}
\end{equation*}
$$

Let $J^{1} P$ be the first order jet manifold of a $G$-principal bundle $P \rightarrow X$. Bearing in mind that $J^{1} P \rightarrow P$ is an affine bundle modelled over the vector bundle

$$
T^{*} X \underset{P}{\otimes} V P \rightarrow P
$$

let us consider the quotient of the jet bundle $J^{1} P \rightarrow P$ by the jet prolongation $J^{1} R_{G}$ of the canonical action (6.1.1). We obtain the affine bundle

$$
\begin{equation*}
C=J^{1} P / G \rightarrow X \tag{6.1.8}
\end{equation*}
$$

modelled over the vector bundle

$$
\begin{equation*}
\bar{C}=T^{*} X \otimes V_{G} P \rightarrow X \tag{6.1.9}
\end{equation*}
$$

Hence, there is the canonical vertical splitting

$$
V C \cong C_{x}^{\times} \bar{C}
$$

It is easily seen that the fibre bundle $J^{1} P \rightarrow C$ is a principal bundle with the structure group $G$. It is canonically isomorphic to the pull-back

$$
\begin{equation*}
J^{1} P \cong P_{C}=C \times \underset{X}{ } P \rightarrow C . \tag{6.1.10}
\end{equation*}
$$

Turn now to connections on a principal bundle $P \rightarrow X$. In this case, the exact sequence (1.1.17a) can be reduced to the exact sequence

$$
\begin{equation*}
0 \rightarrow V_{G} P \underset{X}{\hookrightarrow} T_{G} P \rightarrow T X \rightarrow 0 \tag{6.1.11}
\end{equation*}
$$

by taking the quotient with respect to the action of the group $G$.

DEFINITION 6.1.1. A principal connection $A$ on a principal bundle $P \rightarrow X$ is defined as a section $A: P \rightarrow J^{1} P$ which is equivariant under the action (6.1.1) of the group $G$ on $P$, that is,

$$
\begin{equation*}
J^{1} R_{g} \circ A=A \circ R_{g}, \quad \forall g \in G \tag{6.1.12}
\end{equation*}
$$

Such a connection yields the splitting of the exact sequence (6.1.11), and can be represented by the $T_{G}$-valued form


$$
\begin{equation*}
A=d x^{\lambda} \otimes\left(\partial_{\lambda}+A_{\lambda}^{q} e_{q}\right) \tag{6.1.13}
\end{equation*}
$$

where $A_{\lambda}^{p}$ are local functions on $X$. On the other hand, due to the property (6.1.12), there is one-to-one correspondence between the principal connection on a principal bundle $P \rightarrow X$ and the global sections of the fibre bundle $C \rightarrow X(6.1 .8)$, called the bundle of principal connections. Since this fibre bundle is affine, principal connections on a principal bundle always exist.

Given a bundle atlas of $P$, the bundle of principal connections $C$ is equipped with the associated bundle coordinates $\left(x^{\lambda}, a_{\lambda}^{q}\right)$ such that, for any section $A$ of $C \rightarrow X$, the local functions

$$
A_{\lambda}^{q}=a_{\lambda}^{q} \circ A
$$

are coefficients of the connection 1 -form (6.1.13). In gauge theory, these coefficients are treated as gauge potentials. We will use this term to refer to sections $A$ of the fibre bundle $C \rightarrow X$.

Let a principal connection on the principal bundle $P \rightarrow X$ be represented by the vertical-valued form $A(2.1 .8)$. Then the form

$$
\begin{equation*}
\bar{A}: P \xrightarrow{A} T^{*} P \underset{P}{\otimes} V P \xrightarrow{\mathrm{Id} \otimes \alpha} T^{*} P \otimes \mathfrak{g l} \tag{6.1.14}
\end{equation*}
$$

is the familiar $\mathfrak{g}_{l}$-valued connection form on the principal bundle $P$. Given a local bundle splitting $\left(U_{\zeta}, z_{\zeta}\right)$ of $P$, this form reads

$$
\begin{equation*}
\bar{A}=\psi_{\varsigma}^{*}\left(\theta_{l}-\bar{A}_{\lambda}^{q} d x^{\lambda} \otimes \epsilon_{q}\right), \tag{6.1.15}
\end{equation*}
$$

where $\theta_{l}$ is the canonical $\mathfrak{g}_{l}$-valued 1 -form (6.1.5) on $G$ and $\vec{A}_{\lambda}^{p}$ are local functions on $P$ such that

$$
\bar{A}_{\lambda}^{q}(p g) \epsilon_{q}=\bar{A}_{\lambda}^{q}(p) \operatorname{adg}^{-1}\left(\epsilon_{q}\right)
$$

The pull-back $z_{\zeta}^{*} \bar{A}$ of the connection form $\bar{A}$ over $U_{\zeta}$ is the well-known local connection 1-form

$$
\begin{equation*}
A_{\zeta}=-A_{\lambda}^{q} d x^{\lambda} \otimes \epsilon_{q}=A_{\lambda}^{q} d x^{\lambda} \otimes \varepsilon_{q}, \tag{6.1.16}
\end{equation*}
$$

where $A_{\lambda}^{q}=\bar{A}_{\lambda}^{q} \circ z_{\zeta}$ are local functions on $X$. It is readily observed that the coefficients $A_{\lambda}^{q}$ of this form are precisely the coefficients of the form (6.1.13). It should be emphasized that the local connection form (6.1.16) is $\mathfrak{g}_{l}$-valued, while the vertical part $A-\theta_{X}$ of $A(6.1 .13)$ is a $V_{G}$-valued form. There is the relation $A_{\zeta}=\psi_{z}$ eta $\left(A-\theta_{X}\right)$. In local expressions, we will mean by a local connection form the $V_{G}$-valued form

$$
\begin{equation*}
A=A_{\lambda}^{q} d x^{\lambda} \otimes e_{q} . \tag{6.1.17}
\end{equation*}
$$

In the case of principal bundles, there are both pull-back and push-forward operations of principal connections [177].

Theorem 6.1.2. Let $P$ be a principal fibre bundle and $f^{*} P$ (1.1.6) the pullback principal bundle with the same structure group. Let $f_{P}$ be the canonical morphism (1.1.7) of $f^{*} P$ to $P$. If $A$ is a principal connection on $P$, then the pullback connection $f^{*} A(2.1 .11)$ on $f^{*} P$ is a principal connection.

Theorem 6.1.3. Let $P^{\prime} \rightarrow X$ and $P \rightarrow X$ be principle bundles with structure groups $G^{\prime}$ and $G$, respectively. Let $\Phi: P^{\prime} \rightarrow P$ be a principal bundle morphism over $X$ with the corresponding homomorphism $G^{\prime} \rightarrow G$. For every principal connection $A^{\prime}$ on $P^{\prime}$, there exists a unique principal connection $A$ on $P$ such that $T \Phi$ sends the horizontal subspaces of $A^{\prime}$ onto the horizontal subspaces of $A$. $\square$

The curvature of a principal connection $A$ (or the strength of $A$ ) is defined to be the $V_{G} P$-valued 2-form on $X$

$$
\begin{align*}
& F_{A}: X \rightarrow \wedge^{2} T^{*} X \otimes V_{G} P, \\
& F_{A}=\frac{1}{2} F_{\lambda \mu}^{r} d x^{\lambda} \wedge d x^{\mu} \otimes e_{r},  \tag{6.1.18}\\
& F_{\lambda \mu}^{r}=\left[\partial_{\lambda}+A_{\lambda}^{p} e_{p}, \partial_{\mu}+A_{\mu}^{q} e_{q}\right]^{r}=\partial_{\lambda} A_{\mu}^{r}-\partial_{\mu} A_{\lambda}^{r}+c_{p q}^{r} A_{\lambda}^{p} A_{\mu}^{q}, \tag{6.1.19}
\end{align*}
$$

whose coordinate expression follows from (6.1.7). We have locally

$$
\begin{equation*}
F_{A}=d A+\frac{1}{2}[A, A]=d A+A \wedge A \tag{6.1.20}
\end{equation*}
$$

where $A$ is the local connection form (6.1.17). It should be emphasized that the form $F_{A}$ (6.1.19) is not the standard curvature (2.3.3) of a connection (see (6.1.25) below). It also differs from the $\mathfrak{g}_{\mathbf{l}}$-valued curvature form

$$
\Omega=d \bar{A}+\frac{1}{2}[\bar{A}, \bar{A}] .
$$

Given a local bundle splitting $\left(U_{\zeta}, p s i_{\zeta}\right)$ of $P$, we have the relation $z_{\zeta}^{*} \Omega=-\psi_{\zeta}\left(F_{A}\right)$. In local expressions, by $F_{A}$ we will also mean the $\mathfrak{g}_{r}$-valued 2 -form

$$
\begin{equation*}
\psi_{\zeta}\left(F_{A}\right)=d A+\frac{1}{2}[A, A]=d A+A \wedge A \tag{6.1.21}
\end{equation*}
$$

where $A$ is the local connection form (6.1.16). It is given by the expression (6.1.18) where the fibre basis $\left\{e_{r}\right\}$ are replaced with the right Lie algebra basis $\left\{\varepsilon_{r}\right\}$.

Let now

$$
\begin{equation*}
Y=(P \times V) / G \tag{6.1.22}
\end{equation*}
$$

be a fibre bundle associated with the principal bundle $P \rightarrow X$ whose structure group $G$ acts on the typical fibre $V$ of $Y$ on the left. For short, we will say that (6.1.22) is a $P$-associated fibre bundle.

Remark 6.1.2. Let us recall that the quotient in (6.1.22) is defined by identification of the elements ( $p, v$ ) and ( $p g, g^{-1} v$ ) for all $g \in G$. By $[p]$ we will denote the restriction of the canonical morphism

$$
\begin{equation*}
P \times V \rightarrow(P \times V) / G \tag{6.1.23}
\end{equation*}
$$

to $\{p\} \times V$, and write

$$
[p](v)=(p, v) \cdot G, \quad v \in V
$$

Then we have $[p](v)=[p g]\left(g^{-1} v\right)$.
Remark 6.1.3. In fact, $Y$ (6.1.22) is the fibre bundle canonically associated with the principal bundle $P$. A fibre bundle $Y \rightarrow X$, given by the triple ( $X, V, \Psi$ ) of a base $X$, a typical fibre $V$ and a bundle atlas $\Psi$, is called a fibre bundle with a structure group $G$ if $G$ acts effectively on $V$ on the left and the transition functions $\rho_{\lambda \beta}$ of the atlas $\Psi$ take their values into the group $G$. The set $\left\{\left(U_{\alpha} \cap U_{\beta}, \rho_{\lambda \beta}\right\}\right.$ of these transition functions, satisfying the cocycle condition (1.1.4), form a cocycle (see Remark 6.9.2 below). If atlases are equivalent the cocycles of their transition functions are equivalent. The set of equivalent cocycles are elements of the first cohomology set $H^{1}\left(X ; G_{\infty}\right)$. Fibre bundles ( $X, V, G, \Psi$ ) and ( $X, V^{\prime}, G, \Psi^{\prime}$ ) with the same structure group $G$, which may have different typical fibres, are called associated if the transition functions $\left\{\rho_{\alpha \beta}\right\}$ and $\left\{\rho_{\mu \nu}^{\prime}\right\}$ of the atlases $\Psi$ and $\Psi^{\prime}$, respectively, belong to the same element of the the cohomology set $H^{1}\left(X ; G_{\infty}\right)$. Any two associated fibre bundles with the same typical fibre are isomorphic to each other, but their isomorphism is not canonical in general. A fibre bundle $Y \rightarrow X$ with a structure group $G$ is associated with some $G$-principal bundle $P \rightarrow X$. If $Y$ is canonically associated with $P$ as in (6.1.22), then

- every atlas $\Psi_{P}=\left\{\left(U_{\alpha}, z_{\alpha}\right)\right\}$ of $P$ determines canonically the associated atlas $\Psi=\left\{\left(U_{\alpha}, \psi_{\alpha}(x)=\left[z_{\alpha}(x)\right]^{-1}\right)\right.$ of $Y ;$
- every automorphism of a principal bundle $P$ yields the corresponding automorphism of the $P$-associated fibre bundle (6.1.22) (see Section 6.3).

Unless otherwise stated (see Section 6.7), by a $P$-associated fibre bundle we mean the quotient (6.1.22).

It should be emphasized that the notions introduced in this Remark are extended in a straightforward manner to topological fibre bundles over topological spaces when morphisms are continuous, but not necessarily smooth.

Let $Y$ be a $P$-associated fibre bundle (6.1.22). Every principal connection on $P \rightarrow X$ induces canonically the corresponding connection on the $P$-associated fibre bundle (6.1.22) as follows. Given a principal connection $A(6.1 .13)$ on $P$ and the
corresponding horizontal splitting of the tangent bundle $T P$, the tangent map to the canonical morphism (6.1.23) defines the horizontal splitting of the tangent bundle $T Y$ and the corresponding connection on the $P$-associated fibre bundle $Y \rightarrow X$ [177]. The latter is called the associated principal connection or simply a principal connection on $Y \rightarrow X$. If $Y$ is a vector bundle, this connection takes the form

$$
\begin{equation*}
A=d x^{\lambda} \otimes\left(\partial_{\lambda}-A_{\lambda}^{p} I_{p}^{i} \partial_{i}\right) \tag{6.1.24}
\end{equation*}
$$

where $I_{p}$ are generators of the representation of the Lie algebra $g_{r}$ in $V$. The curvature (2.3.3) of this connection reads

$$
\begin{equation*}
F=-\frac{1}{2} F_{\lambda \mu}^{p} I_{p}^{i} d x^{\lambda} \wedge d x^{\mu} \otimes \partial_{i} \tag{6.1.25}
\end{equation*}
$$

In particular, a principal connection $A$ yields an associated linear connection on the gauge algebra bundle $V_{G} P \rightarrow X$. The corresponding covariant differential $\nabla^{A} \xi$ of a section $\xi=\xi^{p} e_{p}$ of $V_{G} P \rightarrow X$ reads

$$
\begin{align*}
& \nabla^{A} \xi: X \rightarrow T^{*} X \otimes V_{G} P \\
& \nabla^{A} \xi=\left(\partial_{\lambda} \xi^{r}+c_{p q}^{\tau} A_{\lambda}^{p} \xi^{q}\right) d x^{\lambda} \otimes e_{r} . \tag{6.1.26}
\end{align*}
$$

If $u$ is a vector field on $X$, the covariant derivative $\nabla_{u}^{A} \xi$ of $\xi$ along $u$ is given by

$$
\left.\left.\nabla_{u}^{A} \xi=u\right\rfloor \nabla^{A} \xi=\lceil u\rfloor A, \xi\right]
$$

where $A$ is the $T_{G}$-valued form (6.1.13). In particular, we have

$$
\begin{equation*}
\nabla_{\lambda}^{A} e_{q}=c_{p q}^{\tau} A_{\lambda}^{p} e_{r} \tag{6.1.27}
\end{equation*}
$$

The covariant derivative $\nabla_{u}^{A}$ is compatible with the Lie bracket of sections of $V_{G} P \rightarrow X$, i.e.,

$$
\nabla_{u}^{A}[\xi, \eta]=\left[\nabla_{u}^{A} \xi, \eta\right]+\left[\xi, \nabla_{u}^{A} \eta\right]
$$

for any vector field $u: X \rightarrow T X$ and sections $\xi, \eta: X \rightarrow V_{G} P$.
Remark 6.1.4. Let $P \rightarrow X$ be a $G$-principal fibre bundle. Then the F-N bracket on $\mathfrak{D}^{*}(P) \otimes \mathcal{T}(P)$ is compatible with the canonical action $R_{G}$, and we obtain the induced $\mathrm{F}-\mathrm{N}$ bracket on $\mathfrak{O}^{*}(X) \otimes T_{G} P(X)$, where $T_{G} P(X)$ is the vector space of sections of the vector bundle $T_{G} P \rightarrow X$. Recall that $T_{G} P(X)$ projects onto $T(X)$.

If $A \in \mathfrak{D}^{1}(X) \otimes T_{G} P(X)$ is a principal connection as in (6.1.13), the associated Nijenhuis differential is

$$
\begin{align*}
& d_{A}: \mathfrak{D}^{r}(X) \otimes T_{G} P(X) \rightarrow \mathfrak{D}^{r+1}(X) \otimes V_{G} P(X), \\
& d_{A} \phi=[A, \phi]_{\mathrm{FN}}, \quad \phi \in \mathfrak{D}^{r}(X) \otimes T_{G} P(X) . \tag{6.1.28}
\end{align*}
$$

On $V_{G} P(X)$, the differential $d_{A}$ coincides with the covariant differential $\nabla^{A}$ (6.1.26), i.e.,

$$
d_{a} \xi=\nabla^{A} \xi .
$$

We also have the local expression

$$
\begin{equation*}
\nabla^{A} \xi=d \xi+[A, \xi], \tag{6.1.29}
\end{equation*}
$$

where $A$ is the local connection form (6.1.17). If $\phi=\alpha \otimes \xi \in \mathfrak{D}^{r}(X) \otimes V_{G} P(X)$ where $\alpha \in \mathcal{D}^{r}(X)$ and $\xi \in V_{G} P(X)$, we have the formula

$$
\begin{equation*}
d_{A} \phi=d \alpha \otimes \xi+(-1)^{r} \alpha \wedge \nabla^{A} \xi \tag{6.1.30}
\end{equation*}
$$

which follows from (1.2.31).
By means of the Nijenhuis differential (6.1.28), the strength $F_{A}$ of the connection $A$ is defined as

$$
\begin{equation*}
F_{A}=\frac{1}{2} d_{A} A=\frac{1}{2}[A, A]_{\mathrm{FN}} \in \mathfrak{D}^{2}(X) \otimes V_{G} P(X) . \tag{6.1.31}
\end{equation*}
$$

### 6.2 The canonical principal connection

This Section is devoted to vector fields and connections on the bundle of principal connections $C \rightarrow X$. To introduce them, we will use the canonical connection on the pull-back principal bundle $P_{C} \rightarrow C$ (6.1.10).

Given a $G$-principal bundle $P \rightarrow X$ and its jet manifold $J^{1} C$ coordinated by $\left(x^{\lambda}, a_{\mu}^{p}, a_{\lambda \mu}^{p}\right)$, let us consider the canonical morphism

$$
\theta: J^{1} P \underset{P}{\times} T P \rightarrow V P
$$

(1.3.8). Taking its quotient with respect to $G$, we obtain the morphism

$$
\begin{gather*}
C \times{ }_{X}^{\times} T_{G} P \xrightarrow{\theta} V_{G} P  \tag{6.2.1}\\
\vdots \\
X \\
\theta\left(\partial_{\lambda}\right)=-a_{\lambda}^{p} e_{p}, \quad \theta\left(e_{p}\right)=e_{p} .
\end{gather*}
$$

It follows that the exact sequence (6.1.11) admits the canonical splitting over $C$ [116].

Let us now consider the pull-back principal bundle $P_{C}$ (6.1.10) whose structure group is $G$. Since

$$
\begin{equation*}
V_{G}(C \underset{X}{\times} P)=C \underset{X}{\times} V_{G} P, \quad T_{G}(C \underset{X}{\times} P)=T C \times{ }_{X} T_{G} P, \tag{6.2.2}
\end{equation*}
$$

the exact sequence (6.1.11) for this principal bundle $P_{C}$ reads

$$
\begin{equation*}
0 \rightarrow C \underset{X}{\times} V_{G} P \underset{C}{\hookrightarrow} T C \times{ }_{X}^{\times} T_{G} P \rightarrow T C \rightarrow 0 . \tag{6.2.3}
\end{equation*}
$$

It is readily observed that the morphism (6.2.1) yields the horizontal splitting (2.1.3)

$$
T C \times_{X}^{\times} T_{G} P \rightarrow C \underset{X}{\times} T_{G} P \rightarrow C \times{ }_{X} V_{G} P
$$

of the exact sequence (6.2.3) and, consequently, defines the non-flat principal connection

$$
\begin{align*}
& \mathcal{A}: T C \rightarrow T C \times{ }_{X} T_{G} P, \\
& \mathcal{A}=d x^{\lambda} \otimes\left(\partial_{\lambda}+a_{\lambda}^{p} e_{p}\right)+d a_{\lambda}^{r} \otimes \partial_{r}^{\lambda},  \tag{6.2.4}\\
& \mathcal{A} \in \mathfrak{D}^{1}(C) \otimes T_{G}\left(C \times{ }_{X} P\right)(X),
\end{align*}
$$

on the principal bundle

$$
\begin{equation*}
P_{C}=C_{X}^{\times} P \rightarrow C . \tag{6.2.5}
\end{equation*}
$$

It follows that the principal bundle $P_{C}$ carries the canonical principal connection (6.2.4).

Accordingly, the vector bundle

$$
C \underset{x}{\times V_{G} P} \rightarrow C
$$

is provided with the canonical linear connection such that the corresponding covariant differential (6.1.27) reads

$$
\begin{equation*}
\left.\left.\partial_{\lambda}\right\rfloor \nabla^{\mathcal{A}} e_{q}=c_{p q}^{r} a_{\lambda}^{p} e_{r}, \quad \partial_{r}^{\lambda}\right\rfloor \nabla^{\mathcal{A}} e_{q}=0 . \tag{6.2.6}
\end{equation*}
$$

Following (6.1.31), we define the canonical curvature

$$
\begin{gather*}
F_{\mathcal{A}}=\frac{1}{2} d_{\mathcal{A}} \mathcal{A}=\frac{1}{2}[\mathcal{A}, \mathcal{A})_{\mathrm{FN}} \in \mathfrak{D}^{2}(C) \otimes V_{G} P(X), \\
F_{\mathcal{A}}=\left(d a_{\mu}^{r} \wedge d x^{\mu}+\frac{1}{2} c_{p q}^{r} q_{\lambda}^{p} a_{\mu}^{q} d x^{\lambda} \wedge d x^{\mu}\right) \otimes e_{r .} . \tag{6.2.7}
\end{gather*}
$$

Its meaning is the following. Let $A: X \rightarrow C$ be a principal connection on the principal bundle $P \rightarrow X$. Then the pull-back

$$
\begin{equation*}
A^{*} F_{\mathcal{A}}=F_{A} \tag{6.2.8}
\end{equation*}
$$

is the curvature of the principal connection $A$.
Example 6.2.1. In particular, let us consider the trivial principal bundle $P=$ $X \times \mathbb{R} \rightarrow X$. Then $C=T^{*} X \rightarrow X$ is the affine cotangent bundle, and principal connections on $P$ are precisely 1-forms on $X$. The canonical connection $\mathcal{A}$, the F-N covariant differential $d_{\mathcal{A}}$ and the curvature reduce to

$$
\begin{align*}
& \theta=\dot{x}_{\lambda} d x^{\lambda} \\
& d_{\mathcal{A}}=d \\
& F_{\mathcal{A}}=\Omega=d \theta \in \AA_{\Lambda}^{2}\left(T^{*} X\right), \quad \Omega=d \dot{x}_{\lambda} \wedge d x^{\lambda} . \tag{6.2.9}
\end{align*}
$$

This Example shows that the bundle $C \rightarrow X$ is a generalization of the cotangent bundle $T^{*} X \rightarrow X$ in a sense. Indeed, just as $T^{*} X$ carries the canonical symplectic form (6.2.9), $C$ does the canonical $V_{G} P$-valued 2 -form (6.2.7). In particular, given a vector field $\tau$ on a manifold $X$, its canonical lift $\tilde{\tau}$ (1.2.4) onto the cotangent bundle $T^{*} X$ can be determined by the equation

$$
\begin{equation*}
\tilde{\tau}\rfloor \Omega=d(\tau\rfloor \theta) . \tag{6.2.10}
\end{equation*}
$$

The generalization of this equation by means of the canonical curvature $F_{\mathcal{A}}$ is of basic importance in gauge theories.

Let $\xi=\tau^{\lambda} \partial_{\lambda}+\xi^{p} e_{p}$ be a section of the fibre bundle $T_{G} P \rightarrow X$, projected onto a vector field $\tau$ on $X$. One can think of $\xi$ as being a generator of a 1 -parameter group of general gauge transformations of the principal bundle $P \rightarrow X$ (see the next Section). Using (6.2.1), we obtain the morphism over $X$

$$
\xi\rfloor \theta: C \rightarrow V_{G} P,
$$

i.e., as (6.2.2) shows, a section of $V_{G}(C \times P) \rightarrow C$. Then the equation

$$
\begin{equation*}
\left.\xi_{C} \backslash F_{\mathcal{A}}=d_{\mathcal{A}}(\xi\rfloor \theta\right) \tag{6.2.11}
\end{equation*}
$$

determines uniquely a vector field $\xi_{C}$ on $C$ projectable over $\tau$. Simple computations lead to

$$
\begin{align*}
& \xi_{C}=\tau^{\lambda} \partial_{\lambda}+u_{\lambda}^{r} \partial_{r}^{\lambda},  \tag{6.2.12}\\
& u_{\lambda}^{r}=\partial_{\lambda} \xi^{r}+c_{p q}^{r} a_{\lambda}^{p} \xi^{q}-a_{\mu}^{r} \partial_{\lambda} \tau^{\mu} .
\end{align*}
$$

The vector field $\xi_{C}(6.2 .12)$ is the generator of the associated gauge transformations of the bundle of principal connections $C$. In particular, if $\xi \in V_{G} P(X)$, we obtain the vertical vector field

$$
\begin{equation*}
\xi_{C}=u_{\lambda}^{r} \partial_{r}^{\lambda}, \quad u_{\lambda}^{r}=\partial_{\lambda} \xi^{r}+c_{p q}^{r} a_{\lambda}^{p} \xi^{q} . \tag{6.2.13}
\end{equation*}
$$

In this case, since $V C=C \times{ }_{X} T^{*} X \otimes V_{G} P \subset T C$, we can write

$$
\begin{equation*}
\xi_{C}=\nabla \xi: C \rightarrow V C \tag{6.2.14}
\end{equation*}
$$

where $\nabla$ is the covariant differential (6.2.6).
Remark 6.2.2. The jet prolongation (1.3.10) of the vector field $\xi_{C}$ reads

$$
\begin{align*}
& J^{1} \xi_{C}=\tau^{\lambda} \partial_{\lambda}+u_{\lambda}^{r} \partial_{r}^{\lambda}+u_{\lambda \mu}^{r} \partial_{r}^{\partial_{\mu}}, \\
& u_{\lambda \mu}^{r}=\partial_{\lambda \mu} \xi^{r}-a_{\nu}^{r} \partial_{\lambda \mu} \tau^{\nu}+c_{p a}^{r} a_{\mu}^{\partial_{\lambda}} \xi^{q}-  \tag{6.2.15}\\
& \quad a_{\lambda \nu}^{r} \partial_{\mu} \tau^{\nu}+c_{p q}^{r} a_{\lambda \mu}^{p} \xi^{q}-a_{\nu \mu}^{r} \partial_{\lambda} \tau^{\nu},
\end{align*}
$$

where $u_{\lambda}^{r}$ is given as in (6.2.12).
Example 6.2.3. Let $A(6.1 .13)$ be a principal connection. For any vector field $\tau$ on $X$, this connection yields the section

$$
\begin{aligned}
& \xi=\tau\rfloor A: X \rightarrow T_{G} P, \\
& \xi=\tau^{\lambda} \partial_{\lambda}+A_{\lambda}^{p} \tau^{\lambda} e_{p},
\end{aligned}
$$

which, in turn, defines the vector field (6.2.12):

$$
\begin{align*}
& \tilde{\tau}_{A}=\tau^{\lambda} \partial_{\lambda}+u_{\lambda}^{r} \partial_{r}^{\lambda}, \\
& u_{\lambda}^{r}=\partial_{\lambda} A_{\mu}^{r} \tau^{\mu}+c_{p p}^{r} a_{\lambda}^{p} A_{\mu}^{q} \tau^{\mu}-\left(a_{\mu}^{r}-A_{\mu}^{r}\right) \partial_{\lambda} \tau^{\mu}, \tag{6.2.16}
\end{align*}
$$

on the bundle of principal connection $C$.
One can obtain the vector field (6.2.16) as the horizontal lift $u\rfloor \Gamma$ of $\tau$ with respect to some connection $\Gamma$ on the fibre bundle $C \rightarrow X$. For this purpose, let us consider a symmetric world connection $K$ on $X$ and a principal connection $A$ on $P \rightarrow X$. They define a connection on the fibre bundle $C \rightarrow X$ as follows. Given the linear connection (6.1.27) induced by $A$ on the fibre bundle $V_{G} P \rightarrow X$, let us consider the tensor product connection $\bar{\Gamma}$ on $T^{*} X \otimes V_{G} P \rightarrow X$ induced by $K$ and $A$. Given the coordinates ( $x^{\lambda}, \vec{a}_{\mu}^{r}, a_{\lambda \mu}^{*}$ ) of $J^{1}\left(T^{*} X \otimes V_{G} P\right)$, we have

$$
\begin{aligned}
& \bar{\Gamma}: T^{*} X \otimes V_{G} P \rightarrow J^{1}\left(T^{*} X \otimes V_{G} P\right), \\
& a_{\lambda \mu}^{r} \circ \bar{\Gamma}=-K_{\lambda}{ }^{\nu}{ }_{\mu} \bar{a}_{\nu}^{r}+c_{p q}^{r} \bar{a}_{\mu}^{p} A_{\lambda}^{q} .
\end{aligned}
$$

Using the fibred morphism

$$
D_{A}: C \rightarrow T^{*} X \otimes V_{G} P
$$

(1.1.10), we obtain the section

$$
\begin{align*}
& \Gamma: C \rightarrow J^{1} C, \\
& a_{\lambda \mu}^{r} \circ \Gamma=\Gamma_{\lambda \mu}^{r}=\partial_{\lambda} A_{\mu}^{r}+c_{p q}^{r} a_{\mu}^{p} A_{\lambda}^{q}-K_{\lambda}^{\nu}{ }_{\mu}\left(a_{\nu}^{r}-A_{\nu}^{r}\right)+c_{p q}^{r} A_{\lambda}^{p} A_{\mu}^{q} \tag{6.2.17}
\end{align*}
$$

in accordance with the commutative diagram


Of course, $\Gamma$ is an affine morphism over $X$, i.e., an affine connection on the affine bundle $C \rightarrow X$, while the associated linear connection is $\bar{\Gamma}$. Moreover, it is easily seen that $A$ is an integral section of $\Gamma$, i.e., $J^{1} A=\Gamma \circ A$. The connection (6.2.17) is not a unique one defined by a symmetric world connection $K$ and a principal connection $A$. Since the strength $F_{A}$ of $A$ can be seen as a soldering form

$$
\begin{equation*}
F_{A}=F_{\lambda \mu}^{r} d x^{\lambda} \otimes \partial_{r}^{\mu} \tag{6.2.18}
\end{equation*}
$$

one can obtain another connection $\Gamma^{\prime}=\Gamma-F_{A}$ on the fibre bundle $C \rightarrow X$. Now let us assume that a vector field $\tau$ on $X$ is an integral section of the symmetric world connection $K$ (see Remark 2.4.2). Then it is readily observed that the horizontal lift $\Gamma^{\prime} \tau$ of $\tau$ by means of the connection $\Gamma^{\prime}$ coincides with the vector field $\tilde{\tau}_{A}$ (6.2.16) on the fibre bundle $C$.

Let us return to the canonical curvature $F_{\mathcal{A}}$ (6.2.7). It can be seen in a slightly different way. Namely, there is a horizontal $V_{G} P$-valued 2-form

$$
\begin{align*}
& \mathcal{F}=\frac{1}{2} \mathcal{F}_{\lambda \mu}^{\tau} d x^{\lambda} \wedge d x^{\mu} \otimes e_{r}, \\
& \mathcal{F}_{\lambda \mu}^{\tau}=a_{\lambda \mu}^{\tau}-a_{\mu \lambda}^{r}+c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}, \tag{6.2.19}
\end{align*}
$$

on $J^{1} C$ which satisfies the condition

$$
\mathcal{F} \circ J^{1} A=h_{0}\left(F_{\mathcal{A}}\right)
$$

for each principal connection $A: X \rightarrow C$. It is readily observed that

$$
\begin{equation*}
\mathcal{F} / 2 \rightarrow \stackrel{2}{\wedge} T^{*} X \otimes V_{G} P \tag{6.2.20}
\end{equation*}
$$

is an affine surjection over $C$ and, hence, its kernel $C_{+}=\operatorname{Ker} \mathcal{F}$ is an affine subbundle of $J^{1} C \rightarrow C$ (see Proposition 1.1.3). Thus, we have the canonical splitting over $C$ :

$$
\begin{align*}
& J^{1} C=C_{+}{ }_{C}^{\oplus} C_{-}=C_{+} \oplus\left(C \times \underset{X}{\times} \wedge T^{*} X \otimes V_{G} P\right),  \tag{6.2.21}\\
& a_{\lambda \mu}^{r}=\frac{1}{2}\left(a_{\lambda \mu}^{r}+a_{\mu \lambda}^{r}-c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}\right)+\frac{1}{2}\left(a_{\lambda \mu}^{r}-a_{\mu \lambda}^{r}+c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}\right) .
\end{align*}
$$

The corresponding canonical projections are $\mathrm{pr}_{2}=\mathcal{F} / 2$ (6.2.20) and

$$
\begin{align*}
& \operatorname{pr}_{1}=\mathcal{S}: J^{1} C \rightarrow C_{+}  \tag{6.2.22}\\
& \mathcal{S}_{\lambda \mu}^{r}=\frac{1}{2}\left(a_{\lambda \mu}^{r}+a_{\mu \lambda}^{r}-c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}\right) .
\end{align*}
$$

In particular, let $\Gamma: C \rightarrow J^{1} C$ be a connection on the bundle of principal connections $C \rightarrow X$. Then $\mathcal{S} \circ \Gamma$ is a $C_{+}$-valued connection on $C \rightarrow X$ which satisfies the condition

$$
(\mathcal{S} \circ \Gamma)_{\lambda \mu}^{\tau}-(\mathcal{S} \circ \Gamma)_{\mu \lambda}^{\tau}+c_{p q}^{\tau} a_{\lambda}^{p} a_{\mu}^{q}=0 .
$$

For instance, let us consider the affine connection $\Gamma$ (6.2.17). Then we obtain the connection

$$
\begin{align*}
& \Gamma_{A}=\mathcal{S} \circ \Gamma: C \rightarrow C_{+} \subset J^{1} C \\
& \Gamma_{A \lambda \mu}^{r}=\frac{1}{2}\left[\partial_{\lambda} A_{\mu}^{r}+\partial_{\mu} A_{\lambda}^{r}-c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}+\right.  \tag{6.2.23}\\
& \left.\quad c_{p q}^{r}\left(a_{\lambda}^{p} A_{\mu}^{q}+a_{\mu}^{p} A_{\lambda}^{q}\right)\right]-K_{\lambda}^{\nu}{ }_{\mu}\left(a_{\nu}^{r}-A_{\nu}^{r}\right)
\end{align*}
$$

which has the property

$$
\begin{equation*}
\Gamma_{A} \circ A=\mathcal{S} \circ J^{1} A \tag{6.2.24}
\end{equation*}
$$

As in the general case (3.3.14) of quadratic degenerate systems, one can write

$$
\begin{equation*}
\mathcal{F}_{\lambda \mu}^{\top}=\left(a_{\lambda \mu}^{r}-\Gamma_{A \lambda \mu}^{r}\right)+\left(a_{\mu \lambda}^{r}-\Gamma_{A \mu \lambda}^{r}\right) . \tag{6.2.25}
\end{equation*}
$$

### 6.3 Gauge conservation laws

The main peculiarities of conservation laws in gauge theory of principal connections consists in the following.

- Noether currents reduce to superpotentials (see Remark 3.4.2) because generators of gauge transformations depend on derivatives of gauge parameters.
- Noether conservation laws and Noether currents depend on gauge parameters, but this is not the case of an Abelian gauge model.
- An energy-momentum conservation law implies the gauge invariance of a Lagrangian.

Let $P \rightarrow X$ be a $G$-principal bundle. In a gauge model with a symmetry group $G$, gauge potentials are identified with principal connections on the principal bundle $P \rightarrow X$, i.e., with global sections of the bundle of principal connections $C \rightarrow X$ (6.1.8), while matter fields are represented by global sections of a $P$-associated vector bundle $Y$ (6.1.22), called a matter bundle. The total configuration space of a gauge model with unbroken symmetries is the product

$$
\begin{equation*}
J^{1} Y_{\text {tot }}=J^{1} Y \underset{X}{\times} J^{1} C \tag{6.3.1}
\end{equation*}
$$

In gauge theory, several particular classes of gauge transformations are considered [123, 214, 283]. By a gauge transformation of a principal bundle $P$ is meant its automorphism $\Phi_{P}$ which is equivariant under the canonical action (6.1.1), i.e.,

$$
R_{g} \circ \Phi_{P}=\Phi_{P} \circ R_{g}, \quad \forall g \in G .
$$

This is called a general principal automorphism of $P$ or simply an automorphism of $P$ if there is no danger of confusion.

Every general principal automorphism of $P$ yields the corresponding automorphisms

$$
\begin{equation*}
\Phi_{Y}:(p, v) \cdot G \mapsto\left(\Phi_{P}(p), v\right) \cdot G, \quad p \in P, \quad v \in V, \tag{6.3.2}
\end{equation*}
$$

of the $P$-associated bundle $Y$ (6.1.22). For the sake of brevity, we will write

$$
\Phi_{Y}:(P \times V) / G \rightarrow\left(\Phi_{P}(P) \times V\right) / G \text {. }
$$

General principal automorphisms $\Phi$ of the principal bundle $P$ also determine the corresponding automorphisms

$$
\begin{equation*}
\Phi_{C}: J^{1} P / G \rightarrow J^{1} \Phi_{P}\left(J^{1} P\right) / G \tag{6.3.3}
\end{equation*}
$$

of the bundle of principal connections $C$ [123, 172].
To obtain the Noether conservation laws, we will consider only vertical automorphisms of the principal bundle $P$, which are called principal automorphisms or simply gauge transformations if there is no danger of confusion.

Every principal automorphism of a principal bundle $P$ is represented as

$$
\begin{equation*}
\Phi_{P}(p)=p f(p), \quad p \in P \tag{6.3.4}
\end{equation*}
$$

where $f$ is a $G$-valued equivariant function on $P$, i.e.,

$$
\begin{equation*}
f(p g)=g^{-1} f(p) g, \quad \forall g \in G \tag{6.3.5}
\end{equation*}
$$

There is one-to-one correspondence between the functions $f$ (6.3.5) and the global sections $s$ of the group bundle

$$
\begin{equation*}
P^{G}=(P \times G) / G \tag{6.3.6}
\end{equation*}
$$

whose typical fibre is the group $G$ which acts on itself by the adjoint representation. There is the canonical fibre-to-fibre action of the group bundle $P^{G}$ on any $P$-associated bundle $Y$ :

$$
\begin{aligned}
& P_{\underset{X}{G}}^{\times} Y \rightarrow Y, \\
& ((p, g) \cdot G,(p, v) \cdot G) \rightarrow(p, g v) \cdot G, \quad \forall g \in G, \quad \forall v \in V .
\end{aligned}
$$

Then the above-mentioned correspondence is defined by the relation

$$
\left(s\left(\pi_{P X}(p)\right), p\right) \mapsto p f(p)
$$

It follows that principal automorphisms of a $G$-principal bundle $P \rightarrow X$ form the group $\operatorname{Gau}(P)$, called the gauge group, which is isomorphic to the group of global sections of the group bundle (6.3.6).

Here we restrict our consideration to (local) 1-parameter subgroups $\left[\Phi_{P}\right]$ of the gauge group. Their generators are $G$-invariant vertical vector fields $\xi$ on a principal bundle $P$. We will call $\xi$ a principal vector field. Recall one-to-one correspondence between the principal vector fields on $P$ and the sections

$$
\begin{equation*}
\xi=\xi^{p} e_{p} \tag{6.3.7}
\end{equation*}
$$

of the gauge algebra bundle $V_{G} P \rightarrow X$ (6.1.6). Therefore, one can think of the components $\xi^{p}(x)$ of a principal vector field (6.3.7) as being gauge parameters. The principal vector fields (6.3.7) are transformed under the generators of gauge transformations by the adjoint representation given by the Lie bracket

$$
\xi^{\prime}: \xi \rightarrow\left[\xi^{\prime}, \xi\right]=c_{r q}^{p} \xi^{\prime \tau} \xi^{q} e_{p}, \quad \xi, \xi^{\prime} \in V_{G} P(X)
$$

Accordingly, gauge parameters are changed by the coadjoint representation

$$
\begin{equation*}
\xi^{\prime}: \xi^{p} \mapsto-c_{r q}^{p} \xi^{\prime} \xi^{q} \tag{6.3.8}
\end{equation*}
$$

Given a principal vector field $\xi(6.3 .7)$ on $P$, the corresponding principal vector field on the $P$-associated vector bundle $Y \rightarrow X$, which corresponds to the (local) 1-parameter group $\left[\Phi_{Y}\right]$ of principal automorphisms (6.3.2) of $Y$, reads

$$
\xi_{Y}=\xi^{p} I_{p}^{i} \partial_{i}
$$

where $I_{p}$ are generators of the group $G$ acting on the typical fibre $V$ of $Y$. Accordingly, the principal vector field on the bundle of principal connections $C$, which
corresponds to the local 1-parameter group [ $\Phi_{C}$ ] of principal automorphisms (6.3.3) of $C$, takes the form

$$
\begin{equation*}
\xi_{C}=\left(\partial_{\mu} \xi^{r}+c_{q p}^{r} a_{\mu}^{q} \xi^{p}\right) \partial_{r}^{\mu} \tag{6.3.9}
\end{equation*}
$$

(see (6.2.13)). Then a principal vector field on the product $C \underset{X}{\times} Y$ reads

$$
\begin{equation*}
\xi_{Y C}=\left(\partial_{\mu} \xi^{r}+c_{q p}^{r} a_{\mu}^{q} \xi^{p}\right) \partial_{r}^{\mu}+\xi^{p} I_{p}^{i} \partial_{i}=\left(u_{p}^{A \mu} \partial_{\mu} \xi^{p}+u_{p}^{A} \xi^{p}\right) \partial_{A}, \tag{6.3.10}
\end{equation*}
$$

where the collective index $A$ is used:

$$
u_{p}^{A \mu} \partial_{A}=\delta_{p}^{r} \partial_{r}^{\mu}, \quad u_{p}^{A} \partial_{A}=c_{q p}^{r} a_{\mu}^{q} \partial_{r}^{\mu}+I_{p}^{i} \partial_{i} .
$$

Remark 6.3.1. Let us consider a local 1-parameter group of general principal automorphisms $\left[\Phi_{P}\right]$ of the principal bundle $P \rightarrow X$ whose generator is a projectable $G$-invariant vector field on $P$, given by a section

$$
\xi=\tau^{\lambda} \partial_{\lambda}+\xi^{p} e_{p}
$$

of the fibre bundle $T_{G} P \rightarrow X$. Let $\left[\Phi_{C}\right]$ be the corresponding 1-parameter group of automorphisms (6.3.3) of the fibre bundle $C \rightarrow X$. The generator of $\left[\Phi_{C}\right]$ is the vector field $\xi_{C}(6.2 .12)$ on $C$ which takes the coordinate form

$$
\begin{equation*}
\xi_{C}=\tau^{\lambda} \partial_{\lambda}+\left(\partial_{\mu} \xi^{r}+c_{q p}^{r} a_{\mu}^{q} \xi^{p}-a_{\lambda}^{r} \partial_{\mu} \tau^{\lambda}\right) \partial_{r}^{\mu}, \tag{6.3.11}
\end{equation*}
$$

where $\xi^{p}$ are gauge parameters.
A Lagrangian $L$ on the configuration space (6.3.1) is said to be gauge-invariant if the strong equality

$$
\mathbf{L}_{J^{1} \xi_{Y C}} L=0
$$

holds for every principal vector field $\xi$ (6.3.7).
In this case, the first variational formula (3.2.2) leads to the strong equality

$$
\begin{equation*}
0=\left(u_{p}^{A} \xi^{p}+u_{p}^{A \mu} \partial_{\mu} \xi^{p}\right) \delta_{A} \mathcal{L}+d_{\lambda}\left[\left(u_{p}^{A} \xi^{p}+u_{p}^{A \mu} \partial_{\mu} \xi^{p}\right) \pi_{A}^{\lambda}\right], \tag{6.3.12}
\end{equation*}
$$

where $\delta_{A} \mathcal{L}$ are the variational derivatives of $L$ and

$$
d_{\lambda}=\partial_{\lambda}+a_{\lambda \mu}^{p} \partial_{p}^{\mu}+y_{\lambda}^{i} \partial_{i} .
$$

Due to the arbitrariness of gauge parameters $\xi^{p}(x)$, this equality is equivalent to the following system of strong equalities:

$$
\begin{align*}
& u_{p}^{A} \delta_{A} \mathcal{L}+d_{\mu}\left(u_{p}^{A} \pi_{A}^{\mu}\right)=0  \tag{6.3.13a}\\
& u_{p}^{A \mu} \delta_{A} \mathcal{L}+d_{\lambda}\left(u_{p}^{A \mu} \pi_{A}^{\lambda}\right)+u_{p}^{A} \pi_{A}^{\mu}=0  \tag{6.3.13b}\\
& u_{p}^{A \lambda} \pi_{A}^{\mu}+u_{p}^{A \mu} \pi_{A}^{\lambda}=0 \tag{6.3.13c}
\end{align*}
$$

One can regard these strong equalities as the conditions of a Lagrangian $L$ to be gauge-invariant. Let us study these equations in the case of a Lagrangian

$$
\begin{equation*}
L: J^{1} C \rightarrow \wedge^{n} T^{*} X \tag{6.3.14}
\end{equation*}
$$

for free gauge fields. Then the equations (6.3.13a) - (6.3.13c) read

$$
\begin{align*}
& c_{p q}^{r}\left(a_{\mu}^{p} \partial_{r}^{\mu} \mathcal{L}+a_{\lambda \mu}^{p} \partial_{r}^{\lambda \mu} \mathcal{L}\right)=0  \tag{6.3.15a}\\
& \partial_{q}^{\mu} \mathcal{L}+c_{p q}^{\tau} a_{\lambda}^{p} \partial_{r}^{\mu \lambda} \mathcal{L}=0  \tag{6.3.15b}\\
& \partial_{p}^{\mu \lambda} \mathcal{L}+\partial_{p}^{\lambda \mu} \mathcal{L}=0 \tag{6.3.15c}
\end{align*}
$$

Let us utilize the coordinates $\left(a_{\mu}^{q}, \mathcal{S}_{\mu \lambda}^{\tau}, \mathcal{F}_{\mu \lambda}^{r}\right)(6.2 .19),(6.2 .22)$, which correspond to the canonical splitting (6.2.21) of the jet manifold $J^{1} C$.

With respect to these coordinates, the equation ( 6.3 .15 c ) reads

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial S_{\mu \lambda}^{\tau}}=0 \tag{6.3.16}
\end{equation*}
$$

Then the equation (6.3.15b) takes the form

$$
\begin{equation*}
\partial_{q}^{\mu} a_{\mu}^{q}=0 \tag{6.3.17}
\end{equation*}
$$

A glance at the equations (6.3.16) and (6.3.17) shows that the gauge-invariant Lagrangian (6.3.14) factorizes through the strength $\mathcal{F}$ of gauge potentials, i.e.,

$[43,116]$. Then the equation $(6.3 .15 a)$ is written as

$$
c_{p q}^{r} \mathcal{F}_{\lambda \mu}^{p} \frac{\partial \mathcal{L}}{\partial \mathcal{F}_{\lambda \mu}^{\top}}=0
$$

which is an equivalent of the gauge invariance of the Lagrangian $L$ (6.3.14). As a result, we obtain the conventional Yang-Mills Lagrangian $L_{Y M}$ of gauge potentials on the configuration space $J^{1} C$ in the presence of a background world metric $g$ on the base $X$. It reads

$$
\begin{equation*}
L_{\mathrm{YM}}=\frac{1}{4 \varepsilon^{2}} a_{p q}^{G} g^{\lambda \mu} g^{\beta \nu} \mathcal{F}_{\lambda \beta}^{p} \mathcal{F}_{\mu \nu}^{q} \sqrt{|g|} \omega, \quad g=\operatorname{det}\left(g_{\mu \nu}\right) \tag{6.3.18}
\end{equation*}
$$

where $a^{G}$ is a non-degenerate $G$-invariant metric in the Lie algebra of $\mathfrak{g}_{r}$ and $\varepsilon$ is a coupling constant. The expression (6.2.25) shows that, as in the general case (3.3.13) of quadratic Lagrangians, the Yang-Mills Lagrangian (6.3.18) factorizes through the covariant differential relative to the connection (6.2.23) on the bundle of principal connections $C \rightarrow X$.

Remark 6.3.2. Substituting (6.3.13b) and (6.3.13c) in (6.3.13a), we obtain the well-known constraint conditions of the variational derivatives of a gauge-invariant Lagrangian:

$$
\begin{equation*}
u_{p}^{A} \delta_{A} \mathcal{L}-d_{\mu}\left(u_{p}^{A \mu} \delta_{A} \mathcal{L}\right)=0 \tag{6.3.19}
\end{equation*}
$$

On-shell, the strong equality (6.3.12) becomes the weak conservation law

$$
\begin{equation*}
0 \approx d_{\lambda}\left[\left(u_{p}^{A} \xi^{p}+u_{p}^{A \mu} \partial_{\mu} \xi^{p}\right) \pi_{A}^{\lambda}\right] \tag{6.3.20}
\end{equation*}
$$

of the Noether current

$$
\begin{equation*}
\mathfrak{T}^{\lambda}=-\left(u_{p}^{A} \xi^{p}+u_{p}^{A \mu} \partial_{\mu} \xi^{p}\right) \pi_{A}^{\lambda} \tag{6.3.21}
\end{equation*}
$$

Accordingly, the equalities (6.3.13a) - (6.3.13c) on-shell lead to the familiar Noether identities for a gauge-invariant Lagrangian $L$ :

$$
\begin{align*}
& d_{\mu}\left(u_{p}^{A} \pi_{A}^{\mu}\right) \approx 0  \tag{6.3.22a}\\
& d_{\lambda}\left(u_{p}^{A \mu} \pi_{A}^{\lambda}\right)+u_{p}^{A} \pi_{A}^{\mu} \approx 0  \tag{6.3.22b}\\
& u_{p}^{A \lambda} \pi_{A}^{\mu}+u_{p}^{A \mu} \pi_{A}^{\lambda}=0 \tag{6.3.22c}
\end{align*}
$$

They are equivalent to the weak equality (6.3.20) due to the arbitrariness of the gauge parameters $\xi^{p}(x)$.

A glance at the expressions (6.3.20) and (6.3.21) shows that the Noether conservation law and the Noether current depend on gauge parameters. The weak identities (6.3.22a) - (6.3.22c) play the role of the necessary and sufficient conditions in order that the weak conservation law (6.3.20) be gauge-covariant, i.e., form-invariant under changing gauge parameters. This means that, if the equality (6.3.20) takes place for gauge parameters $\xi$, it does so for arbitrary deviations $\xi+\delta \xi$ of $\xi$. Then the conservation law (6.3.20) is also covariant under gauge transformations, when gauge parameters are transformed by the coadjoint representation (6.3.8).

Thus, dependence of the Noether current on gauge parameters guarantees that the Noether conservation law is maintained under gauge transformations.

It is easily seen that the equalities $(6.3 .22 \mathrm{a})-(6.3 .22 \mathrm{c})$ are not mutually independent, but ( 6.3 .22 a ) is a corollary of $(6.3 .22 \mathrm{~b})$ and ( 6.3 .22 c$)$. This property reflects the fact that, in accordance with the strong equalities (6.3.13b) and (6.3.13c), the Noether current (6.3.21) is brought into the superpotential form (3.4.6):

$$
\mathfrak{T}^{\lambda}=\xi^{p} u_{p}^{A \lambda} \delta_{A} \mathcal{L}-d_{\mu}\left(\xi^{p} u_{p}^{A \mu} \pi_{A}^{\lambda}\right)
$$

where the superpotential is $U^{\mu \lambda}=-\xi^{p} u_{p}^{A \mu} \pi_{A}^{\lambda}$. Since a matter field Lagrangian does not depend on the derivative coordinates $a_{\lambda \mu}^{p}$, the Noether superpotential

$$
\begin{equation*}
U^{\mu \lambda}=\xi^{p} \pi_{p}^{\mu \lambda} \tag{6.3.23}
\end{equation*}
$$

depends on the gauge potentials only.
We have the corresponding integral relation (3.4.8), which reads

$$
\begin{equation*}
\int_{N^{n-1}} s^{*} \mathfrak{T}^{\lambda} \omega_{\lambda}=\int_{\partial N^{n-1}} s^{*}\left(\xi^{p} \pi_{p}^{\mu \lambda}\right) \omega_{\mu \lambda} \tag{6.3.24}
\end{equation*}
$$

where $N^{n-1}$ is a compact oriented $(n-1)$-dimensional submanifold of $X$ with the boundary $\partial N^{n-1}$. One can think of (6.3.24) as being the integral relation between the symmetry current (6.3.21) and the gauge field generated by this current. In the electromagnetic theory, the similar relation between an electric current and the electromagnetic field generated by this current is well known. In comparison with (6.3.24), this relation is free from gauge parameters due to the peculiarity of Abelian gauge models.
Remark 6.3.3. It should be emphasized that the superpotential form of the Noether current (6.3.21) is caused by the fact that principal vector fields (6.3.10) depend on derivatives of gauge parameters.

Example 6.3.4. The Abelian gauge model. In gauge theory with an Abelian symmetry group $G$, one can take the Noether current and the Noether conservation law independent of gauge parameters.

Let us consider the electromagnetic theory, where

$$
G=U(1), \quad I^{j}(y)=i y^{j} .
$$

In this case, a gauge parameter $\xi$ is not changed under gauge transformations as follows from the coadjoint representation law (6.3.8). Therefore, one can put, e.g., $\xi=1$. Then the Noether current (6.3.21) takes the form

$$
\mathfrak{T}^{\lambda}=-u^{A} \pi_{A}^{\lambda}
$$

Since the group $G$ is Abelian, this current (6.3.25) does not depend on gauge potentials and it is invariant under gauge transformations. We have

$$
\begin{equation*}
\mathfrak{T}^{\lambda}=-i y^{j} \pi_{j}^{\lambda} \tag{6.3.25}
\end{equation*}
$$

It is easy to see that $\mathfrak{T}$, under the sign change, is the familiar electric current of matter fields, while the Noether conservation law (6.3.20) is precisely the equation of continuity. The corresponding integral equation of continuity (3.4.5) reads

$$
\int_{\partial N} s^{*}\left(y^{j} \pi_{j}^{\lambda}\right) \omega_{\lambda}=0
$$

where $N$ is a compact $n$-dimensional submanifold of $X$ with the boundary $\partial N$.
Though the Noether current $\mathfrak{T}$ (6.3.25) is expressed in the superpotential form

$$
\mathfrak{T}^{\lambda}=-\delta^{\lambda} \mathcal{L}+d_{\mu} U^{\mu \lambda},
$$

the equation of continuity is not tautological. This equation is independent of an electromagnetic field generated by the electric current (6.3.25) and it is therefore treated as the strong conservation law.

When $\xi=1$, the electromagnetic superpotential (6.3.23) takes the form

$$
U^{\mu \lambda}=\pi^{\mu \lambda}=-\frac{1}{4 \pi} \mathcal{F}^{\mu \lambda}
$$

where $\mathcal{F}$ is the electromagnetic strength. The corresponding equality (3.4.7) is precisely the system of Maxwell equations

$$
\frac{1}{4 \pi} d_{\mu} \mathcal{F}^{\mu \lambda}=i y^{j} \pi_{j}^{\lambda}
$$

Accordingly, the integral relation (6.3.24) is the integral form of the Maxwell equations. In particular, the well-known relation between the flux of an electric field through a closed surface and the total electric charge inside this surface is recovered.

Let us turn now to energy-momentum conservation laws in gauge theory. For the sake of simplicity, we will consider only gauge theory without matter fields. The corresponding Lagrangian is the Yang-Mills Lagrangian (6.3.18) on the jet manifold $J^{1} C$.

Given a vector field $\tau$ on $X$, let $B$ be a principal connection on the principal bundle $P \rightarrow X$ and

$$
\tau_{B}=\tau^{\lambda}\left(\partial_{\lambda}+B_{\lambda}^{p} \varepsilon_{p}\right)
$$

the horizontal lift of $\tau$ onto $P$ by means of the connection $B$. This vector field, in turn, gives rise to the vector field $\widetilde{\tau}_{B}(6.2 .16)$ on the bundle of principal connections $C$, which reads

$$
\begin{equation*}
\tilde{\tau}_{B}=\tau^{\lambda} \partial_{\lambda}+\left[\tau^{\lambda}\left(\partial_{\mu} B_{\lambda}^{r}+c_{p q}^{r} a_{\mu}^{p} B_{\lambda}^{q}\right)-\partial_{\mu} \tau^{\beta}\left(a_{\beta}^{r}-B_{\beta}^{r}\right)\right] \partial_{r}^{\mu} \tag{6.3.26}
\end{equation*}
$$

Let us discover the energy-momentum current along the vector field $\widetilde{\tau}_{B}$ (6.3.26) [120, 123, 269].

Since the Yang-Mills Lagrangian (6.3.18) depends also on a background world metric $g$, we will consider the total Lagrangian

$$
\begin{equation*}
L=\frac{1}{4 \varepsilon^{2}} a_{p q}^{G} \sigma^{\lambda \mu} \sigma^{\beta \nu} \mathcal{F}_{\lambda \beta}^{p} \mathcal{F}_{\mu \nu}^{q} \sqrt{|\sigma| \omega}, \quad \sigma=\operatorname{det}\left(\sigma_{\mu \nu}\right) \tag{6.3.27}
\end{equation*}
$$

on the total configuration space

$$
J^{1}\left(C \underset{X}{\times} \vee^{2} T X\right)
$$

(see Remark 2.4.3), where the tensor bundle $\stackrel{2}{\vee} T X$ is provided with the holonomic coordinates ( $x^{\lambda}, \sigma^{\mu \nu}$ ).

Given a vector field $\tau$ on $X$, there exists its canonical lift (1.2.2)

$$
\tilde{\tau}=\tau^{\lambda} \partial_{\lambda}+\left(\partial_{\nu} \tau^{\alpha} \sigma^{\nu \beta}+\partial_{\nu} \tau^{\beta} \sigma^{\nu \alpha}\right) \partial_{\alpha \beta}
$$

onto the tensor bundle $\stackrel{2}{V}^{\vee} T^{*} X$, which is the generator of a local l-parameter group of general covariant transformations of $\vee^{2} T^{*} X$ (see Section 7.1). Thus, we have the lift

$$
\begin{align*}
\tilde{\tau}_{B}= & \tau^{\lambda} \partial_{\lambda}+\left[\tau^{\lambda}\left(\partial_{\mu} B_{\lambda}^{r}+c_{p q}^{r} a_{\mu}^{p} B_{\lambda}^{q}\right)-\partial_{\mu} \tau^{\beta}\left(a_{\beta}^{r}-B_{\beta}^{r}\right)\right] \partial_{\tau}^{\mu}+  \tag{6.3.28}\\
& \left(\partial_{\nu} \tau^{\alpha} \sigma^{\nu \beta}+\partial_{\nu} \tau^{\beta} \sigma^{\nu \alpha}\right) \partial_{\alpha \beta}
\end{align*}
$$

of a vector field $\tau$ on $X$ onto the product $C \underset{X}{\times} \vee^{2} T^{*} X$. For the sake of simplicity, we denote it by the same symbol $\widetilde{\tau}_{B}$.

The total Lagrangian (6.3.27), by construction, is invariant under gauge transformations and general covariant transformations. Hence, its Lie derivative along the vector field $\tilde{\tau}_{B}$ (6.3.28) equals zero. Then one can use the formula (3.4.21). On the Yang-Mills shell and on the background field $\sigma^{\mu \nu}=g^{\mu \nu}(x)$, this reads

$$
\begin{equation*}
0 \approx\left(\partial_{\nu} \tau^{\alpha} g^{\nu \beta}+\partial_{\nu} \tau^{\beta} g^{\nu \alpha}-\partial_{\lambda} g^{\alpha \beta} \tau^{\lambda}\right) \partial_{\alpha \beta} \mathcal{L}-d_{\lambda} T_{B}^{\lambda} \tag{6.3.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{T}_{B}^{\lambda}=\pi_{r}^{\lambda \nu}\left[-\tau^{\mu}\left(\partial_{\nu} B_{\mu}^{r}+c_{p q}^{r} a_{\nu}^{p} B_{\mu}^{q}-a_{\mu \nu}^{r}\right)+\partial_{\nu} \tau^{\mu}\left(a_{\mu}^{r}-B_{\mu}^{r}\right)\right]-\delta_{\mu}^{\lambda} \tau^{\mu} \mathcal{L}_{\mathrm{YM}} \tag{6.3.30}
\end{equation*}
$$

is the energy-momentum current along the vector field (6.3.26). The weak identity (6.3.29) can be written in the form

$$
\begin{equation*}
0 \approx \partial_{\lambda} \tau^{\mu} t_{\mu}^{\lambda} \sqrt{|g|}-\tau^{\mu}\left\{_{\mu_{\lambda}}{ }_{\lambda}\right\} t_{\beta}^{\lambda} \sqrt{|g|}-d_{\lambda} \mathfrak{T}_{B}^{\lambda} \tag{6.3.31}
\end{equation*}
$$

where $\left\{{ }_{\mu}{ }^{\beta}{ }_{\lambda}\right\}$ are the Christoffel symbols (2.4.13) of $g$ and

$$
t_{\beta}^{\mu} \sqrt{|g|}=2 g^{\mu \alpha} \partial_{\alpha \beta} \mathcal{L}_{\mathrm{YM}}
$$

is the metric energy-momentum tensor of gauge potentials. We have the relation

$$
t_{\mu}^{\lambda} \sqrt{|g|}=\pi_{q}^{\lambda \nu} \mathcal{F}_{\mu \nu}^{q}-\delta_{\mu}^{\lambda} \mathcal{L}_{\mathrm{YM}}
$$

In particular, let $A$ be a solution of the Yang-Mills equations. Let us consider the lift (6.3.26) of the vector field $\tau$ on $X$ onto $C$ by means of the principal connection $B=A$. In this case, the energy-momentum current (6.3.30) reads

$$
\mathfrak{T}_{A}^{\lambda} \circ A=\tau^{\mu}\left(t_{\mu}^{\lambda} \circ A\right) \sqrt{|g|}
$$

Then the weak identity (6.3.31) on the solution $A$ takes the form

$$
0 \approx-\left\{\mu_{\mu}{ }^{\beta} \lambda\right\}\left(t_{\beta}^{\lambda} \circ A\right) \sqrt{|g|}-d_{\lambda}\left[\left(t_{\mu}^{\lambda} \circ A\right) \sqrt{|g| \mid} .\right.
$$

Thus, it leads to the familiar covariant conservation law

$$
\begin{equation*}
\nabla_{\lambda}\left(\left(t_{\mu}^{\lambda} \circ A\right) \sqrt{|g|}\right)=0 \tag{6.3.32}
\end{equation*}
$$

where $\nabla_{\lambda}$ are the covariant derivatives with respect to the Levi-Civita connection $\left\{\mu^{\beta}{ }_{\lambda}\right\}$ of the background metric $g$.

Note that, in the case of an arbitrary principal connection $B$, the corresponding weak identity (6.3.31) differs from (6.3.32) in the Noether conservation law

$$
\begin{equation*}
0 \approx d_{\lambda}\left(\xi_{\nu}^{r} \pi_{r}^{\lambda \nu}\right) \tag{6.3.33}
\end{equation*}
$$

where

$$
\xi_{C}=\xi_{\nu}^{r} \partial_{r}^{\nu}=\left(\partial_{\nu} \xi^{r}+c_{q p}^{r} a_{\nu}^{q} \xi^{p}\right) \partial_{r}^{\nu}, \quad \xi^{r}=\tau^{\mu}\left(B_{\mu}^{r}-A_{\mu}^{r}\right),
$$

is the principal vector field (6.3.9) on $C$. Since Noether currents in gauge theory reduce to a superpotential and, consequently, the conservation law (6.3.33) is tautological, one can always bring the weak identity (6.3.31) into the covariant conservation law (6.3.32) by cutting down Noether currents (see [135]). Though the physical motivation of this operation is under a question. It follows that differential conservation laws in gauge invariant models are not sufficient.

### 6.4 Hamiltonian gauge theory

This Section is devoted to Hamiltonian formulation of gauge theory in the framework of the covariant Hamiltonian formalism in Chapter 4. As was mentioned above, the main ingredients in gauge theory are not connected directly with the gauge invariance property, but are common for field models with degenerate quadratic Lagrangians. In order to illustrate this fact clearly, we will compare the gaugeinvariant model of electromagnetic fields with that of Proca fields. We will follow the general scheme for models with degenerate quadratic Lagrangians in Section 4.3. The peculiarity of gauge theory consists in the fact that the splittings (3.3.12a) and (4.3.1a) of configuration and phase spaces are canonical.

Given a bundle $C \rightarrow X$ of principal connections, the corresponding Legendre bundle $\Pi$ (3.2.8) is

$$
\begin{align*}
& \pi_{\Pi C}: \Pi \rightarrow C \\
& \Pi=\wedge_{\wedge}^{n} T^{*} X \underset{C}{\otimes} T X \underset{C}{\otimes}[C \times \bar{C}]^{*} . \tag{6.4.1}
\end{align*}
$$

It is coordinated by $\left(x^{\lambda}, a_{\lambda}^{p}, p_{m}^{\mu \lambda}\right)$, and admits the canonical splitting

$$
\begin{align*}
& \Pi=\Pi_{+} \oplus{ }_{C} \Pi_{-},  \tag{6.4.2}\\
& p_{m}^{\mu \lambda}=p_{m}^{(\mu \lambda)}+p_{m}^{[\mu \lambda]}=\frac{1}{2}\left(p_{m}^{\mu \lambda}+p_{m}^{\lambda \mu}\right)+\frac{1}{2}\left(p_{m}^{\mu \lambda}-p_{m}^{\lambda \mu}\right) .
\end{align*}
$$

The Legendre map defined by the Yang-Mills Lagrangian $L_{Y M}(6.3 .18)$ takes the form

$$
\begin{align*}
& p_{m}^{(\mu \lambda)} \circ \hat{L}_{Y M}=0,  \tag{6.4.3a}\\
& p_{m}^{|\mu \lambda|} \circ \hat{L}_{Y M}=\varepsilon^{-2} a_{m n}^{G} g^{\mu \alpha} g^{\lambda \beta} \mathcal{F}_{\alpha \beta}^{n} \sqrt{|g|} . \tag{6.4.3b}
\end{align*}
$$

A glance at these expressions shows that $\operatorname{Ker} \widehat{L}_{Y M}=C_{+}$, and the Lagrangian constraint space is

$$
N_{L}=\hat{L}_{Y M}\left(J^{1} C\right)=\Pi_{-}
$$

Obviously, $N_{L}$ is an imbedded submanifold of $\Pi$, and the Lagrangian $L_{\mathrm{YM}}$ is almost regular. Accordingly, the canonical splittings (6.2.21) and (6.4.2) are similar to the splittings (3.3.12a) and (4.3.1a), respectively.

Therefore, we can follow the general procedure in Section 4.3 in order to construct a complete set of Hamiltonian forms associated with the Yang-Mills Lagrangian (6.3.18).

Let us consider connections $\Gamma$ on the fibre bundle $C \rightarrow X$ which take their values into $\operatorname{Ker} \widehat{L}$, i.e.,

$$
\begin{align*}
& \Gamma: C \rightarrow C_{+},  \tag{6.4.4}\\
& \Gamma_{\lambda \mu}^{r}-\Gamma_{\mu \lambda}^{r}+c_{p q}^{r} a_{\lambda}^{p} a_{\mu}^{q}=0 .
\end{align*}
$$

Given a symmetric world connection $K$ on $X$, every principal connection $B$ on the principal bundle $P \rightarrow X$ gives rise to the connection $\Gamma_{B}: C \rightarrow C_{+}(6.2 .23)$ which has
the property (6.2.24). With this connection, the Hamiltonian form (4.3.4) (where $\sigma_{1}=0$ ) is

$$
\begin{align*}
& H_{B}=p_{r}^{\lambda \mu} d a_{\mu}^{r} \wedge \omega_{\lambda}-p_{r}^{\lambda \mu} \Gamma_{B \lambda \mu}^{r} \omega-\widetilde{\mathcal{H}}_{Y M} \omega,  \tag{6.4.5}\\
& \widetilde{\mathcal{H}}_{Y M}=\frac{\varepsilon^{2}}{4} a_{G}^{m n} g_{\mu \nu} g_{\lambda \beta} p_{m}^{[\mu \lambda]} p_{n}^{[\nu \beta]} \sqrt{|g|} .
\end{align*}
$$

It is associated with the Lagrangian $L_{\mathrm{YM}}$. The corresponding covariant Hamilton equations for sections $r$ of the Legendre bundle $\Pi \rightarrow X$ consist of the equations (6.4.3b) and the equations

$$
\begin{align*}
& \partial_{\lambda} r_{\mu}^{m}+\partial_{\mu} r_{\lambda}^{m}=2 \Gamma_{B(\lambda \mu)}^{m}  \tag{6.4.6}\\
& \partial_{\lambda} r_{r}^{\lambda \mu}=c_{p r}^{q} r_{\lambda}^{p} r_{q}^{[\lambda \mu]}-c_{r p}^{q} B_{\lambda}^{p} r_{q}^{(\lambda \mu)}+{K_{\lambda}}^{\mu}{ }_{\nu} r_{r}^{(\lambda \nu)} \tag{6.4.7}
\end{align*}
$$

The Hamilton equations (6.4.6) and (6.4.3b) are similar to the equations (4.3.6) and (4.3.7), respectively. The Hamilton equations (6.4.3b) and (6.4.7) restricted to the constraint space (6.4.3a) are equivalent to the Yang-Mills equations for a gauge potential $A=\pi_{\Pi C} \circ r$.

Different Hamiltonian forms $H_{B}$ lead to different equations (6.4.6). The equations (6.4.6) are independent of canonical momenta, and take the form of a gaugetype condition (4.3.6):

$$
\Gamma_{B} \circ A=\mathcal{S} \circ J^{1} A
$$

A glance at this condition shows that, given a solution $A$ of the Yang-Mills equations, there always exists a Hamiltonian form $H_{B}$ (e.g., $H_{B=A}$ ) which obeys the condition (4.2.9), i.e.,

$$
\widehat{H}_{B} \circ \widehat{L}_{Y M} \circ J^{1} A=J^{1} A .
$$

It follows that the Hamiltonian forms $H_{B}$ (6.4.5) parameterized by principal connections $B$ constitute a complete family.

Remark 6.4.1. It should be emphasized that the gauge-type condition (6.4.6) differs from the familiar gauge conditions in gauge theory which single out a representative of each gauge coset (with the accuracy to Gribov's ambiguity). Namely, if a gauge potential $A$ is a solution of the Yang-Mills equations, there exists a gauge conjugate potential $A^{\prime}$ which is also a solution of the same Yang-Mills equations and satisfies a given gauge condition. At the same time, not every solution of the

Yang-Mills equations is a solution of the system of the Yang-Mills equations and a certain gauge condition. In other words, there are solutions of Yang-Mills equations which are not singled out by the gauge conditions known in gauge theory. In this sense, this set of gauge conditions is not complete. In gauge theory, this lack is not essential since one can think of all gauge conjugate potentials as being physically equivalent, but not in the case of other constraint field theories, e.g., that of Proca fields. Within the framework of the covariant Hamiltonian description of quadratic Lagrangian systems, there is a complete set of gauge-type conditions in the sense that, for any solution of the Euler-Lagrange equations, there exists a system of Hamilton equations equivalent to these Euler-Lagrange equations and a supplementary gauge-type condition which this solution satisfies.

Example 6.4.2. Electromagnetic fields. Let us consider the particular Abelian case of an electromagnetic theory. In gauge theory, electromagnetic potentials are identified with principal connections on a principal bundle $P \rightarrow X$ with the structure group $U(1)$. In this case, the gauge algebra bundle (6.1.6) is equivalent to the trivial line bundle

$$
V_{G} P \cong X \times \mathbb{R}
$$

The corresponding bundle of principal connections $C$ (6.1.8) coordinated by ( $x^{\lambda}, a_{\mu}$ ) is the cotangent bundle $T^{*} X$ provided with the natural affine structure. The configuration space $J^{1} C$ of electromagnetic theory admits the canonical splitting (6.2.21) which takes the form

$$
\begin{equation*}
J^{1} C=C+\underset{C}{\oplus}\left(\stackrel{2}{\wedge} T^{*} \underset{X}{\times} \underset{X}{\times}\right) \tag{6.4.8}
\end{equation*}
$$

where $C_{+} \rightarrow C$ is an affine bundle modelled over the pull-back symmetric tensor bundle

$$
\bar{C}_{+}=\stackrel{2}{V}^{2} T_{X}^{*} \underset{X}{\times} C .
$$

Relative to the adapted coordinates ( $x^{\lambda}, a_{\mu}, a_{\lambda \mu}$ ) on $J^{1} C$, the splitting (6.4.8) reads

$$
a_{\lambda \mu}=\frac{1}{2}\left(\mathcal{S}_{\lambda \mu}+\mathcal{F}_{\lambda \mu}\right)=a_{(\lambda \mu)}+a_{[\lambda \mu]} .
$$

For any section $A$ of $C \rightarrow X$, we find that

$$
F_{\mu \lambda}=\mathcal{F}_{\mu \lambda} \circ J^{1} A=\partial_{\mu} A_{\lambda}-\partial_{\lambda} A_{\mu}
$$

is the familiar strength of an electromagnetic field.
For the sake of simplicity, let $X=\mathbb{R}^{4}$ be the Minkowski space with the Minkowski metric $\eta=\operatorname{diag}(1,-1,-1,-1)$. Then the conventional Lagrangian of electromagnetic fields on the configuration space (6.4.8) is written as

$$
\begin{equation*}
L_{E}=-\frac{1}{16 \pi} \eta^{\lambda \mu} \eta^{\beta \nu} \mathcal{F}_{\lambda \beta} \mathcal{F}_{\mu \nu} \omega . \tag{6.4.9}
\end{equation*}
$$

The momentum phase space of electromagnetic theory is the Legendre bundle

$$
\begin{equation*}
\Pi=\left(\wedge_{\wedge}^{4} T^{*} X \otimes T X \otimes T X\right) \underset{X}{\times} C \tag{6.4.10}
\end{equation*}
$$

coordinated by $\left(x^{\lambda}, a_{\mu}, p^{\lambda \mu}\right)$. With respect to these coordinates, the Legendre map defined by the Lagrangian (6.4.9) reads

$$
\begin{align*}
& p^{(\lambda \mu)} \circ \widehat{L}_{E}=0  \tag{6.4.11a}\\
& p^{[\lambda \mu]} \circ \widehat{L}_{E}=-\frac{1}{4 \pi} \eta^{\lambda \alpha} \eta^{\mu \beta} \mathcal{F}_{\alpha \beta} \tag{6.4.11b}
\end{align*}
$$

On the Legendre bundle $\Pi$ (6.4.10, we have a complete set of Hamiltonian forms

$$
\begin{align*}
& H_{B}=p^{\lambda \mu} d a_{\mu} \wedge \omega_{\lambda}-p^{\lambda \mu} \Gamma_{B \lambda \mu} \omega-\widetilde{\mathcal{H}}_{E} \omega  \tag{6.4.12}\\
& \Gamma_{B \lambda \mu}=\frac{1}{2}\left(\partial_{\mu} B_{\lambda}+\partial_{\lambda} B_{\mu}\right) \\
& \widetilde{\mathcal{H}}_{E}=-\pi \eta_{\mu \nu} \eta_{\lambda \beta} p^{[\mu \lambda]} p^{[\nu \beta]}
\end{align*}
$$

which are parametrised by electromagnetic potentials $B$, and are associated with the Lagrangian (6.4.9). Given such a Hamiltonian form $H_{B}$ (6.4.12), the corresponding Hamilton equations consist of the equations (6.4.11b) and the equations

$$
\begin{align*}
& \partial_{\lambda} r_{\mu}+\partial_{\mu} r_{\lambda}=\partial_{\lambda} B_{\mu}+\partial_{\mu} B_{\lambda}  \tag{6.4.13}\\
& \partial_{\lambda} r^{\lambda \mu}=0 \tag{6.4.14}
\end{align*}
$$

On the constraint space (6.4.11a), the equations (6.4.11b) and (6.4.14) reduce to the Maxwell equations in the absence of matter sources, while the equations (6.4.13), independent of canonical momenta, play the role of a gauge-type condition.

Example 6.4.3. Proca fields. The model of massive vector Proca fields exemplifies a degenerate field theory which is similar to the electromagnetic one, but without the gauge invariance property.

Proca fields (see Example 7.4.1 below) are represented by sections of the cotangent bundle $T^{*} X$ (in contrast with electromagnetic potentials given by sections of the affine cotangent bundle). The configuration space of Proca fields is the jet manifold $J^{1}\left(T^{*} X\right)$ with coordinates $\left(x^{\lambda}, k_{\mu}, k_{\lambda \mu}\right)$, modelled over the pull-back tensor bundle

$$
\begin{equation*}
\stackrel{2}{\otimes} T^{*} X \times T X \rightarrow T X \tag{6.4.15}
\end{equation*}
$$

On the Minkowski space $X$, the Lagrangian of Proca fields looks like the electromagnetic one (6.4.9) minus the mass term, i.e.,

$$
\begin{equation*}
L_{P}=L_{E}-\frac{1}{8 \pi} m^{2} \eta^{\mu \lambda} k_{\mu} k_{\lambda} \omega \tag{6.4.16}
\end{equation*}
$$

It is almost regular.
The momentum phase space of Proca fields is the Legendre bundle

$$
\Pi=\stackrel{4}{\wedge} T^{*} X \otimes T X \otimes T X \underset{X}{\times} T^{*} X
$$

equipped with the holonomic coordinates ( $x^{\lambda}, k_{\mu}, p^{\lambda \mu}$ ). With respect to these coordinates, the Legendre map defined by the Lagrangian (6.4.16) takes the form

$$
\begin{align*}
& p^{(\lambda \mu)} \circ \widehat{L}_{P}=0  \tag{6.4.17a}\\
& p^{[\lambda \mu]} \circ \widehat{L}_{P}=-\frac{1}{4 \pi} \eta^{\lambda \alpha} \eta^{\mu \beta} \mathcal{F}_{\alpha \beta} \tag{6.4.17b}
\end{align*}
$$

We have

$$
\operatorname{Ker} \widehat{L}_{P}=\stackrel{2}{\vee}^{*} T^{*} X \underset{X}{\times} T^{*} X
$$

and

$$
\begin{aligned}
& N_{L}=\stackrel{4}{\wedge} T^{*} X \underset{X}{\otimes}(\stackrel{2}{\wedge} T X) \times{ }_{X}^{*} X, \\
& p^{(\lambda \mu)}=0 .
\end{aligned}
$$

Following the general procedure of describing quadratic degenerate systems, let us consider the map $\sigma$ (3.3.8):

$$
\bar{k}_{\lambda \mu} \circ \sigma=-2 \pi \eta_{\lambda \nu} \eta_{\mu \beta} p^{[\nu \beta]}
$$

where $\bar{k}_{\lambda \mu}$ are the fibred coordinates on the fibre bundle (6.4.15). Since

$$
\begin{aligned}
& \operatorname{Im} \sigma=\stackrel{2}{\wedge} T^{*} X \stackrel{\times}{X} T^{*} X, \\
& \operatorname{Ker} \sigma=\stackrel{4}{\wedge} T^{*} X \otimes(\stackrel{2}{\vee} T X) \times \underset{X}{\times} T^{*} X,
\end{aligned}
$$

one can perform the corresponding splitting (6.2.21) of the configuration space

$$
\begin{aligned}
& J^{1} T^{*} X=S_{+}{\underset{T}{*} X}_{\oplus}^{2}{ }^{2} T^{*} X \\
& k_{\lambda \mu}=\frac{1}{2}\left(\mathcal{S}_{\lambda \mu}+\mathcal{F}_{\lambda \mu}\right)=k_{(\lambda \mu)}+k_{[\lambda \mu]}
\end{aligned}
$$

(see (7.4.7) below) and the splitting (4.3.1a) of the phase space

$$
\begin{aligned}
& \Pi=\left[\wedge^{4} T^{*} X \otimes(\stackrel{2}{\vee} T X)\right]{\underset{T}{*} X}_{\oplus} Q \\
& p^{\lambda \mu}=p^{(\lambda \mu)}+p^{[\lambda \mu]}
\end{aligned}
$$

Let us consider connections on the cotangent bundle $T^{*} X$ taking their values into Ker $\hat{L}_{P}$. Bearing in mind that $K=0$ on the Minkowski space $X$, we can write every such connection as

$$
\Gamma=d x^{\lambda} \otimes\left(\partial_{\lambda}+\phi_{\lambda \mu} \partial^{\mu}\right)
$$

where $\phi=\phi_{\lambda \mu} d x^{\lambda} \otimes \partial^{\mu}$ is a symmetric soldering form on $T^{*} X$. By analogy with the case of electromagnetic fields, it suffices to take the connections

$$
\Gamma_{B}=d x^{\lambda} \otimes\left[\partial_{\lambda}+\frac{1}{2}\left(\partial_{\mu} B_{\lambda}+\partial_{\lambda} B_{\mu}\right) \partial^{\mu}\right]
$$

where $B$ are sections of $T^{*} X \rightarrow X$. Then it is readily observed that the Hamiltonian forms

$$
\begin{aligned}
& H_{B}=p^{\lambda \mu} d k_{\mu} \wedge \omega_{\lambda}-p^{\lambda \mu} \Gamma_{B \lambda \mu} \omega-\widetilde{\mathcal{H}}_{p} \omega \\
& \widetilde{\mathcal{H}}_{P}=\widetilde{\mathcal{H}}_{E}+\frac{1}{8 \pi} m^{2} \eta^{\mu \nu} k_{\mu} k_{\nu}
\end{aligned}
$$

are associated with the Lagrangian $L_{P}$ (6.4.9) and constitute a complete set.
Given the Hamiltonian form $H_{B}$, the corresponding Hamilton equations for sections $r$ of the fibre bundle $\Pi \rightarrow X$ consist of the equations (6.4.17b) and the equations

$$
\begin{align*}
& \partial_{\lambda} r_{\mu}+\partial_{\mu} r_{\lambda}=\partial_{\lambda} B_{\mu}+\partial_{\mu} B_{\lambda}  \tag{6.4.18}\\
& \partial_{\lambda} r^{\lambda \mu}=-\frac{1}{4 \pi} m^{2} \eta^{\mu \nu} r_{\nu} \tag{6.4.19}
\end{align*}
$$

On the constraint space (6.4.17a), the equations (6.4.17b) and (6.4.19) are equivalent to the Euler-Lagrange equations, and they are supplemented by the gauge-type condition (6.4.18).

### 6.5 Geometry of symmetry breaking

Spontaneous symmetry breaking is a quantum phenomenon. In classical field theory, spontaneous symmetry breaking is modelled by classical Higgs fields. In gauge theory on a principal bundle $P \rightarrow X$, a symmetry breaking is said to occur when the structure group $G$ of this principal bundle is reducible to a closed subgroup $H$ of exact symmetries $[123,161,172,236,264,295]$. This reduction of a structure group takes place if and only if a global section $h$ of the quotient bundle $P / H \rightarrow X$ exists (see Theorem 6.5.2 below). In gauge theory, such a global section $h$ is treated as a Higgs field. From the mathematical viewpoint, one talks on the Klein-Chern geometry [312] or the reduced $G$-structure.

This Section provides a brief exposition of geometry of $G$-structures.
We will start from some basic notions. Let $\pi_{P X}: P \rightarrow X$ be a $G$-principal bundle and $H$ a closed Lie subgroup of $G$. We assume that $\operatorname{dim} H>0$. Recall that a closed subgroup of a Lie group is a Lie group. There is the composite fibre bundle

$$
\begin{equation*}
P \rightarrow P / H \rightarrow X, \tag{6.5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{\Sigma}=P \xrightarrow{\pi_{P \Sigma}} P / H \tag{6.5.2}
\end{equation*}
$$

is a principal bundle with the structure group $H$ and

$$
\begin{equation*}
\Sigma=P / H \xrightarrow{\pi_{\Sigma X}} X \tag{6.5.3}
\end{equation*}
$$

is a $P$-associated fibre bundle with the typical fibre $G / H$ on which the structure group $G$ acts naturally on the left. Note that the canonical surjection $G \rightarrow G / H$ is an $H$-principal bundle.

One says that the structure group $G$ of a principal bundle $P$ is reducible to a Lie subgroup $H$ if there exists a $H$-principal subbundle $P^{h}$ of $P$ with the structure group $H$. This subbundle is called a reduced $G^{\perp} H$-structure $[123,131,178,312]$.

Two reduced $G^{\downarrow} H$-structures $P^{h}$ and $P^{h^{\prime}}$ on a $G$-principal bundles are said to be isomorphic if there is an automorphism $\Phi$ of $P$ which provides an isomorphism of $P^{h}$ and $P^{h^{\prime}}$. If $\Phi$ is a vertical automorphism of $P$, reduced structures $P^{h}$ and $P^{h^{\prime}}$ are called equivalent.

Remark 6.5.1. Note that, in [131, 178] (see also [66]), reduced structures on the frame bundle $L X$ are considered. Therefore, the class of isomorphisms of such reduced structures is restricted to holonomic automorphisms of $L X$, i.e., the canonical lifts onto $L X$ of diffeomorphisms of the base $X$ (see Section 7.1).

Remark 6.5.2. Reduction of a structure group is a particular changing a structure group. Let $\phi: H \rightarrow G$ be a Lie group homomorphism. There are two variants of this problem [49].
(i) If $P_{H} \rightarrow X$ is an $H$-principal bundle, there is always exists a $G$-principal bundle $P_{G} \rightarrow X$ together with the principal bundle morphism $\Phi: P_{H} \rightarrow P_{G}$ over $X$. This is the $P_{H}$-associated fibre bundle $P_{G}=\left(P_{H} \times G\right) / H$ with the typical fibre $G$ on which $H$ acts on the left by the rule $h(g)=\phi(h) g$, while $G$ acts on $P_{G}$ as

$$
G \ni g^{\prime}:(p, g) \cdot H \mapsto\left(p, g g^{\prime}\right) \cdot H
$$

(ii) More intricate is an inverse problem to this. If $P_{G} \rightarrow X$ is a $G$-principal bundle, can we find an $H$-principal bundle $P_{H} \rightarrow X$ together with the principal bundle morphism $P_{H} \rightarrow P_{G}$ ? If $H \rightarrow G$ is a subgroup, we have the structure group reduction discussed in this Section. If $H \rightarrow G$ is a group epimorphism (extension), one says that $H$ lifts to $G$. We will study such a lift when $G$ is a central extension of $H$ with kernels $\mathbb{Z}_{2}$ (see Section 7.5).

Let us recall the following two theorems [177].
ThEOREM 6.5.1. A structure group $G$ of a principal bundle $P$ is reducible to its closed subgroup $H$ if and only if $P$ has an atlas $\Psi_{P}$ with $H$-valued transition functions.

Given a reduced subbundle $P^{h}$ of $P$, such an atlas $\Psi_{P}$ is defined by a family of local sections $\left\{z_{\alpha}\right\}$ which take their values into $P^{h}$.

ThEOREM 6.5.2. There is one-to-one correspondence

$$
P^{h}=\pi_{P \Sigma}^{-1}(h(X))
$$

between the reduced $H$-principal subbundles $P^{h}$ of $P$ and the global sections $h$ of the quotient fibre bundle $P / H \rightarrow X(6.5 .3)$.

Given such a section $h$, let us consider the restriction $h^{*} P_{\Sigma}$ (2.7.4) of the $H$ principal bundle $P_{\Sigma}(6.5 .2)$ to $h(X) \subset \Sigma$. This is a $H$-principal bundle over $X$ [177], which is equivalent to the reduced subbundle $P^{h}$ of $P$.

In general, there are topological obstructions to the reduction of a structure group of a principal bundle to its subgroup. In accordance with Theorem 1.1.2, the structure group $G$ of a principal bundle $P$ is always reducible to its closed subgroup $H$, if the quotient $G / H$ is homeomorphic to a Euclidean space $\mathbb{R}^{k}$.

THEOREM 6.5.3. [286]. A structure group $G$ of a principal bundle is always reducible to its maximal compact subgroup $H$ since the quotient space $G / H$ is homeomorphic to a Euclidean space.

Two $H$-principal subbundles $P^{h}$ and $P^{h^{\prime}}$ of a $G$-principal bundle $P$ are not isomorphic to each other in general.

Proposition 6.5.4. (i) Every vertical automorphism $\Phi \in \operatorname{Gau}(P)$ of the principal bundle $P \rightarrow X$ sends an $H$-principal subbundle $P^{h}$ onto an equivalent $H$-principal subbundle $P^{h^{\prime}}$. (ii) Conversely, let two reduced subbundles $P^{h}$ and $P^{h^{\prime}}$ of a principal fibre bundle $P$ be isomorphic to each other, and $\Phi: P^{h} \rightarrow P^{h^{\prime}}$ be an isomorphism. Then $\Phi$ is extended to a vertical automorphism of $P$.

Proof. (i) Let

$$
\Psi^{h}=\left\{\left(U_{\alpha}, z_{\alpha}^{h}\right), \rho_{\alpha \beta}^{h}\right\}, \quad z_{\alpha}^{h}(x)=z_{\beta}^{h}(x) \rho_{\alpha \beta}^{h}(x), \quad x \in U_{\alpha} \cap U_{\beta},
$$

be an atlas of the reduced subbundle $P^{h}$, where $z_{\alpha}^{h}$ are local sections of $P^{h} \rightarrow X$ and $\rho_{\alpha \beta}^{h}$ are the transition functions. Given a vertical automorphism $\Phi$ of $P$, let us provide the reduced subbundle $P^{h^{\prime}}=\Phi\left(P^{h}\right)$ with the atlas

$$
\Psi^{h^{\prime}}=\left\{\left(U_{\alpha}, z_{\alpha}^{h^{\prime}}\right), \rho_{\alpha \beta}^{h^{\prime}}\right\}
$$

determined by the local sections $z_{\alpha}^{h^{\prime}}=\Phi \circ z_{\alpha}^{h}$ of $P^{h^{\prime}} \rightarrow X$. Then it is readily observed that

$$
\rho_{\alpha \beta}^{h^{\prime}}(x)=\rho_{\alpha \beta}^{h}(x), \quad x \in U_{\alpha} \cap U_{\beta}
$$

(ii) Any isomorphism $\Phi$ of reduced structures $P^{h}$ and $P^{h^{\prime}}$ on $P$ determines a $G$-valued function $f$ on $P^{h}$ given by the relation

$$
p f(p)=\Phi(p), \quad p \in P^{h}
$$

Obviously, this function is $H$-equivariant. Its prolongation to a $G$-equivariant function on $P$ is defined as

$$
f(p g)=g^{-1} f(p) g, \quad p \in P^{h}, \quad g \in G
$$

In accordance with the relation (6.3.4), this function yields a principal automorphism of $P$ whose restriction to $P^{h}$ coincides with $\Phi$.

QED

Proposition 6.5.5. If the quotient $G / H$ is homeomorphic to a Euclidean space $\mathbb{R}^{k}$, all $H$-principal subbundles of a $G$-principal bundle $P$ are equivalent to each other [286].

Given a reduced subbundle $P^{h}$ of a principal bundle $P$, let

$$
\begin{equation*}
Y^{h}=\left(P^{h} \times V\right) / H \tag{6.5.4}
\end{equation*}
$$

be the associated fibre bundle with a typical fibre $V$. Let $P^{h^{\prime}}$ be another reduced subbundle of $P$ which is isomorphic to $P^{h}$, and

$$
Y^{h^{\prime}}=\left(P^{h^{\prime}} \times V\right) / H
$$

The fibre bundles $Y^{h}$ and $Y^{h^{\prime}}$ are isomorphic, but not canonically isomorphic in general.

Proposition 6.5.6. Let $P^{h}$ be an $H$-principal subbundle of a $G$-principal bundle $P$. Let $Y^{h}$ be the $P^{h}$-associated bundle (6.5.4) with a typical fibre $V$. If $V$ carries a representation of the whole group $G$, the fibre bundle $Y^{h}$ is canonically isomorphic to the $P$-associated fibre bundle

$$
Y=(P \times V) / G
$$

Indeed, every element of $Y$ can be represented as $(p, v) \cdot G, p \in P^{h}$. Then the desired isomorphism is

$$
Y^{h} \ni(p, v) \cdot H \quad \Longleftrightarrow \quad(p, v) \cdot G \in Y .
$$

It follows that, given a $H$-principal subbundle $P^{h}$ of $P$, any $P$-associated fibre bundle $Y$ with the structure group $G$ is canonically equipped with a structure of the $P^{h}$-associated fibre bundle $Y^{h}$ with the structure group $H$. Briefly, we can write

$$
Y=(P \times V) / G \simeq\left(P^{h} \times V\right) / H=Y^{h}
$$

However, if $P^{h} \neq P^{h^{\prime}}$, the $P^{h}$ - and $P^{h^{\prime}}$-associated bundle structures on $Y$ are not equivalent. Given bundle atlases $\Psi^{h}$ of $P^{h}$ and $\Psi^{h^{\prime}}$ of $P^{h^{\prime}}$, the union of the associated atlases of $Y$ has necessarily $G$-valued transition functions between the charts from $\Psi^{h}$ and $\Psi^{h^{\prime}}$.

In accordance with Theorem 6.5.2, the set of reduced $H$-principal subbundles $P^{h}$ of $P$ is in bijective correspondence with the set of Higgs fields $h$. Given such a subbundle $P^{h}$, let $Y^{h}(6.5 .4)$ be the associated vector bundle with a typical fibre $V$ which admits a representation of the group $H$ of exact symmetries, but not the whole symmetry group $G$. Its sections $s_{h}$ describe matter fields in the presence of the Higgs fields $h$ and some principal connection $A_{h}$ on $P^{h}$. In general, the fibre bundle $Y^{h}(6.5 .4)$ is not associated or canonically associated (see Remark 6.1.3) with other $H$-principal subbundles $P^{h^{\prime}}$ of $P$. It follows that, in this case, $V$-valued matter fields can be represented only by pairs with Higgs fields. The goal is to describe the totality of these pairs $\left(s_{h}, h\right)$ for all Higgs fields $h$.

For this purpose, let us consider the composite fibre bundle (6.5.1) and the composite fibre bundle

$$
\begin{equation*}
Y \xrightarrow{\pi_{Y \Sigma}} \Sigma \xrightarrow{\pi_{\Sigma X}} X \tag{6.5.5}
\end{equation*}
$$

where $Y \rightarrow \Sigma$ is a vector bundle

$$
Y=(P \times V) / H
$$

associated with the corresponding $H$-principal bundle $P_{\Sigma}$ (6.5.2). Given a global section $h$ of the fibre bundle $\Sigma \rightarrow X(6.5 .3)$ and the $P^{h}$-associated fibre bundle (6.5.4), there is the canonical injection

$$
i_{h}: Y^{h}=\left(P^{h} \times V\right) / H \hookrightarrow Y
$$

over $X$ whose image is the restriction

$$
h^{*} Y=\left(h^{*} P \times V\right) / H
$$

of the fibre bundle $Y \rightarrow \Sigma$ to $h(X) \subset \Sigma$, i.e.,

$$
\begin{equation*}
i_{h}\left(Y^{h}\right) \cong \pi_{Y \Sigma}^{-1}(h(X)) \tag{6.5.6}
\end{equation*}
$$

(see Proposition 2.7.1). Then, by virtue of Proposition 2.7.2, every global section $s_{h}$ of the fibre bundle $Y^{h}$ corresponds to the global section $i_{h} \circ s_{h}$ of the composite fibre bundle (6.5.5). Conversely, every global section $s$ of the composite fibre bundle (6.5.5) which projects onto a section $h=\pi_{Y \Sigma} \circ s$ of the fibre bundle $\Sigma \rightarrow X$ takes its values into the subbundle $i_{h}\left(Y^{h}\right) \subset Y$ in accordance with the relation (6.5.6). Hence, there is one-to-one correspondence between the sections of the fibre bundle $Y^{h}(6.5 .4)$ and the sections of the composite fibre bundle (6.5.5) which cover $h$.

Thus, it is precisely the composite fibre bundle (6.5.5) whose sections describe the above-mentioned totality of pairs $\left(s_{h}, h\right)$ of matter fields and Higgs fields in gauge theory with broken symmetries [123, 264, 268].

Turn now to the properties of connections compatible with a reduced structure. Recall the following theorems [177].

Theorem 6.5.7. Since principal connections, by definition, are equivariant (see (6.1.12)), every principal connection $A_{h}$ on a reduced $H$-principal subbundle $P^{h}$ of a $G$-principal bundle $P$ gives rise to a principal connection on $P$.

Theorem 6.5.8. A principal connection $A$ on a $G$-principal bundle $P$ is reducible to a principal connection on a reduced $H$-principal subbundle $P^{h}$ of $P$ if and only if the corresponding global section $h$ of the $P$-associated fibre bundle $P / H \rightarrow X$ is an integral section of the associated principal connection $A$ on $P / H \rightarrow X$.

Theorem 6.5.9. Given the composite fibre bundle (6.5.1), let $A_{\Sigma}$ be a principal connection on the $H$-principal bundle $P \rightarrow P / H$. Then, for any reduced $H$-principal subbundle $P^{h}$ of $P$, the pull-back connection $i_{h}^{*} A_{\Sigma}(2.7 .11)$ is a principal connection on $P^{h}$.

This theorem is the corollary of Theorem 6.1.2.
As a consequence of Theorem 6.5.9, there is the following feature of the dynamics of field systems with symmetry breaking. Let the composite fibre bundle $Y$ (6.5.5) be provided with coordinates ( $x^{\lambda}, \sigma^{m}, y^{i}$ ), where ( $x^{\lambda}, \sigma^{m}$ ) are fibred coordinates on the fibre bundle $\Sigma \rightarrow X$. Let

$$
\begin{equation*}
A_{\Sigma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+A_{\lambda}^{i} \partial_{i}\right)+d \sigma^{m} \otimes\left(\partial_{m}+A_{m}^{i} \partial_{i}\right) \tag{6.5.7}
\end{equation*}
$$

be a principal connection on the vector bundle $Y \rightarrow \Sigma$. This connection defines the splitting (2.7.13) of the vertical tangent bundle $V Y$ and leads to the vertical covariant differential (2.7.15) which reads

$$
\begin{equation*}
\widetilde{D}=d x^{\lambda} \otimes\left(y_{\lambda}^{i}-A_{\lambda}^{i}-A_{m}^{i} \sigma_{\lambda}^{m}\right) \partial_{i} . \tag{6.5.8}
\end{equation*}
$$

As was mentioned above, the operator (6.5.8) possesses the following property. Given a global section $h$ of $\Sigma \rightarrow X$, its restriction

$$
\begin{align*}
& \widetilde{D}_{h}=\widetilde{D} \circ J^{1} i_{h}: J^{1} Y^{h} \rightarrow T^{*} X \otimes V Y^{h},  \tag{6.5.9}\\
& \widetilde{D}_{h}=d x^{\lambda} \otimes\left(y_{\lambda}^{i}-A_{\lambda}^{i}-A_{m}^{i} \partial_{\lambda} h^{m}\right) \partial_{i},
\end{align*}
$$

to $Y^{h}$ is precisely the familiar covariant differential relative to the pull-back principal connection $A_{h}$ (2.7.11) on the fibre bundle $Y^{h} \rightarrow X$. Thus, one may construct a Lagrangian on the jet manifold $J^{1} Y$ of a composite fibre bundle which factorizes through $\widetilde{D}_{A}$, that is,

$$
\begin{equation*}
L: J^{1} Y \xrightarrow{\tilde{D}} T^{*} X \underset{Y}{\otimes} V Y_{\Sigma} \rightarrow \stackrel{n}{\wedge} T^{*} X . \tag{6.5.10}
\end{equation*}
$$

In Section 7.5, we will apply the above scheme of symmetry breaking in gauge theory to describing Dirac fermion fields in gauge gravitation theory.

### 6.6 Effects of flat principal connections

This Section addresses the effects related to flat principal connections, treated as vacuum gauge fields. In electromagnetic theory, two such effects are well known. These are an Aharonov-Bohm effect and the quantization of a magnetic flux.
Example 6.6.1. Let $\mathbb{R}^{3}$ be a 3 -dimensional Euclidean space provided with the Cartesian coordinates ( $x, y, z$ ) or the cylindrical coordinates ( $\rho, \alpha, z$ ). Let us consider its submanifold $X=\mathbb{R}^{3} \backslash\{\rho=0\}$. This submanifold admits the vacuum electromagnetic field

$$
\begin{equation*}
A=\frac{\Phi}{2 \pi} d \alpha=\frac{\Phi_{y}}{x^{2}+y^{2}} d x-\frac{\Phi_{x}}{x^{2}+y^{2}} d y . \tag{6.6.1}
\end{equation*}
$$

The strength of this field $F=d A$ vanishes everywhere on $X$, i.e., the 1 -form $A$ (6.6.1) is closed. It is readily observed that the form

$$
\begin{equation*}
A=d f, \quad f=\frac{\Phi_{\alpha}}{2 \pi}, \tag{6.6.2}
\end{equation*}
$$

is exact on any contractible open subset of $X$ (e.g., given by the coordinate relations $0<\varepsilon<\alpha<2 \pi-\varepsilon, \varepsilon>0$ ), but not everywhere on $X$. It follows that $A(6.6 .1)$ belongs to a non-vanishing element of the De Rham cohomology group $H^{1}(X)=\mathbb{R}$ of $X$ (see Appendix 6.8 ). Being represented by the 1 -forms (6.6.1), elements of this cohomology group are parametrised by coefficients $\Phi$ in the expression (6.6.1). We can denote them by $[\Phi] \subset H^{1}(X)$ so that the corresponding group operation in $H^{1}(X)$ reads

$$
[\Phi]+\left[\Phi^{\prime}\right]=\left[\Phi+\Phi^{\prime}\right]
$$

Note that the field (6.6.1) can be extended to the whole space $\mathbb{R}^{3}$ in terms of generalized functions

$$
\begin{align*}
A & =\frac{\Phi}{2 \pi \rho} \theta(\rho) d \alpha  \tag{6.6.3}\\
F & =\frac{\Phi}{2} \delta\left(\rho^{2}\right) d \rho \wedge d \alpha
\end{align*}
$$

where $\theta(\rho)$ is the step function, while $\delta\left(\rho^{2}\right)$ is the Dirac $\delta$-function. The field (6.6.3) satisfies the Stokes formula

$$
\begin{equation*}
\int_{\partial S} A=\int_{0}^{2 \pi} A_{\alpha} \rho d \alpha=\int_{S} F \rho d \rho d \alpha=\Phi \tag{6.6.4}
\end{equation*}
$$

where $S$ is a circle in the plane $z=0$ whose centre is the point $\rho=0$. One can think of $A(6.6 .3)$ as being an electromagnetic field generated by an infinitely thin and infinitely long solenoid along the axis $z$. This is a well-known example demonstrating the Aharonov-Bohm effect.

Remark 6.6.2. Note that the Berry's phase phenomenon in quantum systems depending on classical parameters is also a kind of the Aharonov-Bohm effect (see Section 10.5).

Another well-known effect of a vacuum electromagnetic field is the quantization of a magnetic flux in a ringed superconductor. Let us consider the model of an electromagnetic field $A$ and a complex scalar field $\phi$ of the Cooper pair condensate which satisfy the vacuum field equations

$$
F_{\mu \nu}=0, \quad D_{\mu} \phi=\left(\partial_{\mu}+i e A_{\mu}\right) \phi=0, \quad \phi^{2}=\text { const. }
$$

in the region $\rho>b>0$ of $\mathbb{R}^{3}$. These equations have a solution

$$
\begin{equation*}
\phi=a \exp \left(-\frac{i \alpha \Phi}{2 \pi e}\right), \quad A=\frac{\Phi}{2 \pi \rho} d \alpha, \quad a=\text { const. } \tag{6.6.5}
\end{equation*}
$$

Since the wave function $\phi$ must obey the periodicity condition $\phi(\alpha)=\phi(\alpha+2 \pi)$, the amplitude $\Phi$ of the electromagnetic potential $A(6.6 .5)$ is not arbitrary, but takes the values

$$
\Phi=2 \pi n e, \quad n \in \mathbb{Z}
$$

It follows that the magnetic flux (6.6.4) also takes the quantized values $\Phi=2 \pi n e$.

These examples show that effect of vacuum gauge fields takes place on multiconnected spaces with non-trivial homotopy and cohomology groups (see Appendix 6.8 ). Let us consider vacuum gauge fields $A$ of a group $G$ on a manifold $X$. We aim to show the following (see also [3]).

Proposition 6.6.1. There is one-to-one correspondence between the set of gauge conjugate vacuum gauge fields $A$ and the set $\operatorname{Hom}\left(\pi_{1}(X), G\right) / G$ of conjugate homomorphisms of the homotopy group $\pi_{1}(X)$ of $X$ to the group $G$. Recall that two elements $a, b \in G$ are said to be conjugate if there exists an element $g \in G$ such that $g a=b g$.

Remark 6.6.3. Holonomy groups. Let us recall the notion of a holonomy group [177]. Let $\pi_{P}: P \rightarrow X$ be a $G$-principal bundle and $A$ a principal connection on $P$. Let $c:[0,1] \rightarrow X$ be a smooth piecewise closed curve through a point $x \in X$, i.e., $c(0)=c(1)=x$. For any point $p \in P_{x}=\pi_{P}^{-1}(x)$, there exists the horizontal lift $c_{p}$ of the curve $c$ in $P$ through $p$, i.e., $c(0)=p$ and every tangent vector $\dot{c}_{p}(t), t \in[0,1]$, (if it exists) is the horizontal lift $A \dot{c}(t)$ of the tangent vector $\dot{c}(t)$ by means of the connection $A$. Then the map

$$
\begin{equation*}
\gamma_{c}: P_{x} \ni p=c_{p}(0) \mapsto c_{p}(1) \in P_{x} \tag{6.6.6}
\end{equation*}
$$

defines an isomorphism $g_{c}$ of the fibre $P_{x}$. This isomorphism can be seen as a parallel transport of the point $p$ along the curve $c$ with respect to the connection $A$. Let us consider the group $\mathcal{C}_{x}$ of all smooth piecewise closed curves through a point $x \in X$ and its subgroup $\mathcal{C}_{x}^{0}$ of the contractible curves. Then the set $\mathcal{K}_{x}=\left\{\gamma_{c}, c \in \mathcal{C}_{x}\right\}$ of
isomorphisms (6.6.6) and its subset $\mathcal{K}_{x}^{0}=\left\{\gamma_{c}, c \in \mathcal{C}_{x}^{0}\right\}$ constitute the groups called the holonomy group and the restricted holonomy group for the connection $A$ at a point $x \in X$, respectively. If a manifold $X$ is connected, the holonomy groups $\mathcal{K}_{x}$ for all $x \in X$ are isomorphic to each other, and one can speak about an abstract holonomy group $\mathcal{K}$ and its subgroup $\mathcal{K}^{0}$.

Since $\mathcal{C}_{x} / \mathcal{C}_{x}^{0}=\pi_{1}(X, x)$, there is a homomorphism

$$
\begin{equation*}
\pi_{1}(X, x) \rightarrow \mathcal{K}_{x} / \mathcal{K}_{x}^{0} \tag{6.6.7}
\end{equation*}
$$

of the homotopy group $\pi_{1}(X, x)$ at a point $x \in X$ onto the quotient group $\mathcal{K}_{x} / \mathcal{K}_{x}^{0}$. In particular, if a manifold $X$ is simply connected, then $\mathcal{K}_{x}=\mathcal{K}_{x}^{0}$ for all $x \in X$ and, consequently, $\mathcal{K}=\mathcal{K}^{0}$.

There exists a monomorphism of a holonomy group into the structure group $G$, which is however is not canonical. For a point $p \in P$, it is given by the mapping

$$
\begin{equation*}
\mathcal{K}_{x} \ni \gamma_{c} \mapsto g_{c} \in \mathcal{K}_{p} \subset G, \quad x=\pi_{P}(p), \tag{6.6.8}
\end{equation*}
$$

where the element $g_{c}$ is determined by the relation

$$
\gamma_{c}(p)=p g_{c} .
$$

The subgroup $\mathcal{K}_{p}\left[\mathcal{K}_{p}^{0}\right]$ of the structure group $G$ is also called the holonomy group [restricted holonomy group] at a point $p \in P$. Obviously, the holonomy subgroups $\mathcal{K}_{p}$ and $\mathcal{K}_{p^{\prime}}$ for different points $p, p^{\prime} \in P$ are conjugate in $G$. Recall the following important properties of the holonomy groups $\mathcal{K}_{p}$ and $\mathcal{K}_{p}^{0}$ [177].

THEOREM 6.6.2. The holonomy group $\mathcal{K}_{p}$ [restricted holonomy group $\left.\mathcal{K}_{p}^{0}\right]$ is a Lie subgroup [connected Lie subgroup] of the structure group $G$, and the quotient group $\mathcal{K}_{p} / \mathcal{K}_{p}^{0}$ is countable.

Theorem 6.6.3. If the holonomy group $\mathcal{K}_{p}$ of a principal connection $A$ does not coincide with the structure group $G$, the latter is reducible to $\mathcal{K}_{p}$. The corresponding reduced subbundle $P(p)$ of the principal bundle $P$ consists of the points of $P$ which can be connected with $p$ by horizontal curves in $P$. It means that $A$ is reducible to a principal connection on $P(p)$.

Theorem 6.6.4. The values of the curvature $R(2.3 .3)$ of the principal connection $A$ at points of the reduced subbundle $P(p)$ constitute a subspace of the Lie algebra
$\boldsymbol{g}_{\tau}$ of the group $G$ which coincides with the Lie algebra of the restricted holonomy group $\mathcal{K}_{p}^{0}$.

As follows from Theorem 6.6.4, if a principal connection $A$ on a $G$-principal bundle $P \rightarrow X$ is flat, the restricted holonomy group $\mathcal{K}^{0}$ of $A$ is trivial, while the holonomy group $\mathcal{K}$ is discrete (countable). In particular, if a principal bundle over a simply connected base $X$ admits a flat connection, this fibre bundle is trivial.

Given a flat principal connection $A$, the composition of homomorphisms (6.6.7) and (6.6.8) gives the homomorphism

$$
\pi_{1}(X, x) \rightarrow G
$$

which is not unique, but depends on a point $p \in P$ in the expression (6.6.8). Therefore, every flat principal connection $A$ on a $G$-principal bundle $P \rightarrow X$ defines a class of conjugate homomorphisms of the homotopy group $\pi_{1}(X)$ to $G$ in accordance with Proposition 6.6.1. A converse assertion is based on the following lemma.

Lemma 6.6.5. Let $K$ be a discrete group. A connected $K$-principal bundle over a connected manifold $X$ exists if and only if there is a subgroup $N \subset \pi_{1}(X)$ such that $\pi_{1}(X) / N=K$.

To prove this Lemma, let us consider the exact sequence of homotopy groups of a fibre bundle $\pi: Y \rightarrow X$. Given $y \in Y$ and $x=\pi(y)$, this exact sequence reads

$$
\begin{align*}
\cdots \rightarrow & \pi_{k}\left(Y_{x}, y\right) \rightarrow \pi_{k}(Y, y) \rightarrow \pi_{k}(X, x) \rightarrow \pi_{k-1}\left(Y_{x}, y\right) \rightarrow  \tag{6.6.9}\\
& \cdots \rightarrow \pi_{1}(X, x) \rightarrow \pi_{0}\left(Y_{x}, y\right) \rightarrow \pi_{0}(Y, y) \rightarrow \pi_{0}(X, x) \rightarrow 0
\end{align*}
$$

If $Y$ is a connected principal bundle with a discrete structure group $K$, we have

$$
\pi_{k>0}\left(Y_{x}, y\right)=\pi_{0}(Y, y)=\pi_{0}(X, x)=0, \quad \pi_{0}\left(Y_{x}, y\right)=K
$$

Then the exact sequence (6.6.9) is reduced to the short exact sequences

$$
\begin{aligned}
& 0 \rightarrow \pi_{k}(Y, y) \rightarrow \pi_{k}(X, x) \rightarrow 0, \quad k>1 \\
& 0 \rightarrow \pi_{1}(Y, y) \rightarrow \pi_{1}(X, x) \rightarrow K \rightarrow 0
\end{aligned}
$$

It follows that $\pi_{1}(Y, y)$ is a subgroup of $\pi_{1}(X, x)$ and

$$
\begin{equation*}
\pi_{1}(X, x) / \pi_{1}(Y, y)=K \tag{6.6.10}
\end{equation*}
$$

This is a necessary condition for a desired fibre bundle over $X$ to exist. One can show that, since a manifold $X$ is a locally contractible space, the condition that $K=\pi_{1}(X,) /$.$N for some subgroup N \subset \pi_{1}(X,$.$) is sufficient.$

Let us return to Proposition 6.6.1. Let $\pi_{1}(X) \rightarrow G$ be a homomorphism whose image is a subgroup $K \in G$ and whose kernel is a subgroup $N \in \pi_{1}(X)$. By virtue of Lemma 6.6.5, there exists a connected $K$-principal fibre bundle $Y \rightarrow X$ and, consequently, a $G$-principal fibre bundle $P \rightarrow X$ which has $Y \rightarrow X$ as a subbundle and whose structure group $G$ is reducible to the discrete subgroup $K$. In accordance with Theorem 6.5.1, there exists an atlas

$$
\Psi_{P}=\left\{\left(U_{\alpha}, \psi_{\alpha}^{P}\right), \rho_{\alpha \beta}\right\}
$$

of the principal bundle $P$ with $K$-valued constant transition functions $\rho_{\alpha \beta}$. This is an atlas of local constant trivializations. Following Proposition 2.6.2, one can define a flat connection $A$ on $P \rightarrow X$ whose local coefficients with respect to the atlas $\Psi_{P}$ equal zero. This is a principal connection. Certainly, the holonomy group $\mathcal{K}$ of this connection is $K$.

Remark 6.6.4. In the topological field theory, the space $\operatorname{Hom}\left(\pi_{1}(X), G\right) / G$ is treated as the moduli space of flat connections [30]. This space has a reach geometrical structure which has been extremely studied in the particular case when $X$ is a compact Riemannian surface [12, 129, 158], though it is not a smooth manifold in general (it may not even be Hausdorff if $G$ is non-compact).

Now, we can extend the description of an Aharonov-Bohm effect in Example 6.6.1 to an arbitrary gauge model on a principal bundle $P \rightarrow X$ which admits a flat principal connection $A$ with a non-trivial discrete holonomy group $\mathcal{K}$. Let $Y \rightarrow X$ be a $P$-associated vector bundle (6.1.22). The notion of holonomy group is extended in a straightforward manner to associated principal connections on $Y \rightarrow X$. In particular, if $A$ is a flat principal connection with a holonomy group $K$ on $P \rightarrow X$, the associated connection $A(6.1 .24)$ on $Y \rightarrow X$ is a flat connection with the same holonomy group. There exists an atlas

$$
\Psi=\left\{\left(U_{\alpha}, \psi_{\alpha}\right), \rho_{\alpha \beta}\right\}
$$

of local constant trivializations of the fibre bundle $Y \rightarrow X$ such that the connection $A$ on $Y \rightarrow X$ takes the form

$$
A=d x^{\lambda} \otimes \partial_{\lambda}
$$

Let $c$ be a smooth piecewise closed curve through a point $x \in X$ which crosses the charts $U_{\alpha_{1}}, \ldots, U_{\alpha_{k}}$ of the atlas $\Psi$. Then the parallel transport of a vector $v \in Y_{x}$ along this curve with respect to the flat connection $A$ is

$$
v \mapsto\left(\rho_{\alpha_{2} \alpha_{1}} \cdots \rho_{\alpha_{1} \alpha_{k}}\right)(v)
$$

It depends only on the homotopic class of a curve $c$.
Another physical effect discussed in Example 6.6.1 is the quantization of a magnetic flux in a ringed superconductor. To describe this phenomenon in geometric terms, one needs the notion of relative homology and cohomology (see Appendix 6.8).

Given a manifold $Y$ and its submanifold $X$, let us consider an electromagnetic field on $Y$ whose restriction to $X$ is the vacuum one. The strength of this field is represented by a relative cocycle $\tilde{\sigma}^{2} \in \mathfrak{D}^{2}(Y, X)$. Let $S$ be a surface in $Y$ whose boundary lies in $X$. It is represented by a relative cycle $\tilde{b}_{2} \in B_{2}(Y, X)$. Then the flux of the above-mentioned electromagnetic field through the surface $S$ is given by the integral

$$
\begin{equation*}
\Phi=\int_{\tilde{b}_{2}} \tilde{\sigma}^{2} \tag{6.6.11}
\end{equation*}
$$

which depends only on the relative homology class of $\widetilde{b}_{2}$ and the relative cohomology class of $\tilde{\sigma}^{2}$. In particular, if a manifold $Y$ is contractible, the closed 2 -form $\tilde{\sigma}^{2}$ is exact on $Y$, i.e., $\tilde{\sigma}^{2}=d \sigma^{1}$ where the restriction of $\sigma^{1}$ to $X$ is an exact form. Then the integral (6.6.11) reads

$$
\begin{equation*}
\Phi=\int_{\widetilde{b}_{2}} d \sigma^{1}=\int_{\partial \vec{b}_{2} \subset X} \sigma^{1} \tag{6.6.12}
\end{equation*}
$$

In accordance with the equalities (6.8.13) and (6.8.15), this integral depends only on the homology class of the curve $\partial \widetilde{b}_{2}$ in $H_{1}(X)$ and on the De Rham cohomology class of the form $\sigma^{1}$ in $H^{1}(X)$. For instance, if $Y=\mathbb{R}^{3}$ and its submanifold $X=$ $\mathbb{R}^{3} \backslash\{\rho<b\}$ is occupied by a superconductor, the integral (6.6.12) is exactly a magnetic flux in Example 6.6.1.

It should be noted that, in contrast with the Aharonov-Bohm effect, the flux quantization one is described only in the case of an Abelian gauge field. Nevertheless, this effect may also take place in a non-Abelian gauge model on a principal bundle whose structure group is reducible to an Abelian subgroup.

### 6.7 Characteristic classes

There exist non-equivalent principal bundles with the same structure group $G$ over the same manifold $X$. Their classification is given by the well-known classification theorem. Our interest to classification of non-equivalent principal bundles is based on the fact that the equivalence classes of $U(n)$ - and $O(n)$-principal bundles are associated with the De Rham homology classes of certain characteristic forms expressed into the strength of gauge fields. If $X$ is a compact manifold, the principal bundles over $X$ are classified by the characteristic numbers which are integrals of the above-mentioned characteristic forms over $X$. One meets characteristic forms and characteristic numbers, treated as topological charges, in many models of classical and quantum gauge theory, e.g., in the description of instantones, monopoles and anomalies, in topological gauge theory. There is the extensive literature on this subject. In our book, we will be mainly concerned with the topological field theory and anomalies (see Chapters 12 and 13). This Section summarizes some of the basic facts on the Chern, Pontryagin and other characteristic classes which we will refer to in the sequel (see, e.g., $[98,157,223]$ ).

The classification theorem is concerned with topological fibre bundles with a structure group (see Remark 6.1.3). Its application to smooth fibre bundles is based on Propositions 6.8.1 and 6.9.1 below.

Let $S(X, G)$ denote the set of equivalence classes of associated fibre bundles with a topological structure group $G$ over a paracompact topological space $X$ (we follow the terminology of Bourbaki; see also [157] where a paracompact space, by definition, is Hausdorff). It is in bijection with the first cohomology set $H^{1}\left(X ; G_{0}\right)$ (see Remark 6.9.2 below). Basing on this bijection, one can state the following important properties of the set $S(X ; G)$.
(i) If $H$ is a subgroup of the group $G$, then the inclusion $H \rightarrow G$ implies the natural inclusion $S(X, H) \rightarrow S(X, G)$ whose image consists of the equivalence classes of $G$-principal bundles reducible to $H$-principal bundles over $X$. In particular, if a base $X$ is paracompact, $G$ is a Lie group and $H$ is its maximal compact subgroup, then

$$
\begin{equation*}
S(X, G)=S(X, H) \tag{6.7.1}
\end{equation*}
$$

(see Theorem 6.5.3). For instance, the equality (6.7.1) takes place when

$$
\begin{aligned}
& G=G L(n, \mathbb{C}), \quad H=U(n) ; \\
& G=G L(n, \mathbb{R}), \quad H=O(n) ; \\
& G=G L^{+}(n, \mathbb{R}), \quad H=S O(n) ; \\
& G=S O(1,3), \quad H=S O(3)
\end{aligned}
$$

(ii) Let $f: X^{\prime} \rightarrow X$ be a continuous map. Every topological $G$-principal bundle $P \rightarrow X$ yields the pull-back topological principal bundle $f^{\bullet} P \rightarrow X^{\prime}$ (see (1.1.6)) with the same structure group $G$. Therefore, the map $f$ induces the morphism

$$
\begin{equation*}
f^{*}: S(X, G) \rightarrow S\left(X^{\prime}, G\right) \tag{6.7.2}
\end{equation*}
$$

which depends only on the homotopy class of the map $f$. Hence, there is the morphism

$$
\pi\left(X^{\prime}, X\right) \rightarrow S\left(X^{\prime}, G\right)
$$

Then we come to the following classification theorem.
Theorem 6.7.1. For every topological group $G$, there exists a topological space $B(G)$, called the classifying space, and a $G$-principal bundle $P_{G} \rightarrow B(G)$, called the universal bundle, which possess the following properties.

- For any $G$-principal bundle $P$ over a paracompact base $X$, there exists a continuous map $f: X \rightarrow B(G)$ such that $P=f^{*} P_{G}$.
- If two maps $f_{1}$ and $f_{2}$ of $X$ to $B(G)$ are homotopic then the pull-back bundles $f_{1}^{*} P_{G}$ and $f_{2}^{*}$ are equivalent, and vice versa, i.e., $S(X, G)=\pi(X, B(G))$.

This theorem shows that the set $S(X, G)$ depends only on the homotopic class of the space $X$. In other words, this set is a homotopic invariant. In general, the classifying space is infnite-dimensional, but its choice depends on the category of spaces.

Here we will concentrate our attention to fibre bundles with the structure groups $G L(n, \mathbb{C})$ (reduced to $U(n)$ ) and $G L(n, \mathbb{R})$ (reduced to $O(n)$ ). They are most interesting for physical applications. The classifying spaces for these groups are

$$
\begin{align*}
& B(U(n))=\lim _{N \rightarrow \infty} \mathcal{B}(n, N-n ; \mathbb{C}),  \tag{6.7.3}\\
& B(O(n))=\lim _{N \rightarrow \infty} \mathcal{G}(n, N-n ; \mathbb{R}),
\end{align*}
$$

where $\mathfrak{G}(n, N-n ; \mathbb{C})$ and $\mathfrak{G}(n, N-n ; \mathbb{R})$ are the Grassmann manifolds of $n$ dimensional vector subspaces of $\mathbb{C}^{N}$ and $\mathbb{R}^{N}$, respectively. Then an equivalence classes of $U(n)$ - and $O(n)$-principal bundles over a manifold $X$ can be represented by elements of the Čech cohomology groups $H^{*}(X ; \mathbb{Z})$, called the characteristic classes. Moreover, due to the homomorphism

$$
\begin{equation*}
H^{*}(X ; \mathbb{Z}) \rightarrow H^{*}(X ; \mathbb{R})=H^{*}(X) \tag{6.7.4}
\end{equation*}
$$

these characteristic classes are represented by elements of the De Rham cohomology groups. They are cohomology classes of the certain exterior forms defined as follows [98, 177, 214].

Let $P \rightarrow X$ be a principal bundle with a structure Lie group $G, C \rightarrow X$ the corresponding bundle of principal connections (6.1.8), $\mathcal{A}$ the canonical principal connection (6.2.4) on the $G$-principal bundle $J^{1} P \rightarrow C$ and $F_{\mathcal{A}}$ its curvature. We consider the algebra $I\left(\mathfrak{g}_{r}\right)$ of real $G$-invariant polynomials on the Lie algebra $\mathfrak{g}_{r}$ of the group $G$. Then there is the well-known Weil homomorphism of $I\left(\mathfrak{g}_{r}\right)$ into the De Rham cohomology algebra $H^{*}(C)$. By virtue of this homomorphism, every $k$-linear element $r \in I(\mathfrak{g})$ is represented by the cohomology class of the closed $2 k$-form $r\left(F_{\mathcal{A}}\right)$ on $C$, called the characteristic form. If $A$ is a section of $C \rightarrow X$, we have

$$
\begin{equation*}
A^{*} r\left(F_{\mathcal{A}}\right)=r\left(F_{A}\right) \tag{6.7.5}
\end{equation*}
$$

where $F_{A}$ is the strength of $A$ and $r\left(F_{A}\right)$ is the corresponding characteristic form on $X$. The characteristic forms (6.7.5) possess the following important properties:

- $r\left(F_{A}\right)$ is a closed form, i.e., $d r\left(F_{A}\right)=0$;
- $r\left(F_{A}\right)-r\left(F_{A^{\prime}}\right)$ is an exact form, whenever $A$ and $A^{\prime}$ are two principal connections on the same principal bundle $P$ (see Section 13.1).

It follows that characteristic forms $r\left(F_{A}\right)$ for different principal connections $A$ have the same De Rham cohomology class.

We start from the Chern classes $c_{i}(P) \in H^{2 i}(X, \mathbb{Z})$ of $G L(k, \mathbb{C})$-principal bundles which are always $U(k)$-principal bundles.

Remark 6.7.1. Note that Chern classes can be defined without reference to any differentiable structure, and are therefore homotopic invariants. The Pontryagin classes that we consider are expressed into the Chern classes by the formula (6.7.25) and, therefore, are homotopic invariants.

Let $A$ be a complex $(k \times k)$-matrix and $r(A)$ a $G L(k, \mathbb{C})$-invariant polynomial of components of $A$, i.e.,

$$
r(A)=r\left(g A g^{-1}\right), \quad g \in G L(k, \mathbb{C}) .
$$

If a matrix $A$ has eigen values $a_{1}, \ldots, a_{k}$, an invariant polynomial $r(A)$ takes the form

$$
r(A)=b+c S_{1}(a)+d S_{2}(a)+\cdots
$$

where

$$
\begin{equation*}
S_{j}(a)=\sum_{i_{1}<\ldots<i_{j}} a_{i_{1}} \ldots a_{i_{j}} \tag{6.7.6}
\end{equation*}
$$

are symmetric polynomials of $a_{1}, \ldots, a_{k}$.
Example 6.7.2. An important example of an invariant polynomial is

$$
\operatorname{det}(\mathbf{1}+A)=1+S_{1}(a)+S_{2}(a)+\ldots+S_{k}(a)
$$

where 1 denotes the unit matrix.
Let $P \rightarrow X$ be a $U(k)$-principal bundle and $E$ the associated vector bundle with the typical fibre $\mathbb{C}^{k}$ which performs the natural representation of $U(k)$. For brevity, we will call $E$ the $U(k)$-bundle.

Let $F$ be the curvature form (6.1.19) of a principal connection on $E$. The characteristic form

$$
\begin{equation*}
c(F)=\operatorname{det}\left(1+\frac{i}{2 \pi} F\right)=1+c_{1}(F)+c_{2}(F)+\cdots \tag{6.7.7}
\end{equation*}
$$

is called the total Chern form, while its components $c_{i}(F)$ are called Chern $2 i$-forms. For instance,

$$
\begin{align*}
& c_{0}(F)=0 \\
& c_{1}(F)=\frac{i}{2 \pi} \operatorname{Tr} F  \tag{6.7.8}\\
& c_{2}(F)=\frac{1}{8 \pi^{2}}[\operatorname{Tr}(F \wedge F)-\operatorname{Tr} F \wedge \operatorname{Tr} F] \tag{6.7.9}
\end{align*}
$$

All Chern forms $c_{i}(F)$ are closed, and their cohomology classes are identified with the Chern classes $c_{i}(E) \in H^{2 i}(X, \mathbb{Z})$ of the $U(k)$-bundle $E$ under the homomorphism (6.7.4). The total Chern form (6.7.7) corresponds to the total Chern class

$$
c(E)=c_{0}(E)+c_{1}(E)+\cdots
$$

Example 6.7.3. Let us consider a $U(1)$-bundle $L \rightarrow X$. It is a complex line bundle with the typical fibre $\mathbb{C}$ on which the group $U(1)$ acts by the generator $I=i 1$. The curvature form (6.1.25) on this fibre bundle reads

$$
\begin{equation*}
F=\frac{i}{2} F_{\lambda \mu} d x^{\lambda} \wedge d x^{\mu} \tag{6.7.10}
\end{equation*}
$$

Then the total Chern form (6.7.7) of a $U(1)$-bundle is

$$
\begin{align*}
& c(F)=1+c_{1}(F)  \tag{6.7.11}\\
& c_{1}(F)=\frac{i}{2 \pi} \operatorname{Tr} F=-\frac{1}{4 \pi} F_{\lambda \mu} d x^{\lambda} \wedge d x^{\mu}
\end{align*}
$$

Example 6.7.4. Let us consider a $S U(2)$-bundle $E \rightarrow X$. The curvature form (6.1.25) on this fibre bundle reads

$$
\begin{equation*}
F=\frac{i \sigma_{a}}{2} F^{a} \tag{6.7.12}
\end{equation*}
$$

where $\sigma_{a}, a=1,2,3$, are the Pauli matrices. Then we have

$$
\begin{align*}
& c(F)=1+c_{1}(F)+c_{2}(F), \\
& c_{1}(F)=0 \\
& c_{2}(F)=\frac{1}{8 \pi^{2}} \operatorname{Tr}(F \wedge F) \tag{6.7.13}
\end{align*}
$$

Using the natural properties of Chern forms, one can obtain easily the properties of Chern classes:
(i) $c_{i}(E)=0$ if $2 i>n=\operatorname{dim} X$;
(ii) $c_{i}(E)=0$ if $i>k$;
(iii) $c\left(E \oplus E^{\prime}\right)=c(E) c\left(E^{\prime}\right)$;
(iv) $c_{1}\left(L \oplus L^{\prime}\right)=c_{1}(L)+c_{1}\left(L^{\prime}\right)$ where $L$ and $L^{\prime}$ are complex line bundles;
(v) if $f^{*} E \rightarrow X^{\prime}$ is the pull-back bundle generated by the morphism $f: X^{\prime} \rightarrow$ $X$, then

$$
c\left(f^{*} E\right)=f^{*} c(E)
$$

where $f^{*}$ is the induced morphism of the cohomology groups

$$
\begin{equation*}
f^{*}: H^{*}(X ; \mathbb{Z}) \rightarrow H^{*}\left(X^{\prime} ; \mathbb{Z}\right) \tag{6.7.14}
\end{equation*}
$$

The properties (iii) and (v) of Chern classes are utilized in the following theorem.
Theorem 6.7.2. For any $U(k)$-bundle $E \rightarrow X$, there exists a topological space $X^{\prime}$ and a continuous morphism $f: X^{\prime} \rightarrow X$ so that:

- the pull-back $f^{*} E \rightarrow X^{\prime}$ is the Whitney sum of line bundles

$$
f^{*} E=L_{1} \oplus \cdots \oplus L_{k} ;
$$

- the induced morphism $f^{*}$ (6.7.14) is an inclusion.

It follows that the total Chern class of any $U(k)$-bundle $E$ can be seen as

$$
\begin{align*}
& c(E)=f^{*} c(E)=c\left(L_{1} \oplus \cdots \oplus L_{k}\right)=c\left(L_{1}\right) \cdots c\left(L_{k}\right)=  \tag{6.7.15}\\
& \quad\left(1+a_{1}\right) \cdots\left(1+a_{k}\right)
\end{align*}
$$

where $a_{i}=c_{1}\left(L_{i}\right)$ denotes the Chern class of the line bundle $L_{i}$ (see Example 6.7.3). The formula (6.7.15) is called the splitting principle. In particular, we have

$$
\begin{aligned}
& c_{1}(E)=\sum_{i} a_{i}, \\
& c_{2}(E)=\sum_{i_{1}<i_{2}} a_{i_{1}} a_{i_{2}}, \\
& c_{j}(E)=\sum_{i_{1}<\cdots<i_{j}} a_{i_{1}} \cdots a_{i_{j}}
\end{aligned}
$$

(cf. (6.7.6)).
Example 6.7.5. Let $E^{*}$ be a $U(k)$-bundle dual of $E$. In accordance with the splitting principle, we have

$$
c\left(E^{*}\right)=c\left(L_{1}^{*}\right) \cdots c\left(L_{k}^{*}\right)=\left(1+a_{1}^{*}\right) \cdots\left(1+a_{k}^{*}\right) .
$$

Since the generator of the dual representation of $U(1)$ is $I=-i \mathbf{1}$, then $F^{*}=-F$ and $a_{i}^{*}=-a_{i}$. It follows that

$$
\begin{equation*}
c_{i}\left(E^{*}\right)=(-1)^{i} c_{i}(E) \tag{6.7.16}
\end{equation*}
$$

If the base $X$ of a $U(k)$-bundle $E$ is a compact $n$-dimensional manifold, one can form some exterior $n$-forms from the Chern forms $c_{i}(F)$ and can integrate them over $X$. Such integrals are called Chern numbers. Chern numbers are integer since the Chern forms belong to the integer cohomology classes. For instance, if $n=4$, there are two Chern numbers

$$
\begin{equation*}
C_{2}(E)=\int_{X} c_{2}(F), \quad C_{1}^{2}(E)=\int_{X} c_{1}(F) \wedge c_{1}(F) \tag{6.7.17}
\end{equation*}
$$

There are also some other characteristic classes of $U(k)$-bundles which are expressed into the Chern classes. We will mention only two of them.

The Chern character $\operatorname{ch}(E)$ is given by the invariant polynomial

$$
\begin{equation*}
\operatorname{ch}(A)=\operatorname{Tr} \exp \left(\frac{i}{2 \pi} A\right)=\sum_{m=0}^{\infty} \frac{1}{m!} \operatorname{Tr}\left(\frac{i}{2 \pi} A\right)^{m} \tag{6.7.18}
\end{equation*}
$$

It has the properties

$$
\begin{aligned}
& \operatorname{ch}\left(E \oplus E^{\prime}\right)=\operatorname{ch}(E)+\operatorname{ch}\left(E^{\prime}\right) \\
& \operatorname{ch}\left(E \otimes E^{\prime}\right)=\operatorname{ch}(E) \cdot \operatorname{ch}\left(E^{\prime}\right)
\end{aligned}
$$

Using the splitting principle, one can express the Chern character into the Chern classes as follows:

$$
\begin{aligned}
& \operatorname{ch}(E)=\operatorname{ch}\left(L_{1} \oplus \cdots \oplus L_{k}\right)=\operatorname{ch}\left(L_{1}\right)+\cdots+\operatorname{ch}\left(L_{k}\right)= \\
& \quad \exp a_{1}+\cdots+\exp a_{k}=k+\sum_{i} a_{i}+\frac{1}{2} \sum_{i} a_{i}^{2}+\cdots= \\
& k+\sum_{i} a_{i}+\frac{1}{2}\left[\left(\sum_{i} a_{i}\right)^{2}-2 \sum_{i_{1}<i_{2}} a_{i_{1}} a_{a_{2}}\right]+\cdots= \\
& k+c_{1}(E)+\frac{1}{2}\left[c_{1}^{2}(E)-2 c_{2}(E)\right]+\cdots .
\end{aligned}
$$

The Todd class is defined as

$$
\begin{equation*}
\operatorname{td}(E)=\sum_{i=1}^{k} \frac{a_{i}}{1-\exp \left(-a_{i}\right)}=1+\frac{1}{2} c_{1}+\frac{1}{12}\left(c_{1}^{2}+c_{2}\right)+\cdots . \tag{6.7.19}
\end{equation*}
$$

It has the property

$$
\operatorname{td}\left(E \oplus E^{\prime}\right)=\operatorname{td}(E) \cdot \operatorname{td}\left(E^{\prime}\right)
$$

Turn now to characteristic classes of a real $k$-dimensional vector bundle $E$ with the structure group $O(k)$. For brevity, we will call $E$ the $O(k)$-bundle.

The Pontryagin classes of a $O(k)$-bundle $E$ in the De Rham cohomology algebra $H^{*}(X)$ are associated with the invariant polynomial

$$
\begin{equation*}
p(F)=\operatorname{det}\left(\mathbf{1}-\frac{1}{2 \pi} F\right)=1+p_{1}(F)+p_{2}(F)+\cdots \tag{6.7.20}
\end{equation*}
$$

of the curvature $F(6.1 .25)$ which takes its values in the Lie algebra $o(k)$ of the group $O(k)$. Since the generators of the group $O(k)$ satisfy the condition

$$
(I)_{b}^{a}=-(I)_{a}^{b}
$$

only the components of even degrees in $F$ in the decomposition (6.7.20) are different from zero, i.e., $p_{i}(E) \in H^{4 i}(X)$. Pontryagin classes possess the following properties:
(i) $p_{i}(E)=0$ if $4 i>n=\operatorname{dim} X$;
(ii) $p_{i}(E)=0$ if $2 i>k$;
(iii) $p\left(E \oplus E^{\prime}\right)=p(E)+p\left(E^{\prime}\right)$.

Note that, for the Pontryagin classes taken in the Čech cohomology $H^{*}(X ; \mathbb{Z})$, the property (ii) is true only modulo cyclic elements of order 2.
Remark 6.7.6. It should be emphasized that, though fibre bundles with the structure groups $O(k)$ and $G L(k, \mathbb{R})$ have the same characteristic classes, their characteristic forms are different. For instance, if $F$ is the curvature form (6.1.25) which takes its values into the Lie algebra $\operatorname{gl}(k, \mathbb{R})$, the characteristic form $p(F)(6.7 .20)$ contains the terms of odd degrees in $F$ in general. Therefore, to construct the characteristic forms corresponding to Pontryagin classes, one should use only $O(k)$ - or $O(k-m, m)$-valued curvature forms $R$. In particular,

$$
\begin{align*}
& p_{1}(R)=-\frac{1}{8 \pi^{2}} \operatorname{Tr} R \wedge R,  \tag{6.7.21}\\
& p_{2}(R)=\left[\frac{1}{32 \pi^{2}} \varepsilon_{a b c d} R^{a b} \wedge R^{c d}\right] . \tag{6.7.22}
\end{align*}
$$

Let us consider the relations between the Pontryagin classes of $O(k)$-bundles and the Chern classes of $U(k)$-bundles. There are the following commutative diagrams of group monomorphisms



The diagram (6.7.23) implies the inclusion

$$
\varphi: S(X, O(k)) \rightarrow S(X, U(k))
$$

and one can show that

$$
\begin{equation*}
p_{i}(E)=(-1)^{i} c_{2 i}(\varphi(E)) \tag{6.7.25}
\end{equation*}
$$

The diagram (6.7.24) yields the inclusion

$$
\rho: S(X, U(k)) \rightarrow S(X, O(2 k))
$$

Then we have

$$
\varphi \rho: S(X, U(k)) \rightarrow S(X, O(2 k)) \rightarrow S(X, U(2 k))
$$

It means that, if $E$ is a $U(k)$-bundle, then $\rho(E)$ is a $O(2 k)$-bundle, while $\varphi \rho(E)$ is a $U(2 k)$-bundle.
Remark 6.7.7. Let $A$ be an element of $U(k)$. The group monomorphisms

$$
U(k) \rightarrow O(2 k) \rightarrow U(2 k)
$$

define the transformation of matrices

$$
A \longrightarrow\binom{\operatorname{Re} A-\operatorname{Im} A}{\operatorname{Im} A \operatorname{Re} A} \longrightarrow\left(\begin{array}{cc}
A & 0  \tag{6.7.26}\\
0 & A^{*}
\end{array}\right)
$$

written relative to complex coordinates $z^{i}$ on the space $\mathbb{C}^{k}$, real coordinates

$$
x^{i}=\operatorname{Re} z^{i}, \quad x^{k+i}=\operatorname{Im} z^{i}
$$

on $\mathbb{R}^{2 k}$ and complex coordinates

$$
z^{i}=x^{i}+i x^{k+i}, \quad z^{k+i}=x^{i}-i x^{k+i}
$$

on the space $\mathbb{C}^{2 k}$, respectively.
A glance at the diagram (6.7.26) shows that the fibre bundle $\varphi \rho(E)$ is the Whitney sum of $E$ and $E^{*}$ and, consequently,

$$
c(\varphi \rho(E))=c(E) c\left(E^{*}\right)
$$

Then combining (6.7.16) and (6.7.25) gives the relation

$$
\begin{gather*}
\sum_{i}(-1)^{i} p_{i}(\rho(E))=c(\varphi \rho(E))=c(E) c\left(E^{*}\right)=  \tag{6.7.27}\\
{\left[\sum_{i} c_{i}(E)\right]\left[\sum_{j}(-1)^{j} c_{j}(E)\right]}
\end{gather*}
$$

between the Chern classes of the $U(k)$-bundle $E$ and the Pontryagin classes of the $O(2 k)$-bundle $\rho(E)$.
Example 6.7.8. By Pontryagin classes $p_{i}(X)$ of a manifold $X$ are meant those of the tangent bundle $T(X)$. Let a manifold $X$ be oriented and $\operatorname{dim} X=2 m$. One says that a manifold $X$ admits an almost complex structure if its structure group $G L(2 m, \mathbb{R})$ is reducible to the image of $G L(m, \mathbb{C})$ in $G L(2 m, \mathbb{R})$. By Chern classes $c_{i}(X)$ of such a manifold $X^{2 m}$ are meant those of the tangent bundle $T(X)$ seen as a $G L(m, \mathbb{C})$-bundle, i.e.,

$$
c_{i}(X)=c_{i}(\rho(T(X)))
$$

Then the formula (6.7.27) provides the relation between Pontryagin and Chern classes of a manifold $X$ admitting an almost complex structure:

$$
\sum_{i}(-1)^{i} p_{i}(X)=\left[\sum_{i} c_{i}(X)\right]\left[\sum_{j}(-1)^{j} c_{j}(X)\right]
$$

In particular, we have

$$
\begin{align*}
& p_{1}(X)=c_{1}^{2}(X)-2 c_{2}(X),  \tag{6.7.28}\\
& p_{2}(X)=c_{2}^{2}(X)-2 c_{1}(X) c_{3}(X)+2 c_{4}(X) .
\end{align*}
$$

If the structure group of a $O(k)$-bundle $E$ is reduced to $S O(k)$, the Euler class $e(E)$ of $E$ can be defined as an element of the Čech cohomology group $H^{k}(X, \mathbb{Z})$ which satisfies the conditions:
(i) $2 e(E)=0$ if $k$ is odd;
(ii) $e\left(f^{*} E\right)=f^{*} e(E)$;
(iii) $e\left(E \oplus E^{\prime}\right)=e(E) e\left(E^{\prime}\right)$;
(iv) $e(E)=c_{1}(E)$ if $k=2$.

The last condition follows from the isomorphism of groups $S O(2)$ and $U(1)$.
Let us consider the relationship between the Euler class and the Pontryagin classes. Let $E$ be a $U(k)$-bundle and $\rho(E)$ the corresponding $S O(2 k)$-bundle. Then, using the splitting principle and the properties (iii), (iv) of the Euler class, we obtain

$$
\begin{gather*}
e(\rho(E))=e\left(\rho\left(L_{1}\right) \oplus \cdots \oplus \rho\left(L_{k}\right)\right)=e\left(\rho\left(L_{1}\right)\right) \cdots e\left(\rho\left(L_{k}\right)\right)=  \tag{6.7.29}\\
c_{1}\left(L_{1}\right) \cdots c_{1}\left(L_{k}\right)=a_{1} \cdots a_{k}=c_{k}(E)
\end{gather*}
$$

At the same time, we deduce from (6.7.27) that

$$
\begin{equation*}
p_{k}(\rho(E))=c_{k}^{2}(E) \tag{6.7.30}
\end{equation*}
$$

Combining (6.7.29) and (6.7.30) gives the desired relation

$$
\begin{equation*}
e(E)=\left[p_{k}(E)\right]^{1 / 2} \tag{6.7.31}
\end{equation*}
$$

for any $S O(2 k)$-bundle.
For instance, let $X$ be a $2 k$-dimensional oriented compact manifold. Its tangent bundle $T X$ has the structure group $S O(2 k)$. Then the integral

$$
e=\int_{X} e(R)
$$

coincides with the Euler characteristic of the compact manifold $X$.
We refer the reader to Remark (12.3.1) below for the notion of a signature of a 4 -dimensional topological manifold and to [157] to that of a $4 k$-dimensional smooth manifold.

Let us also mention the Stiefel-Whitney classes $w_{i} \in H^{i}\left(X, \mathbb{Z}_{2}\right)$ of the tangent bundle $T(X)$. In particular, a manifold $X$ is orientable if and only if $w_{1}=0$. If $X$ admits an almost complex structure, then

$$
w_{2 i+1}=0, \quad w_{2 i}=c_{i} \bmod 2
$$

In contrast to the above mentioned characteristic classes, the Stiefel-Whitney ones are not represented by De Rham cohomology classes of exterior forms.

### 6.8 Appendix. Homotopy, homology and cohomology

For the sake of convenience of the reader, we recall the basic notions of algebraic topology. Dealing below with topological spaces, groups and fibre bundles, one should bear in mind that manifolds have the homotopy type of CW-complexes [85]. An application of algebraic topology to gauge theory is based on the following two mathematical facts.

Proposition 6.8.1. [286]. Let $P \rightarrow X$ be a principal bundle. Let $f_{1}$ and $f_{2}$ be two mappings of a manifold $X^{\prime}$ to $X$. If these mappings are homotopic, the pull-back bundles $f_{1}^{*} P \rightarrow X^{\prime}$ and $f_{2}^{*} P \rightarrow X^{\prime}$ are isomorphic.

Proposition 6.8.2. [157]. The De Rham cohomology groups $H^{*}(X)$ of a paracompact manifold $X$ are isomorphic to the Cech cohomology groups $H^{*}(X, \mathbb{R})$ with coefficients in $\mathbb{R}$ (see Remark 8.3.6 below). This isomorphism enables one to represent characteristic classes of principal bundles as the De Rham cohomology classes of characteristic exterior forms expressed into terms of principal connections (see the next Section).

Let us start from homotopy theory (see, e.g., $[139,305]$ ). Continuous maps $f$ and $f^{\prime}$ of a topological space $X$ to a topological space $X^{\prime}$ are said to be homotopic if there is a continuous map

$$
g:[0,1] \times X \rightarrow X^{\prime}
$$

whose restriction to $\{0\} \times X[\{1\} \times X]$ coincides with $f\left[f^{\prime}\right]$. The set of equivalence classes of homotopic maps $X \rightarrow X^{\prime}$ is denoted by $\pi\left(X, X^{\prime}\right)$. The topological spaces $X$ and $X^{\prime}$ are called homotopically equivalent or simply homotopic if there exist mappings $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X$ such that $g \circ f$ is homotopic to the identity map Id $X$, and $f \circ g$ is homotopic to $\operatorname{Id} X^{\prime}$. In particular, a topological space is called contractible if it is homotopic to any its point. For instance, Euclidean spaces $\mathbb{R}^{k}$ are contractible.

Let $\left(S^{k}, a\right)$ be a $k$-dimensional sphere and $a \in S^{k}$ a point. Let us consider the set of equivalence classes $\pi_{k}(X, b)$ of homotopic maps of $S^{k}$ to a topological space $X$ which send $a$ onto a fixed point $b$ of $X^{\prime}$. If $X$ is pathwise connected, this set does not depend on the choice of $a$ and $b$, and one can talk about the set $\pi_{k}(X)$ of equivalence classes of homotopic maps $S^{k} \rightarrow X$. This set can be provided with a group structure, and is called the $k$ th homotopy group of the topological space $X$, while the first homotopy group $\pi_{1}(X)$ is also known as the fundamental group of $X$. The homotopy groups $\pi_{k>1}(X)$ are always Abelian. By $\pi_{0}(X)$ is denoted the set of connected components of $X$.

A topological space $X$ is said to be $p$-connected if it is pathwise connected and its homotopy groups $\pi_{k \leq p}(X)$ are trivial. A 1-connected space is also called simply connected. A contractible topological space is $p$-connected for any $p \in \mathbb{N}$.

There is the important relation for the homotopy groups of the product of topological spaces:

$$
\pi_{k}\left(X \times X^{\prime}\right)=\pi_{k}(X) \times \pi_{k}\left(X^{\prime}\right)
$$

For more complicated constructions of topological spaces we refer the reader to the Van Kampen theorem [71].

Homotopy groups of topological spaces are homotopic invariants in the sense that they are the same for homotopic topological spaces. Other homotopic invariants are homology and cohomology groups of topological spaces.

Let us recall briefly the basic notions of homology and cohomology of complexes (see, e.g., [41, 204]). A sequence

$$
\begin{equation*}
0 \stackrel{\partial_{0}}{\leftrightarrows} B_{0} \stackrel{\partial_{1}}{\leftrightarrows} B_{2} \stackrel{\partial_{2}}{\leftrightarrows} \cdots \stackrel{\partial_{p}}{\leftrightarrows} B_{p} \stackrel{\partial_{p+1}}{\stackrel{1}{\rightleftarrows}} \cdots \tag{6.8.1}
\end{equation*}
$$

of Abelian groups $B_{p}$ and homomorphisms $\partial_{p}$ is said to be a chain complex if

$$
\partial_{p} \circ \partial_{p+1}=0, \quad \forall p \in \mathbb{N},
$$

i.e., $\operatorname{Im} \partial_{p+1} \subset \operatorname{Ker} \partial_{p}$. Elements of $\operatorname{Im} \partial_{p+1}$ and $\operatorname{Ker} \partial_{p}$ are called $p$-boundaries and $p$-cycles, respectively. The quotient

$$
H_{p}\left(B_{*}\right)=\operatorname{Ker} \partial_{p} / \operatorname{Im} \partial_{p+1}
$$

is called the $p$ th homology group of the chain complex $B_{*}$ (6.8.1). The chain complex (6.8.1) is called exact at an element $B_{p}$ if $H_{p}\left(B_{*}\right)=0 . B_{*}$ is an exact sequence if it is exact at each element.

A sequence

$$
\begin{equation*}
0 \hookrightarrow B^{0} \xrightarrow{\delta^{0}} B^{1} \xrightarrow{\delta^{1}} \cdots \xrightarrow{\delta^{p-1}} B^{p} \xrightarrow{\delta^{p}} \cdots \tag{6.8.2}
\end{equation*}
$$

of Abelian groups $B^{p}$ and homomorphisms $\delta^{p}$ is said to be a cochain complex if

$$
\delta^{p} \circ \delta^{p-1}=0, \quad \forall p \in \mathbb{N}
$$

i.e., $\operatorname{Im} \delta^{p-1} \subset \operatorname{Ker} \delta^{p}$. Elements of $\operatorname{Im} \delta^{p-1}$ and $\operatorname{Ker} \delta^{p}$ are called $p$-coboundaries and $p$-cocycles, respectively.

The $p$ th cohomology group of the cochain complex $B^{*}(6.8 .2)$ is the quotient

$$
H^{p}\left(B^{*}\right)=\operatorname{Ker} \delta^{p} / \operatorname{Im} \delta^{p-1}
$$

Though there are different homology and cohomology theories (see [304] for a survey), one usually refers to:

- the singular homology $H_{*}(X ; \mathcal{K})$ and the singular cohomology $H^{*}(X ; \mathcal{K})$ with coefficients in a numeral ring $\mathcal{K}$,
- the De Rham cohomology $H^{*}(X)$,
- the Cech cohomology with coefficients in a ring $\mathcal{K}$
[70, 92,139$]$. In this Section, we are concerned only with De Rham cohomology. The De Rham complex

$$
\begin{equation*}
0 \hookrightarrow \mathbb{R} \hookrightarrow \mathfrak{D}^{0}(X) \xrightarrow{d} \mathfrak{D}^{1}(X) \xrightarrow{d} \cdots \xrightarrow{d} \mathfrak{D}^{p}(X) \xrightarrow{d} \cdots \tag{6.8.3}
\end{equation*}
$$

of exterior forms on a manifold $X$ is a cochain complex, whose cohomology group $H^{p}(X)$ is called the $p$ th De Rham cohomology group. It is the quotient of the space of closed $p$-forms by the subspace of exact $p$-forms. By $H^{0}(X)$ is meant a vector space whose dimension equals the number of connected components of $X$. It is clear
that $H^{p}(X)=0, p>\operatorname{dim} X$. If $X$ is contractible, $H^{p>0}(X)=0$. Let us also recall the Künneth formula

$$
\begin{equation*}
H^{m}\left(X \times X^{\prime}\right)=\sum_{k+l=m} H^{k}(X) \otimes H^{l}\left(X^{\prime}\right) \tag{6.8.4}
\end{equation*}
$$

for the De Rham cohomology groups of the product $X \times X^{\prime}$. Elements of the De Rham cohomology groups constitute an algebra $H^{*}(X)$ with respect to the cupproduct induced by the exterior product of exterior forms:

$$
\begin{equation*}
[a] \cup[b]=[a \wedge b], \quad a \in[a], \quad b \in[b] . \tag{6.8.5}
\end{equation*}
$$

It is called the De Rham cohomology algebra.
There are the following important relations between homotopy, homology and cohomology groups.
(i) There exists the Hurewicz homomorphism

$$
\begin{equation*}
h_{k}: \pi_{k}(X) \rightarrow H_{k}(X ; \mathbb{Z}) \tag{6.8.6}
\end{equation*}
$$

of homotopy groups $\pi_{k}(X)$ to singular homology groups $H_{k}(X ; \mathbb{Z})$ with coefficients in $\mathbb{Z}$. In particular, the kernel of the homomorphism $h_{1}(6.8 .6)$ is the commutant of the group $\pi_{1}(X)$ which is generated by elements $a^{-1} b^{-1} a b \in \pi_{1}(X)$. If the homotopy group $\pi_{1}(X)$ is commutative, it is isomorphic to the homology group $H_{1}(X ; \mathbb{Z})$. If $\pi_{i}(X)=0$ for all $i<k$, then the homomorphism $h_{k}$ is an isomorphism, while $h_{k+1}$ is an epimorphism.
(ii) There is the isomorphism

$$
\begin{equation*}
H_{k}(X ; \mathbb{R})=H_{k}(X ; \mathbb{Z}) \otimes \mathbb{R}, \tag{6.8.7}
\end{equation*}
$$

where by $\otimes$ is meant the tensor product of Abelian groups. One can show that, if $G$ is a finite Abelian group, then $G \otimes \mathbb{R}=0$. It follows that a homology group $H_{k}(X ; \mathbb{R})$ has no a finite subgroup. The isomorphism (6.8.7) defines the homomorphism

$$
\begin{equation*}
H_{k}(X ; \mathbb{Z}) \rightarrow H_{k}(X ; \mathbb{R}) . \tag{6.8.8}
\end{equation*}
$$

(iii) The singular homology $H_{*}(X ; \mathcal{K})$ and the singular cohomology $H^{*}(X ; \mathcal{K})$ make up a dual pair where elements of $H^{k}(X ; \mathcal{K})$ are $\mathcal{K}$-valued characters (linear forms) on the group $H_{k}(X ; \mathcal{K})$.
(iv) For paracompact and second countable manifolds which we deal with in field theory, the singular cohomology groups $H^{*}(X ; \mathbb{R})$, the De Rham cohomology groups
$H^{*}(X)$ and the Čech cohomology groups with coefficients in $\mathbb{R}$ (see Appendix 6.9) coincide with each other [85, 157].
(v) In accordance with the De Rham duality theorem, there is the bilinear form

$$
\begin{equation*}
\langle\mid\rangle: H^{p}(X) \otimes H_{p}(X, \mathbb{R}) \rightarrow \mathbb{R} \tag{6.8.9}
\end{equation*}
$$

given by the integration

$$
\begin{equation*}
\left\langle\sigma^{p} \mid c_{p}\right\rangle=\int_{c_{p}} \sigma^{p} \tag{6.8.10}
\end{equation*}
$$

where $\sigma^{p}$ are closed $p$-forms on $X$ and $c_{p}$ are $p$-cycles in $X$. By virtue of the Stokes theorem, the integral (6.8.10) depends only on the cohomology class of $\sigma^{p}$ and the homology class of $c_{p}$. As a consequence the De Rham cohomology group $H^{p}(X)$ and the singular homology group $H_{p}(X, \mathbb{R})$ are isomorphic as vector spaces.
(vi) Let $X$ be a compact oriented manifold. We have the bilinear form

$$
\begin{align*}
& (,): H^{p}(X) \otimes H^{n-p}(X) \rightarrow \mathbb{R}, \\
& \left(\sigma^{p}, \sigma^{n-p}\right)=\int_{X} \sigma^{p} \wedge \sigma^{n-p} . \tag{6.8.11}
\end{align*}
$$

This bilinear form defines the Poincaré duality isomorphisms of vector spaces

$$
H^{p}(X)=H^{n-p}(X), \quad H^{p}(X)=H_{n-p}(X ; \mathbb{R}), \quad H_{p}(X ; \mathbb{R})=H^{n-p}(X ; \mathbb{R})
$$

## Relative homology and cohomology

Let $Y$ be a topological space and $X$ its subspace. Then the group $B_{k}(X)$ of singular chains in $X$ belongs to the group $B_{k}(Y)$ of singular chains in $X$. The quotient

$$
B_{k}(Y, X)=B_{k}(Y) / B_{k}(X)
$$

is called the group of relative $k$-chains [92]. Its elements $\tilde{b}_{k}$ are singular $k$-chains $b_{k}$ in $Y$ modulo singular $k$-chains in $X$. The boundary operator

$$
\partial: B_{k}(Y) \rightarrow B_{k-1}(Y)
$$

yields the boundary operator

$$
\partial: B_{k}(Y, X) \rightarrow B_{k-1}(Y, X)
$$

on relative chains. By a relative cycle $\tilde{b}_{k}$ is meant a class of singular $k$-chains $b_{k}$ in $Y$ such that $\partial b_{k} \subset X$, i.e. $\partial \widetilde{b}_{k}=0$. Accordingly, a relative boundary $\widetilde{b}_{k}=\partial \widetilde{b}_{k+1}$ is defined as a singular $k$-boundary $b_{k}=\partial b_{k+1}$ in $Y$ modulo $k$-chains in $X$. The quotient of the group of relative $k$-cycles by the group of relative $k$-boundaries is called the $k$ th relative homology group $H_{k}(Y, X)$. We have the exact sequence

$$
\begin{equation*}
\cdots \rightarrow H_{k}(X) \rightarrow H_{k}(Y) \rightarrow H_{k}(Y, X) \rightarrow H_{k-1}(X) \rightarrow \cdots . \tag{6.8.12}
\end{equation*}
$$

Example 6.8.1. If $Y$ is a contractible space, $H_{k}(Y)=0, k>0$. Then the exact sequence (6.8.12) reduces to the short exact sequences

$$
0 \rightarrow H_{k+1}(Y, X) \rightarrow H_{k}(X) \rightarrow 0, \quad k>0 .
$$

It follows that

$$
\begin{equation*}
H_{k+1}(Y, X)=H_{k}(X), \quad k>0 \tag{6.8.13}
\end{equation*}
$$

Similarly, relative cohomology groups are introduced. Let $X$ be a submanifold of a manifold $Y$. Let us consider the homomorphism $\mathfrak{O}^{k}(Y) \rightarrow \mathfrak{O}^{k}(X)$ which restricts $k$-forms on $Y$ to $k$-forms on $X$. Its kernel is called the group of relative $k$-cochains $\mathfrak{D}^{k}(Y, X)$ of the pair $(Y, X)$. Elements $\tilde{\sigma}^{k}$ of this group can be represented by $k$ forms $\sigma^{k}$ on $Y$ which vanish on $X \subset Y$. Therefore, the exterior differential $d$ acts on relative cochains $\tilde{\sigma}^{k}$ in an ordinary way. Accordingly, the relative cocycles $\tilde{\sigma}^{k}$ such that $d \widetilde{\sigma}^{k}=0$ and the relative coboundaries $\tilde{\sigma}^{k}=d \tilde{\sigma}^{k-1}$ are introduced. It is readily observed that a relative cocycle is a closed form, while a relative cocycle which is an exact form $\tilde{\sigma}^{k}=d \sigma^{k-1}$ on $Y$ fails to be a relative coboundary in general since $\sigma^{k-1}$ does not necessarily vanish on $X$. The quotient of the additive group of relative $k$-cocycles by the additive group of relative $k$-coboundaries is called the $k$ th relative cohomology group $H^{k}(Y, X)$. There is the exact sequence

$$
\begin{equation*}
\ldots H^{k}(Y, X) \rightarrow H^{k}(Y) \rightarrow H^{k}(X) \rightarrow H^{k+1}(Y, X) \rightarrow \cdots \tag{6.8.14}
\end{equation*}
$$

Example 6.8.2. If $Y$ is a contractible manifold, $H^{k}(Y)=0, k>0$. Then the exact sequence (6.8.14) reduces to the short exact sequences

$$
0 \rightarrow H^{k}(X) \rightarrow H^{k+1}(Y, X) \rightarrow 0, \quad k>0
$$

It follows that

$$
\begin{equation*}
H^{k+1}(Y, X)=H^{k}(X), \quad k>0 \tag{6.8.15}
\end{equation*}
$$

### 6.9 Appendix. Čech cohomology

Recall briefly the notion of Čech cohomology [85, 157]. Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be an open covering of a paracompact topological space $X$. Let us consider functions $\phi$ which associate an element of an Abelian group $K$ to each ( $p+1$ )-tuple ( $i_{0}, \ldots, i_{p}$ ) of indices in $I$ such that $U_{i_{0}} \cap \cdots \cap U_{i_{p}} \neq \emptyset$. One can think of $\phi$ as being constant $K$-valued functions on the set $U_{i_{0}} \cap \cdots \cap U_{i_{p}}$. These functions form an Abelian group $B^{p}(\mathfrak{U}, K)$. Let us consider the cochain morphism

$$
\begin{aligned}
& \delta^{p}: B^{p}(\mathfrak{U}, K) \rightarrow B^{p+1}(\mathfrak{U}, K), \\
& \left(\delta^{p} \phi\right)\left(i_{0}, \ldots, i_{p+1}\right)=\sum_{k=0}^{p+1}(-1)^{k} \phi\left(i_{0}, \ldots, \hat{i}_{k}, \ldots i_{p+1}\right),
\end{aligned}
$$

where $\hat{i}_{k}$ means that the index $i_{k}$ is omitted. One can check that

$$
\delta^{p+1} \circ \delta^{p}=0 .
$$

Hence, we have the cochain complex

$$
\cdots \longrightarrow B^{p}(\mathfrak{U}, K) \xrightarrow{\delta^{p}} B^{p+1}(\mathfrak{U}, K) \longrightarrow \cdots,
$$

and its cohomology groups

$$
\begin{equation*}
H^{p}(\mathfrak{U} ; K)=\operatorname{Ker} \delta^{p} / \operatorname{Im} \delta^{p-1} \tag{6.9.1}
\end{equation*}
$$

can be defined.
Example 6.9.1. For instance,

$$
\begin{aligned}
& \left(\delta^{0} \phi\right)\left(i_{0}, i_{1}\right)=\phi\left(i_{1}\right)-\phi\left(i_{0}\right), \\
& \left(\delta^{1} \phi\right)\left(i_{0}, i_{1}, i_{2}\right)=\phi\left(i_{1}, i_{2}\right)-\phi\left(i_{0}, i_{2}\right)+\phi\left(i_{0}, i_{1}\right) .
\end{aligned}
$$

The cohomology group $H^{1}(\mathfrak{U} ; K)$ (6.9.1) consists of the class of functions $\phi\left(i_{k}, i_{j}\right)$ which satisfies the cocycle condition

$$
\begin{equation*}
\phi\left(i_{k}, i_{j}\right)-\phi\left(i_{p}, i_{j}\right)+\phi\left(i_{p}, i_{k}\right)=0, \tag{6.9.2}
\end{equation*}
$$

module functions $\phi\left(i_{k}, i_{j}\right)=\phi\left(i_{k}\right)-\phi\left(i_{j}\right)$.
Of course, the cohomology groups (6.9.1) depend on an open covering $\mathfrak{U}$ of the topological space $X$. Let $\mathfrak{U}^{\prime}$ be a refinement of the covering $\mathfrak{U}$. Then there exists a homomorphism

$$
H^{p}(\mathfrak{U} ; K) \rightarrow H^{p}\left(\mathfrak{U}^{\prime} ; K\right) .
$$

One can take the direct limit of the groups $H^{p}(\mathfrak{U}, K)$ with respect to these homomorphisms, where $\mathfrak{U}$ runs through all open coverings of $X$ [157]. This limit is the pth Čech cohomology group $H^{p}(X ; K)$ of $X$ with coefficients in $K$. By definition, $H^{0}(X ; K)=K$.

Remark 6.9.2. Čech cohomology groups introduced above are particular cohomology groups with coefficients in a sheaf, namely, in the sheaf of locally constant $K$ valued functions or simply in the constant sheaf $K$ (see Example 8.3.1 below). Here we consider again a particular case of such cohomology groups when $\phi\left(i_{0}, \ldots, i_{p}\right)$ are local continuous functions $\phi_{i_{0}, \ldots, i_{p}}$ on $U_{i_{0}} \cap \cdots \cap U_{i_{p}}$ with values in an Abelian group $K$. Let us write the group operation in $K$ in a multiplicative form. One says that the set of functions $\left\{\left(U_{i} \cap U_{j} ; \phi_{i j}\right)\right\}$ is a cocycle if these functions obey the cocycle condition (6.9.2), i.e.,

$$
\begin{equation*}
\left.\phi_{i j} \phi_{j k}\right|_{U_{i} \cap U_{j} \cap U_{k}}=\left.\phi_{i k}\right|_{U_{i} \cap U_{j} \cap U_{k}} . \tag{6.9.3}
\end{equation*}
$$

In particular, $f_{i i}=1$ and $f_{i j}=f_{j i}^{-1}$. Two cocycles $\left\{\phi_{i j}\right\}$ and $\left\{\phi_{i j}^{\prime}\right\}$ are said to be equivalent if there exists a set of $K$-valued functions $\left\{U_{i} ; f_{i}\right\}$ such that

$$
\begin{equation*}
\phi_{i j}^{\prime}=f_{i} \phi_{i j} f_{j}^{-1} \tag{6.9.4}
\end{equation*}
$$

Then the set of equivalent cocycles on an open covering $\mathfrak{U}$ of a paracompact topological space $X$ constitute a cohomology group $H^{1}\left(\mathfrak{U} ; K_{0}\right)$. The direct limit $H^{1}\left(X ; K_{0}\right)$ of the groups $H^{1}\left(\mathfrak{U}, K_{0}\right)$, where $\mathfrak{U}$ runs all open coverings of $X$ is said to be the first cohomology group with coefficients in the sheaf $K_{0}$ of continuous $K$-valued functions on $X$. Similarly, the higher cohomology groups with coefficients in the sheaf $K_{0}$ are introduced.

Note that, given an arbitrary group $G$, the first cohomology set $H^{1}\left(X ; G_{0}\right)$ with coefficients in the sheaf of continuous $G$-valued functions can be defined in the same manner [157]. This set fails to be a group, unless $G$ is Abelian. If $G$ is a Lie group, one can consider the cohomology set $H^{1}\left(X ; G_{\infty}\right)$ with coefficients in the sheaf $G_{\infty}$ of smooth $G$-valued functions on $X$.

Proposition 6.9.1. [157]. There is a bijection $H^{1}\left(X ; G_{\infty}\right) \rightarrow H^{1}\left(X ; G_{0}\right)$.
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## Chapter 7

## Space-time connections

The geometry of gravitation theory is a geometry of the tangent bundle $T X$ of a world manifold $X$ and associated fibre bundles. The connections which one deals with in gravitation theory are linear and affine connections on the tangent bundle $T X$, spinor connections, the associated principal connections on the fibre bundle $L X$ of linear frames in $T X$ and some others. They are not necessarily expressed into a pseudo-Riemannian metric on $X$, and play the role of independent dynamic variables in metric-affine and gauge gravitation theories.

### 7.1 Linear world connections

In the absence of fermion fields, gravitation theory is formulated on fibre bundles $T \rightarrow X$, called natural bundles, which admit the canonical lift of any diffeomorphism of its base $X$. The reader is referred to [179] for a detailed exposition of the category of natural bundles. Tensor bundles (1.1.12) exemplify natural bundles.

Throughout this Chapter, by $X$ is meant a 4 -dimensional orientable manifold, called a world manifold. Let an orientation of $X$ be chosen. Unless otherwise stated, a coordinate atlas $\Psi_{X}$ of $X$ and the corresponding holonomic bundle atlas $\Psi$ (1.1.11) of the tangent bundle $T X$ is assumed to be fixed.

The tangent bundle $T X$ of a world manifold $X$ has the structure group

$$
G L_{4}=G L^{+}(4, \mathbb{R})
$$

It is associated with the $G L_{4}$-principal bundle

$$
\pi_{L X}: L X \rightarrow X
$$

of oriented linear frames in the tangent spaces to a world manifold $X$. For the sake of brevity, we will call $L X$ the frame bundle. Its (local) sections are termed frame fields. Given holonomic frames $\left\{\partial_{\mu}\right\}$ in the tangent bundle $T X$ associated with the holonomic atlas (1.1.11), every element $\left\{H_{a}\right\}$ of the frame bundle $L X$ takes the form $H_{a}=H_{a}^{\mu} \partial_{\mu}$, where $H_{a}^{\mu}$ is a matrix element of the natural representation of the group $G L_{4}$. These matrix elements constitute the bundle coordinates

$$
\left(x^{\lambda}, H_{a}^{\mu}\right), \quad H_{a}^{\prime \mu}=\frac{\partial x^{\prime \mu}}{\partial x^{\lambda}} H_{a}^{\lambda},
$$

on $L X$. In these coordinates, the canonical action (6.1.1) of $G L_{4}$ on $L X$ reads

$$
R_{g}: H_{a}^{\mu} \mapsto H_{b}^{\mu} g_{a}^{b}, \quad g \in G L_{4} .
$$

The frame bundle $L X$ is equipped with the canonical $\mathbb{R}^{4}$-valued 1-form

$$
\begin{equation*}
\theta_{L X}=H_{\mu}^{a} d x^{\mu} \otimes t_{a}, \tag{7.1.1}
\end{equation*}
$$

where $\left\{t_{a}\right\}$ is a fixed basis for $\mathbb{R}^{4}$ and $H_{\mu}^{a}$ is the inverse matrix of $H_{a}^{\mu}$.
The frame bundle $L X \rightarrow X$ belongs to the category of natural bundles. Every diffeomorphism $f$ of $X$ gives rise canonically to the general principal automorphism

$$
\begin{equation*}
\tilde{f}:\left(x^{\lambda}, H_{a}^{\lambda}\right) \mapsto\left(f^{\lambda}(x), \partial_{\mu} f^{\lambda} H_{a}^{\mu}\right) \tag{7.1.2}
\end{equation*}
$$

of $L X$ and, consequently, to the corresponding automorphisms (6.3.2) of the associated bundles $T$. These automorphisms are called general covariant transformations or holonomic automorphisms. In particular, if $T=T X$ is the tangent bundle, $\tilde{f}=T f$ is the familiar tangent map to the diffeomorphism $f$. We will denote the group of holonomic automorphisms by $\operatorname{HOL}(X) \subset \operatorname{AUT}(L X)$. This is isomorphic to $\operatorname{Diff}(X)$. Note that the gauge group $\operatorname{Gau}(L X) \subset \operatorname{AUT}(L X)$ of vertical automorphisms of $L X$ does not contain any holonomic automorphism, except the identity morphism.
Remark 7.1.1. By this reason, gauge gravitation theory cannot follow gauge theory of internal symmetries in a straightforward manner [161, 263].

The lift (7.1.2) leads to the canonical lift $\tilde{\tau}$ of every vector field $\tau$ on $X$ onto the principal bundle $L X$ and the associated fibre bundles. The canonical lift of $\tau$ onto $L X$ is defined by the relation

$$
\mathbf{L}_{\tilde{\tau}} \theta_{L X}=0 .
$$

The corresponding canonical lift $\tilde{\tau}$ on a tensor bundle $T$ (1.1.12) is given by the expression (1.2.2). Let us introduce the collective index $A$ for the tensor bundle coordinates

$$
\begin{equation*}
y^{A}=\dot{x}_{\beta_{1} \ldots \beta_{k}}^{\alpha_{1} \cdots \alpha_{m}} \tag{7.1.3}
\end{equation*}
$$

In this notation, the canonical lift $\tilde{\tau}(1.2 .2)$ onto $T$ of a vector field $\tau$ on $X$ reads

$$
\begin{equation*}
\widetilde{\tau}=\tau^{\lambda} \partial_{\lambda}+u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha} \partial_{A} \tag{7.1.4}
\end{equation*}
$$

The expression (7.1.4) is the general form of the canonical lift of a vector field $\tau$ on $X$ onto a natural bundle $T$, when this lift depends only on the first partial derivatives of the components of $\tau$. One can think of such a canonical lift as being the generator of a local 1-parameter group of general covariant transformations of a natural bundle $T$.

Since the tangent bundle $T X$ is associated with the frame bundle $L X$, every world connection $K(2.4 .7)$ on a world manifold $X$ is associated with a principal connection on $L X$ whose connection form $\bar{K}(6.1 .15)$ reads

$$
\begin{equation*}
\bar{K}=H_{\nu}^{b}\left(d H_{a}^{\nu}-K_{\beta}^{\nu}{ }_{\alpha} H_{a}^{\alpha} d x^{\beta}\right) \otimes \epsilon_{b}^{a} \tag{7.1.5}
\end{equation*}
$$

where $\epsilon_{b}^{a}$ are the basis elements of the left Lie algebra $\operatorname{gl}(4, \mathbb{R})$. It follows that there is one-to-one correspondence between the world connections and the sections of the quotient fibre bundle

$$
\begin{equation*}
C_{K}=J^{1} L X / G L_{4} \tag{7.1.6}
\end{equation*}
$$

called the bundle of world connections.
With respect to the holonomic frames in $T X$, the fibre bundle $C_{K}$ (7.1.6) is provided with the coordinates $\left(x^{\lambda}, k_{\lambda}{ }^{\nu}{ }_{\alpha}\right)$ so that, for any section $K$ of $C_{K} \rightarrow X$,

$$
k_{\lambda}{ }^{\nu}{ }_{\alpha} \circ K=K_{\lambda}{ }^{\nu}{ }_{\alpha}
$$

are the coefficients of the world connection $K$ (2.4.7).
Though the bundle of world connections $C_{K} \rightarrow X$ (7.1.6) is not a $L X$-associated bundle, it is a natural bundle, and admits the canonical lift

$$
\tilde{f}_{C}: J^{1} L X / G L_{4} \rightarrow J^{1} \tilde{f}\left(J^{1} L X\right) / G L_{4}
$$

of any diffeomorphism $f$ of $X$ and, consequently, the canonical lift

$$
\begin{equation*}
\tilde{\tau}=\tau^{\mu} \partial_{\mu}+\left[\partial_{\nu} \tau^{\alpha} k_{\mu}{ }^{\nu}{ }_{\beta}-\partial_{\beta} \tau^{\nu} k_{\mu}{ }^{\alpha}{ }_{\nu}-\partial_{\mu} \tau^{\nu} k_{\nu}{ }^{\alpha}{ }_{\beta}+\partial_{\mu \beta} \tau^{\alpha}\right] \frac{\partial}{\partial k_{\mu}{ }^{\alpha}{ }_{\beta}} \tag{7.1.7}
\end{equation*}
$$

of any vector field $\tau$ on $X$.
The jet manifold $J^{1} C_{K}$ has the canonical splitting (6.2.21). We will denote the corresponding 2 -form $\mathcal{F}$ by $R$. It has the coordinate expression

$$
\begin{equation*}
R_{\lambda \mu}{ }^{\alpha}{ }_{\beta}=k_{\lambda \mu}{ }^{\alpha}{ }_{\beta}-k_{\mu \lambda}{ }^{\alpha}{ }_{\beta}+k_{\mu}{ }^{\alpha}{ }_{\varepsilon} k_{\lambda}{ }^{\varepsilon}{ }_{\beta}-k_{\lambda}{ }^{\alpha}{ }_{\varepsilon}{ }{ }_{\mu}{ }^{\varepsilon}{ }_{\beta} . \tag{7.1.8}
\end{equation*}
$$

It is readily observed that, if $K$ is a section of $C_{K} \rightarrow X$, then $R \circ J^{1} K$ is the curvature (2.4.9) of the world connection $K$.

Recall that the torsion of a world connection is said to be the vertical-valued 2form $T$ (2.4.10) on $T X$. Due to the canonical vertical splitting (1.2.34), the torsion (2.4.10) defines the tangent-valued 2 -form (2.4.11) on $X$ and the soldering form

$$
\begin{equation*}
T=T_{\mu}^{\nu}{ }_{\lambda} \dot{x}^{\lambda} d x^{\mu} \otimes \dot{\partial}_{\nu} \tag{7.1.9}
\end{equation*}
$$

on $T X$. It is clear that, given a world connection $K(2.4 .7)$ and its torsion form $T$ (7.1.9), the sum $K+\lambda T, \lambda \in \mathbb{R}$, is a world connection. In particular, every world connection $K$ defines a unique symmetric world connection

$$
\begin{equation*}
K^{\prime}=K-\frac{1}{2} T . \tag{7.1.10}
\end{equation*}
$$

This is a corollary of a more general result. If $K$ and $K^{\prime}$ are world connections, so is $\lambda K+(1-\lambda) K^{\prime}$.

Remark 7.1.2. Note that, a world connection $K$ is both torsionless and curvaturefree if and only if there exists a holonomic atlas of constant local trivializations for $K$, i.e., all components $K_{\mu}{ }^{\prime}{ }_{\lambda}$ of $K$ vanish with respect to this atlas.

Every world connection $K$ yields the horizontal lift

$$
\begin{equation*}
K \tau=\tau^{\lambda}\left(\partial_{\lambda}+K_{\lambda}{ }^{\beta}{ }_{\alpha} \dot{x}^{\alpha} \dot{\partial}_{\beta}\right) \tag{7.1.11}
\end{equation*}
$$

of a vector field $\tau$ on $X$ onto $T X$ and the associated bundles. One can think of this lift as being the generator of a local 1-parameter group of non-holonomic automorphisms of these bundles. Note that, in the pioneer gauge gravitation models,
the canonical lift (1.2.3) and the horizontal lift (7.1.11) were treated as generators of the gauge group of translations (see [149, 161] and references therein).
Remark 7.1.3. We refer the reader to [203] for some other lifts onto $T X$ of vector fields on $X$, which are combinations of the horizontal lift (7.1.11) and the vertical lift (1.2.8).

The horizontal lift of a vector field $\tau$ on $X$ onto the frame bundle $L X$ by means of a world connection $K$ reads

$$
\begin{equation*}
K \tau=\tau^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}{ }_{\alpha} H_{a}^{\alpha} \frac{\partial}{\partial H_{a}^{\nu}}\right) \tag{7.1.12}
\end{equation*}
$$

A horizontal vector field $u$ on the frame bundle $L X$ is called standard if the morphism

$$
u\rfloor \theta_{L X}: L X \rightarrow \mathbb{R}^{4}
$$

is constant on $L X$. It is readily observed that every standard horizontal vector field on $L X$ takes the form

$$
\begin{equation*}
u_{v}=H_{b}^{\lambda} v^{b}\left(\partial_{\lambda}+K_{\lambda}^{\nu}{ }_{\alpha} H_{a}^{\alpha} \frac{\partial}{\partial H_{a}^{\nu}}\right) \tag{7.1.13}
\end{equation*}
$$

where $v=v^{b} t_{b} \in \mathbb{R}^{4}$. A glance at this expression shows that a standard horizontal vector field is not projectable.
Remark 7.1.4. A world connection $K$ defines a parallelization of the frame bundle $L X$ [66]. Standard horizontal vector fields $u_{t_{a}}$ (7.1.13) and fundamental vector fields $\alpha^{-1}\left(\epsilon_{b}^{a}\right)$ form a basis of the tangent space $T_{p} L X$ at any point $p \in L X$.

Since $T X$ is an $L X$-associated fibre bundle, we have the canonical morphism

$$
\begin{aligned}
& L X \times \mathbb{R}^{4} \rightarrow T X \\
& \left(H_{a}^{\mu}, v^{a}\right) \mapsto \dot{x}^{\mu}=H_{a}^{\mu} v^{a}
\end{aligned}
$$

The tangent map to this morphism sends every standard horizontal vector field (7.1.13) on $L X$ to the horizontal vector field

$$
\begin{equation*}
u=\dot{x}^{\lambda}\left(\partial_{\lambda}+K_{\lambda}{ }_{\alpha} \dot{x}^{\alpha} \dot{\partial}_{\nu}\right) \tag{7.1.14}
\end{equation*}
$$

on the tangent bundle $T X$. This is a holonomic vector field (see Definition 5.2.1). Then the vector field (7.1.14) defines the second order dynamic equation (5.2.2)

$$
\begin{equation*}
\ddot{x}^{\nu}=K_{\lambda}{ }^{\nu}{ }_{\alpha} \dot{x}^{\lambda} \dot{x}^{\alpha} \tag{7.1.15}
\end{equation*}
$$

on $X$ which is the geodesic equation (5.2.4) with respect to the world connection $K$. Solutions of the geodesic equation (7.1.15) (i.e., the geodesic lines of the connection $K$ ) are the projection of integral curves of the vector field (7.1.14) onto $X$. Moreover, there is the following theorem [177].

Theorem 7.1.1. The projection of an integral curve of any standard horizontal vector field (7.1.13) on $L X$ onto $X$ is a geodesic in $X$. Conversely, any geodesic in $X$ can be built in this way.

A world connection $K$ on a manifold $X$ is said to be complete if the holonomic horizontal vector field (7.1.14) on the tangent bundle $T X$ is complete. It takes place if and only if any standard horizontal vector field (7.1.13) on the frame bundle $L X$ is complete.

It is readily observed that, if world connections $K$ and $K^{\prime}$ differ from each other only in the torsion, they define the same holonomic vector field (7.1.14) and the same geodesic equation (7.1.15).

### 7.2 Lorentz connections

Gravitation theory is the theory with different types of symmetry breaking. We refer the reader, e.g., to $[66,131]$ for the general theory of reduced structures on the frame bundle $L X$. This Section is devoted to the reduced Lorentz structures and the Lorentz connections compatible with these structures.

The geometric formulation of the equivalence principle requires that the structure group $G L_{4}$ of the frame bundle $L X$ over a world manifold $X$ must be reducible to the Lorentz group $S O(1,3)$, while the condition of existence of fermion fields implies that $G L_{4}$ is reducible to the proper Lorentz group $\mathrm{L}=S O^{0}(1,3)$ [161, 263]. Recall that L is homeomorphic to $\mathbf{R P}^{3} \times \mathbb{R}^{3}$, where $\mathbf{R P}^{\mathbf{3}}$ is a real 3-dimensional projective space.

Unless otherwise stated, by a Lorentz structure we will mean a reduced Lprincipal subbundle $L^{h} X$, called the Lorentz subbundle, of the frame bundle $L X$.
Remark 7.2.1. There is the topological obstruction for a reduced Lorentz structure to exist on a world manifold $X$. All non-compact manifolds and compact manifolds whose Euler characteristic equals zero admit a reduced $S O(1,3)$-structure and, as a consequence, a pseudo-Riemannian metric [83]. A reduced L -structure exists if $X$
is additionally time-orientable. In gravitational models some conditions of causality should be also satisfied (see [147]). A compact space-time does not possess this property. At the same time, a non-compact world manifold $X$ has a spin structure if and only if it is parallelizable (i.e., the tangent bundle $T X \rightarrow X$ is trivial) [119, 306]. It should be noted that also paracompactness of manifolds has a physical reason. A manifold is paracompact if and only if it admits a Riemannian structure [177].

From now on, we will assume that a Lorentz structure on a world manifold exists. Then one can show that different Lorentz subbundles $L^{h} X$ and $L^{h^{\prime}} X$ of the frame bundle $L X$ are equivalent as L -principal bundles [154]. It means that there exists a vertical automorphism of the frame bundle $L X$ which sends isomorphically $L^{h} X$ onto $L^{h^{\prime}} X$ (see Proposition 6.5.4).

By virtue of Theorem 6.5.2, there is one-to-one correspondence between the Lprincipal subbundles $L^{h} X$ of the frame bundle $L X$ and the global sections $h$ of the quotient fibre bundle

$$
\begin{equation*}
\Sigma_{\mathrm{T}}=L X / \mathrm{L} \tag{7.2.1}
\end{equation*}
$$

called the tetrad bundle. This is an $L X$-associated fibre bundle with the typical fibre $G L_{4} / \mathrm{L}$, homeomorphic to $S^{3} \times \mathbb{R}^{7}$. Its global sections are called the tetrad fields.

The fibre bundle (7.2.1) is the two-fold covering of the metric bundle

$$
\begin{equation*}
\Sigma_{\mathrm{PR}}=L X / S O(1,3), \tag{7.2.2}
\end{equation*}
$$

whose typical fibre is homeomorphic to the topological space $\mathbf{R P}^{3} \times \mathbb{R}^{7}$, and whose global sections are pseudo-Riemannian metrics $g$ on $X$. In particular, every tetrad field $h$ defines uniquely a pseudo-Riemannian metric $g$. For the sake of simplicity, we will often identify the metric bundle with an open subbundle of the tensor bundle

$$
\Sigma_{\mathrm{PR}} \subset \vee^{2} T X
$$

Therefore, we can equip $\Sigma_{\mathrm{PR}}$ with the coordinates ( $x^{\lambda}, \sigma^{\mu \nu}$ ).
Remark 7.2.2. In General Relativity, a pseudo-Riemannian metric (a tetrad field) describes a gravitational field. Then, following the general scheme of gauge theory, we can treat a gravitational field as a Higgs field associated with a Lorentz structure [161, 263].

Every tetrad field $h$ defines an associated Lorentz atlas $\Psi^{h}=\left\{\left(U_{\zeta}, z_{\zeta}^{h}\right)\right\}$ of the frame bundle $L X$ such that the corresponding local sections $z_{\zeta}^{h}$ of $L X$ take their values into the Lorentz subbundle $L^{h} X$. In accordance with Theorem (6.5.1) the transition functions of the Lorentz atlases of the frame bundle $L X$ and associated bundles are L-valued.

Given a Lorentz atlas $\Psi^{h}$, the pull-back

$$
\begin{equation*}
h^{a} \otimes t_{a}=z_{\zeta}^{h *} \theta_{L X}=h_{\lambda}^{a} d x^{\lambda} \otimes t_{a} \tag{7.2.3}
\end{equation*}
$$

of the canonical form $\theta_{L X}$ (7.1.1) by a local section $z_{\zeta}^{h}$ is said to be a (local) tetrad form. The tetrad form (7.2.3) determines the tetrad coframes

$$
\begin{equation*}
h^{a}=h_{\mu}^{a}(x) d x^{\mu}, \quad x \in U_{\zeta}, \tag{7.2.4}
\end{equation*}
$$

in the cotangent bundle $T^{*} X$. These coframes are associated with the Lorentz atlas $\Psi^{h}$. The coefficients $h_{\mu}^{a}$ of the tetrad form and the inverse matrix elements

$$
\begin{equation*}
h_{a}^{\mu}=H_{a}^{\mu} \circ z_{\xi}^{h} \tag{7.2.5}
\end{equation*}
$$

are called the tetrad functions. Given a Lorentz atlas $\Psi^{h}$, the tetrad field $h$ can be represented by the family of tetrad functions $\left\{h_{a}^{\mu}\right\}$. We have the well-known relation

$$
\begin{equation*}
g=\eta_{a b} h^{a} \otimes h^{b}, \quad g_{\mu \nu}=h_{\mu}^{a} h_{\nu}^{b} \eta^{a b}, \tag{7.2.6}
\end{equation*}
$$

between the tetrad functions and the metric functions of the corresponding pseudoRiemannian metric $g: X \rightarrow \Sigma_{\mathrm{PR}}$. A glance at the expressions (7.2.6) shows that this pseudo-Riemannian metric $g$ has the Minkowski metric functions with respect to any Lorentz atlas $\Psi^{h}$.

In particular, given the Minkowski space $M=\mathbb{R}_{4}$ equipped with the Minkowski metric $\eta$, let us consider the $L^{h} X$-associated fibre bundle of Minkowski spaces

$$
\begin{equation*}
M^{h} X=\left(L^{h} X \times M\right) / L \tag{7.2.7}
\end{equation*}
$$

By virtue of Proposition 6.5.6, the fibre bundle $M^{h} X(7.2 .7)$ is isomorphic to the cotangent bundle

$$
\begin{equation*}
T^{*} X=\left(L X \times \mathbb{R}_{4}\right) / G L_{4}=\left(L^{h} X \times M\right) / L=M^{h} X \tag{7.2.8}
\end{equation*}
$$

Given the isomorphism (7.2.8), we say that the cotangent bundle $T^{*} X$ is provided with a Minkowski structure. Note that different Minkowski structures $M^{h} X$ and $M^{h^{\prime}} X$ on $T^{*} X$ are not equivalent.

If the frame bundle $L X$ over a world manifold admits a Lorentz subbundle $L^{h} X$, its structure group L is always reducible to the maximal compact subgroup $S O(3)$. It means that there exists an $S O(3)$-principal subbundle $L_{0}^{h} X \subset L^{h} X \subset L X$, called a space-time structure. The corresponding global section of the quotient fibre bundle $L^{h} X / S O(3) \rightarrow X$ with the typical fibre $\mathbb{R}^{3}$ is a 3 -dimensional spatial distribution $F X \subset T X$ on $X$. Its generating 1 -form written relative to a Lorentz atlas is the global tetrad form $h^{0}$ [263]. We have the corresponding space-time decomposition

$$
\begin{equation*}
T X=F X \oplus N F, \tag{7.2.9}
\end{equation*}
$$

where $N F$ is the 1-dimensional fibre bundle defined by the time-like vector field $h_{0}=$ $h_{0}^{\mu} \partial_{\mu}$. In particular, if the generating form $h^{0}$ is exact, the space-time decomposition (7.2.9) obeys Hawking's condition of stable causality [147].

There is the commutative diagram

of the reduction of structure groups of the frame bundle $L X$ in gravitation theory [263]. This diagram leads us to the well-known theorem [147].

Theorem 7.2.1. For any pseudo-Riemannian metric $g$ on a world manifold $X$, there exists a space-time decomposition (7.2.9) with the generating tetrad form $h^{0}$ and a Riemannian metric $g^{R}$ (associated with a reduced $G L_{4} \downarrow S O$ (4) structure) such that

$$
\begin{equation*}
g^{R}=2 h^{0} \otimes h^{0}-g . \tag{7.2.11}
\end{equation*}
$$

Turn now to Lorentz connections. A principal connection on a Lorentz subbundle $L^{h} X$ of the frame bundle $L X$ is called the Lorentz connection. It reads

$$
\begin{equation*}
A_{h}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\frac{1}{2} A_{\lambda}{ }^{a b} \varepsilon_{a b}\right), \tag{7.2.12}
\end{equation*}
$$

where $\varepsilon_{a b}=-\varepsilon_{b a}$ are generators of the Lorentz group. Recall that the Lorentz group L acts on $\mathbb{R}^{4}$ by the generators

$$
\begin{equation*}
\varepsilon_{a b}{ }_{d}^{c}=\eta_{a d} \delta_{b}^{c}-\eta_{b d} \delta_{a}^{c} . \tag{7.2.13}
\end{equation*}
$$

By virtue of Theorem 6.5.7, every Lorentz connection (7.2.12) is extended to a principal connection on the frame bundle $L X$ which is given by the same expression (7.2.13) and, thereby, it defines a world connection $K$ whose coefficients are

$$
\begin{equation*}
K_{\lambda}{ }^{\mu}{ }_{\nu}=h_{\nu}^{k} \partial_{\lambda} h_{k}^{\mu}+\eta_{k a} h_{b}^{\mu} h_{\nu}^{k} A_{\lambda}^{a b} \tag{7.2.14}
\end{equation*}
$$

This world connection is also called the Lorentz connection. Its holonomy group is a subgroup of the Lorentz group L. Conversely, let $K$ be a world connection whose holonomy group is a subgroup of $L$. By virtue of Theorem 6.6.3, it defines a Lorentz subbundle of the frame bundle $L X$, and is a Lorentz connection on this subbundle (see also [276]).

Now let $K$ be an arbitrary world connection. Given a pseudo-Riemannian metric $g$ corresponding to a Lorentz structure $L^{h} X$, every world connection $K$ admits the decomposition

$$
\begin{equation*}
K_{\mu \nu \alpha}=\left\{{ }_{\mu \nu \alpha}\right\}+C_{\mu \nu \alpha}+\frac{1}{2} Q_{\mu \nu \alpha} \tag{7.2.15}
\end{equation*}
$$

in the Christoffel symbols $\left\{_{\mu \nu \alpha}\right\}$ (2.4.13), the non-metricity tensor

$$
\begin{equation*}
Q_{\mu \nu \alpha}=Q_{\mu \alpha \nu}=\nabla_{\mu}^{K} g_{\nu \alpha}=\partial_{\mu} g_{\nu \alpha}+K_{\mu \nu \alpha}+K_{\mu \alpha \nu} \tag{7.2.16}
\end{equation*}
$$

and the contorsion

$$
\begin{equation*}
C_{\mu \nu \alpha}=-C_{\mu \alpha \nu}=\frac{1}{2}\left(T_{\nu \mu \alpha}+T_{\nu \alpha \mu}+T_{\mu \nu \alpha}+Q_{\alpha \nu \mu}-Q_{\nu \alpha \mu}\right) \tag{7.2.17}
\end{equation*}
$$

where $T_{\mu \nu \alpha}=-T_{\alpha \nu \mu}$ is the torsion of $K$. The tensor fields $T$ and $Q$, in turn, are decomposed into three and four irreducible pieces, respectively (we refer the reader to $[150,220,241]$ for details and outcomes of this decomposition).

By virtue of Theorem 6.5.8, a world connection $K$ is reducible to a principal connection on the Lorentz subbundle $L^{h} X$ if and only if it satisfies the metricity condition

$$
\begin{equation*}
\nabla_{\mu}^{K} g_{\nu a x}=0 \tag{7.2.18}
\end{equation*}
$$

Then $K$ is called a metric connection for $g$. Obviously, a metric connection is the Lorentz one. Conversely, every Lorentz connection obeys the metricity condition (7.2.18) for some pseudo-Riemannian metric $g$ (which is not necessarily unique [294]). A metric connection reads

$$
\begin{equation*}
K_{\mu \nu \alpha}=\left\{_{\mu \nu \alpha}\right\}+\frac{1}{2}\left(T_{\nu \mu \alpha}+T_{\nu \alpha \mu}+T_{\mu \nu \alpha}\right) \tag{7.2.19}
\end{equation*}
$$

The Levi-Civita connection, by definition, is a torsion-free metric connection $K_{\mu \nu \alpha}=$ \{ $\mu \nu \alpha$ \}.

Remark 7.2.3. There is a classification, e.g., of vacuum pseudo-Riemannian geometries by the Lie algebras of a constrained holonomy group which are subalgebras of the Lorentz Lie algebra [143].

Remark 7.2.4. It is easily seen that different metric connections (7.2.19) for the same world metric $g$ lead to different geodesic equations (7.1.15). Note on a problem if a spinless test particle in the presence of a non-symmetric metric connection $K$ moves along the geodesics of the Levi-Civita connection as in General Relativity (a geodesic motion) or along the geodesics of the total connection $K$ (an autoparallel motion) (see, e.g., [107] for a discussion).

Though a world connection is not a Lorentz connection in general, any world connection $K$ defines a Lorentz connection $K_{h}$ on each L-principal subbundle $L^{h} X$ of the frame bundle as follows.

It is readily observed that the Lie algebra of the general linear group $G L_{4}$ is the direct sum

$$
\mathfrak{g}\left(G L_{4}\right)=\mathfrak{g}(\mathrm{L}) \oplus \mathfrak{m}
$$

of the Lie algebra $\mathfrak{g}(L)$ of the Lorentz group and a subspace $m$ such that

$$
a d(l)(\mathfrak{m}) \subset \mathfrak{m}, \quad \forall l \in \mathrm{~L}
$$

Let $\bar{K}$ be the connection form (6.1.15) of a world connection $K$ on $L X$. Then, by virtue of the well-known theorem [177], the pull-back onto $L^{h} X$ of the $\mathfrak{g}(\mathrm{L})$ valued component $\bar{K}_{L}$ of $\bar{K}$ is the connection form of a principal connection $K_{h}$ on the Lorentz subbundle $L^{h} X$. To obtain the connection parameters of $K_{h}$, let us consider the local connection 1 -form (6.1.16) of the connection $K$ with respect to a Lorentz atlas $\Psi^{h}$ of $L X$ given by the tetrad forms $h^{a}$. This reads

$$
\begin{aligned}
& z_{\zeta}^{h *} \bar{K}=-K_{\lambda}{ }^{b}{ }_{a} d x^{\lambda} \otimes \varepsilon_{b}^{a}, \\
& K_{\lambda}{ }^{b}=-h_{\mu}^{b} \partial_{\lambda} h_{a}^{\mu}+K_{\lambda}^{\mu}{ }^{\mu} h_{\mu}^{b} h_{a}^{\nu},
\end{aligned}
$$

where $\left\{e_{b}^{a}\right\}$ is the basis for the right Lie algebra of the group $G L_{4}$. Then the Lorentz part of this form is precisely the local connection 1-form (6.1.16) of the connection
$K_{h}$ on $L^{h} X$. We have

$$
\begin{align*}
& z_{\varsigma}^{h \bullet} \bar{K}_{L}=-\frac{1}{2} A_{\lambda}{ }^{a b} d x^{\lambda} \otimes \varepsilon_{a b},  \tag{7.2.20}\\
& A_{\lambda}{ }^{a b}=\frac{1}{2}\left(\eta^{k b} h_{\mu}^{a}-\eta^{k a} h_{\mu}^{b}\right)\left(\partial_{\lambda} h_{k}^{\mu}-h_{k}^{\nu} K_{\lambda}{ }^{\mu}{ }_{\nu}\right) .
\end{align*}
$$

If $K$ is a Lorentz connection extended from $L^{h} X$, then obviously $K_{h}=K$.
Lorentz non-symmetric connections play a prominent role in describing fermion fields on a world manifold (see Section 7.5). At the same time, the torsion of a world connection does not make a contribution in the strength (6.2.25) of gauge potentials in gauge theory because a world connection $K$ in the expression (6.2.23) for connections $\Gamma_{A}$ on the bundle of principal connections $C$ is necessarily symmetric.

### 7.3 Relativistic mechanics

In accordance with Theorem (5.4.2), non-relativistic dynamic equations on a configuration bundle $Q \rightarrow \mathbb{R}$ are equivalent to some particular geodesic equations (5.4.7) on the tangent bundle $T Q$. Let us compare them with relativistic geodesic equations.

In contrast with non-relativistic mechanics, a configuration space $Q$ of relativistic mechanics has no preferable fibration over $\mathbb{R}$ [213, 271]. Therefore, one should use formalism of jets of 1-dimensional submanifolds of $Q$. In these terms, relativistic mechanics can be formulated on an arbitrary configuration space $Q, \operatorname{dim} Q>1$ [213]. Here we restrict our consideration to relativistic mechanics of a test particle on a 4 -dimensional configuration space $Q$.

Let us provide $Q$ with a coordinate atlas $\left\{U ;\left(q^{0}, q^{1,2,3}\right)\right\}$ (1.3.20) together with the transition functions

$$
q^{0} \rightarrow \widetilde{q}^{0}\left(q^{0}, q^{j}\right), \quad q^{i} \rightarrow \tilde{q}^{i}\left(q^{0}, q^{j}\right)
$$

(1.3.21). Note that, given a coordinate chart $\left(U ; q^{0}, q^{i}\right)$, we have a local fibre bundle

$$
\begin{equation*}
U \ni\left(q^{0}, q^{i}\right) \mapsto q^{0} \in \mathbb{R} \tag{7.3.1}
\end{equation*}
$$

which can be treated as a configuration space of a local non-relativistic mechanical system.

The velocity phase space of relativistic mechanics on the configuration space $Q$ is the first order jet manifold $J_{1}^{1} Q$ of 1 -dimensional subbundles of $Q$. It is endowed with the coordinates $\left(q^{0}, q^{i}, q_{0}^{i}\right)$ (1.3.22). Their transition functions (1.3.23) read

$$
\begin{equation*}
\tilde{q}_{0}^{i}=\left(\frac{\partial \widetilde{q}^{i}}{\partial q^{0}}+q_{0}^{j} \frac{\partial \widetilde{q}^{i}}{\partial q^{j}}\right) /\left(\frac{\partial \widetilde{q}^{0}}{\partial q^{0}}+q_{0}^{k} \frac{\partial \widetilde{q}^{0}}{\partial q^{k}}\right) . \tag{7.3.2}
\end{equation*}
$$

A glance at this expression shows that the fibre coordinates $q_{0}^{i}$ on $J_{1}^{1} Q \rightarrow Q$ are the standard coordinates on the projective space $\mathbf{R P}^{4}$, i.e., the velocity phase space $J_{1}^{1} Q \rightarrow Q$ of relativistic mechanics is a projective bundle.
Example 7.3.1. Let consider the configuration space $Q=\mathbb{R}^{4}$, provided with the Cartesian coordinates ( $q^{0}, q^{i}$ ). Let

$$
\begin{align*}
& \tilde{q}^{0}=q^{0} \operatorname{ch} \alpha-q^{1} \operatorname{sh} \alpha, \\
& \tilde{q}^{1}=-q^{0} \operatorname{sh} \alpha+q^{1} \operatorname{ch} \alpha,  \tag{7.3.3}\\
& \hat{q}^{2,3}=q^{2,3}
\end{align*}
$$

be a Lorentz transformation of the plane $\left(q^{0}, q^{1}\right)$. Substituting these expressions in the formula (7.3.2), we obtain

$$
\tilde{q}_{0}^{1}=\frac{-\operatorname{sh} \alpha+q_{0}^{1} \operatorname{ch} \alpha}{\operatorname{ch} \alpha-q_{0}^{1} \operatorname{sh} \alpha}, \quad \tilde{q}_{0}^{2,3}=\frac{q_{0}^{2,3}}{\operatorname{ch} \alpha-q_{0}^{1} \operatorname{sh} \alpha} .
$$

This is precisely the transformation law of 3-velocities in Special Relativity if

$$
\operatorname{ch} \alpha=\frac{1}{\sqrt{1-v^{2}}}, \quad \operatorname{sh} \alpha=\frac{v}{\sqrt{1-v^{2}}},
$$

where $v$ is the velocity of a reference frame, moving along the axis $q^{1}$.
Thus, one can think of the velocity phase space $J_{1}^{1} Q$ as being the space of 3 velocities $v$ of a relativistic system. We will call $J_{1}^{1} Q$ the 3 -velocity phase space. Given a coordinate chart $\left(U ; q^{0}, q^{i}\right), 3$-velocities $v=\left(q_{0}^{i}\right)$ of a relativistic system can be seen as velocities of a local non-relativistic system (7.3.1) with respect to the corresponding local reference frame $\Gamma=\partial_{t}$ on $U$. However, the notion of a reference frame in non-relativistic mechanics fails to be extended to relativistic mechanics since the relativistic transformations $q_{0}^{i} \rightarrow q_{0}^{i i}$ and $\Gamma^{i} \rightarrow \Gamma^{i i}$ are not affine and the relative velocity $q_{0}^{i}-\Gamma^{i}$ is not maintained under these transformations.

To introduce relativistic velocities, let us take the tangent bundle $T Q$ of the configurations space $Q$, equipped with the holonomic coordinates ( $\left.q^{0}, q^{i}, \dot{q}^{0}, \dot{q}^{i}\right)$. In
accordance with (1.3.24), there is the multivalued morphism $\tilde{\lambda}$ from the 3 -velocity phase space $J_{1}^{1} Q$ to the tangent bundle $T Q$ when a point $\left(q^{0}, q^{i}, q_{0}^{i}\right) \in J_{1}^{1} Q$ corresponds to a line

$$
\begin{equation*}
\tilde{\lambda}: q_{0}^{i} \mapsto\left(\dot{q}^{0}, \dot{q}^{i}=\dot{q}^{0} q_{0}^{i}\right) \subset T Q \tag{7.3.4}
\end{equation*}
$$

in the tangent space to $Q$ at the point $\left(q^{0}, q^{i}\right)$. Conversely, there is the morphism

$$
\begin{equation*}
\varrho: T Q \underset{Q}{\rightarrow} J_{1}^{1} Q, \quad q_{0}^{i} \circ \varrho=\frac{\dot{q}^{i}}{\dot{q}^{0}}, \tag{7.3.5}
\end{equation*}
$$

such that

$$
\varrho \circ \tilde{\lambda}=\operatorname{Id} J_{1}^{1} Q .
$$

Indeed, it is readily observed that $q_{0}^{i}$ and $\dot{q}^{i} / \dot{q}^{0}$ have the same transformation laws. It should be emphasized that, though the expressions (7.3.4) and (7.3.5) are singular at $\dot{q}^{0}=0$, this point belongs to another coordinate chart, and the morphisms $\tilde{\lambda}$ and $\varrho$ are well defined. Thus, one can think of the tangent bundle $T Q$ as being the space of relativistic velocities or 4 -velocities of a relativistic system. It is called the 4 -velocity phase space.

Since the morphism $\tilde{\lambda}$ of $J_{1}^{1} Q$ onto $T Q$ is multivalued and the converse morphism (7.3.5) is a surjection, one may try to find a subbundle $W$ of the tangent bundle $T Q$ such that $\varrho: W \rightarrow J_{Q}^{1}$ is an injection. Let us assume that $Q$ is oriented and endowed with a pseudo-Riemannian metric $g$. The pair ( $Q, g$ ) is called a relativistic system. The metric $g$ defines the subbundle of velocity hyperboloids

$$
\begin{equation*}
W_{g}=\left\{\dot{q}^{\lambda} \in T Q: g_{\mu \nu}(q) \dot{q}^{\mu} \dot{q}^{\nu}=1\right\} \tag{7.3.6}
\end{equation*}
$$

of $T Q$. Of course, $W_{g}$ is neither vector nor affine subbundle of $T Q$. Let $Q$ be time-oriented with respect to the pseudo-Riemannian metric $g$. This means that $W_{g}$ is a disjoint union of two connected subbundles $W^{+}$and $W^{-}$. Then it is readily observed that the restriction of the morphism $\varrho(7.3 .5)$ to each of these subbundles is an injection into $J_{1}^{1} Q$.

Let us consider the image of this injection in a fibre of $J_{1}^{1} Q$ at a point $q \in Q$. There are local coordinates ( $q^{0}, q^{i}$ ) on a neighbourhood of $q \in Q$ such that the pseudo-Riemannian metric $g(q)$ at $q$ comes to the Minkowski metric $g(q)=\eta$. With respect to these coordinates, the velocity hyperboloid $W_{q} \subset T_{q} Q$ is given by the equation

$$
\left(\dot{q}^{0}\right)^{2}-\sum_{i}\left(\dot{q}^{i}\right)^{2}=1
$$

This is the union of the subset $W_{q}^{+}$, where $\dot{q}^{0}>0$, and $W_{q}^{-}$, where $\dot{q}^{0}<0$. Restricted to $W^{+}$, the morphism (7.3.5) takes the familiar form of the relations between 3- and 4 -velocities

$$
\dot{q}^{0}=\frac{1}{\sqrt{1-\sum\left(q_{0}^{i}\right)^{2}}}, \quad \dot{q}^{i}=\frac{q_{0}^{i}}{\sqrt{1-\sum\left(q_{0}^{i}\right)^{2}}}
$$

in Special Relativity. The image of each of the hyperboloids $W^{+}$and $W^{-}$in the 3 -velocity phase space $J_{1}^{1} Q$ by the morphism (7.3.5) is the open ball

$$
\begin{equation*}
\sum_{i}\left(q_{0}^{i}\right)^{2}<1 \tag{7.3.7}
\end{equation*}
$$

i.e, 3-velocities of a relativistic system $(Q, g)$ are bounded.

Turn now to a dynamics of relativistic mechanics.
In a straightforward manner, Lagrangian formalism fails to be appropriate to relativistic mechanics because a Lagrangian $L=\mathcal{L} d q^{0}$, by very definition, is defined only locally on a coordinate chart (1.3.22) of the 3 -velocity phase space $J_{1}^{1} Q$. For instance, the Lagrangian

$$
\begin{equation*}
L_{m}=-m \sqrt{1-\sum_{i}\left(q_{0}^{i}\right)^{2}} d q^{0} \tag{7.3.8}
\end{equation*}
$$

of a free relativistic point mass $m$ in Special Relativity can be introduced on each coordinate chart of $J_{1}^{1} Q$, but it is not maintained in a straightforward manner by the Lorentz transformations (7.3.3) because of the term $d q^{0}$. At the same time, given a motion $q^{i}=c^{i}\left(q^{0}\right)$ with respect to a coordinate chart $\left(q^{0}, q^{i}\right)$, its Lorentz transformation (7.3.3) reads

$$
\begin{aligned}
& \tilde{q}^{0}=q^{0} \operatorname{ch} \alpha-c^{1}\left(q^{0}\right) \operatorname{sh} \alpha \\
& \tilde{c}^{1}\left(\tilde{q}^{0}\right)=-q^{0}\left(\tilde{q}^{0}\right) \operatorname{sh} \alpha+c^{1}\left(q^{0}\left(\tilde{q}^{0}\right)\right) \operatorname{ch} \alpha \\
& \tilde{c}^{2,3}\left(\tilde{q}^{0}\right)=c^{2,3}\left(q^{0}\left(\tilde{q}^{0}\right)\right)
\end{aligned}
$$

Then we have the Lorentz invariance of the pull-back $c^{*} L_{m}$ of the Lagrangian (7.3.8), i.e., $c^{*} L_{m}=\widetilde{c}^{*} \widetilde{L}_{m}$, where $d \tilde{q}^{0}=d_{q^{0}}\left(\tilde{q}^{0}\right) d q^{0}$ and $d_{q^{0}}$ is the total derivative.

Therefore, let us start from Hamiltonian relativistic mechanics. Then we will come to dynamic equations on the 4 -velocity phase space $T Q$.

Given a coordinate chart of the relativistic configuration space $Q$, the homogeneous Legendre bundle corresponding to the local non-relativistic system (7.3.1) is
the cotangent bundle $T^{*} Q$. This fact motivates us to choose $T^{*} Q$ as the relativistic momentum phase space, equipped with the holonomic coordinates ( $q^{\lambda}, p_{\lambda}$ ). The cotangent bundle $T^{*} Q$ is endowed with the canonical symplectic form

$$
\begin{equation*}
\Omega=d p_{\mu} \wedge d q^{\mu} \tag{7.3.9}
\end{equation*}
$$

Let us describe a relativistic system $(Q, g)$ as a Hamiltonian system of conservative mechanics on the symplectic manifold $T^{*} Q$, characterized by a relativistic Hamiltonian

$$
\begin{equation*}
\mathbf{H}: T^{*} Q \rightarrow \mathbb{R} \tag{7.3.10}
\end{equation*}
$$

Any relativistic Hamiltonian H (7.3.10) defines the Hamiltonian map

$$
\begin{equation*}
\widehat{\mathbf{H}}: T^{*} Q \underset{Q}{\rightarrow} T Q, \quad \dot{q}^{\mu}=\partial^{\mu} \mathbf{H}, \tag{7.3.11}
\end{equation*}
$$

from the relativistic momentum phase space $T^{*} Q$ to the 4 -velocity phase space $T Q$ (see [213] for details). Since the 4 -velocities of a relativistic system live in the velocity hyperboloids (7.3.6), we have the constraint subspace

$$
\begin{align*}
& N=\widehat{\mathbf{H}}^{*} W_{g},  \tag{7.3.12}\\
& g_{\mu \nu} \partial^{\mu} \mathbf{H} \partial^{\nu} \mathbf{H}=1,
\end{align*}
$$

of the relativistic momentum phase space $T^{*} Q$. It follows that the relativistic system $(Q, g)$ can be described as an autonomous Dirac constraint system on the primary constraint space $N$ (7.3.12) (see also [259]). Its solutions are integral curves of the Hamiltonian vector field $u=u^{\mu} \partial_{\mu}+u_{\mu} \partial^{\mu}$ on $N \subset T^{*} Q$ which obeys the Hamilton equation

$$
\begin{equation*}
u\rfloor i_{N}^{*} \Omega=-i_{N}^{*} d \mathbf{H} . \tag{7.3.13}
\end{equation*}
$$

Example 7.3.2. Let us consider a point electric charge $e$ in the Minkowski space in the presence of an electromagnetic potential $A_{\lambda}$. Its relativistic Hamiltonian reads

$$
\mathbf{H}=-\frac{1}{2 m} \eta^{\mu \nu}\left(p_{\mu}-e A_{\mu}\right)\left(p_{\nu}-e A_{\nu}\right),
$$

while the constraint space $N$ (7.3.12) is

$$
\eta^{\mu \nu}\left(p_{\mu}-e A_{\mu}\right)\left(p_{\nu}-e A_{\nu}\right)=m^{2} .
$$

Then the Hamilton equation (7.3.13) takes the form

$$
\begin{equation*}
u d i_{N}^{*} \Omega=0 \tag{7.3.14}
\end{equation*}
$$

Its solution is

$$
\begin{align*}
& \dot{p}_{k}=u_{k}=u^{\mu} \partial_{k} A_{\mu},  \tag{7.3.15}\\
& \dot{q}^{k}=u^{k}=\frac{u^{0} \eta^{i k}\left(p_{i}-e A_{i}\right)}{\sqrt{m^{2}-\eta^{i j}\left(p_{i}-e A_{i}\right)\left(p_{j}-e A_{j}\right)}} . \tag{7.3.16}
\end{align*}
$$

The equality (7.3.16) leads to the usual expression for the 3 -velocities

$$
p_{k}=\frac{m \eta_{k i} q_{t}^{i}}{\sqrt{1+\eta_{i j} q_{t}^{i} q_{t}^{j}}}+A_{k} .
$$

Substituting this expression in the equality (7.3.15), we obtain the familiar equation of motion of a relativistic charge in an electromagnetic field.

Example 7.3.3. The relativistic Hamiltonian for a point mass $m$ in a gravitational field $g$ on a 4-dimensional manifold $Q$ reads

$$
\mathbf{H}=-\frac{1}{2 m} g^{\mu \nu}(q) p_{\mu} p_{\nu}
$$

while the constraint space $N(7.3 .12)$ is

$$
g^{\mu \nu} p_{\mu} p_{\nu}=m^{2} .
$$

As in previous Examples, the equation (7.3.13) takes the form (7.3.14).
Given a relativistic Hamiltonian $\mathbf{H}$ on the relativistic momentum phase space $T^{*} Q$, let

$$
\begin{equation*}
\xi_{H}=\partial^{i} \mathbf{H} \partial_{i}-\partial_{i} \mathbf{H} \partial^{i} \tag{7.3.17}
\end{equation*}
$$

be the corresponding Hamiltonian vector field whose integral curves are solutions of the Hamilton equation

$$
\left.\xi_{H}\right\rfloor \Omega=-d \mathbf{H}
$$

If the Hamiltonian map $\widehat{\mathbf{H}}$ (7.3.11) is a diffeomorphism, the Hamiltonian vector field (7.3.17) yields the holonomic vector field

$$
\begin{align*}
& \xi=T \widehat{\mathbf{H}} \circ \xi_{H} \circ \widehat{\mathbf{H}}^{-1}=\dot{q}^{\mu} \partial_{\mu}+\xi^{\mu} \dot{\partial}_{\mu},  \tag{7.3.18}\\
& \xi^{\mu}=\left(\partial_{\alpha} \partial^{\mu} \mathbf{H} \partial^{\alpha} \mathbf{H}-\partial^{\alpha} \partial^{\mu} \mathbf{H} \partial_{\alpha} \mathbf{H}\right) \circ \widehat{\mathbf{H}}^{-1},
\end{align*}
$$

on the 4 -velocity phase space $T Q$, where

$$
\left(q^{\mu}, \dot{q}^{\mu}, \dot{\mathrm{q}}^{\mu}, \ddot{q}^{\mu}\right) \circ T \widehat{\mathbf{H}}=\left(q^{\mu}, \partial^{\mu} \mathbf{H}, \dot{q}^{\mu}, \partial_{\alpha} \partial^{\mu} \mathbf{H} \dot{q}^{\alpha}+\partial^{\alpha} \partial^{\mu} \mathbf{H} \dot{p}_{\alpha}\right)
$$

is the tangent morphism to $\widehat{\mathbf{H}}$. The holonomic vector field (7.3.18) defines an autonomous second order dynamic equation

$$
\begin{equation*}
\ddot{q}^{\mu}=\left(\partial_{\alpha} \partial^{\mu} \mathbf{H} \partial^{\alpha} \mathbf{H}-\partial^{\alpha} \partial^{\mu} \mathbf{H} \partial_{\alpha} \mathbf{H}\right) \circ \widehat{\mathbf{H}}^{-1} \tag{7.3.19}
\end{equation*}
$$

called the relativistic dynamic equation, on the relativistic configuration space $Q$.
For instance, the relativistic dynamic equation (7.3.19) for a point electric charge in Example 7.3.2 takes the well-known form

$$
\begin{equation*}
\ddot{q}^{\mu}=\eta^{\mu \nu} \dot{q}^{\lambda} F_{\nu \lambda}, \tag{7.3.20}
\end{equation*}
$$

where $F$ is the electromagnetic strength. The relativistic dynamic equation (7.3.19) for a point mass $m$ in a gravitational field $g$ in Example 7.3.3 reads

$$
\begin{equation*}
\ddot{q}^{\mu}=\left\{\lambda^{\mu}{ }_{\nu}\right\} \dot{q}^{\lambda} \dot{q}^{\nu}, \tag{7.3.21}
\end{equation*}
$$

where $\left\{\lambda^{\mu}{ }_{\nu}\right\}$ are the Christoffel symbols of the pseudo-Riemannian metric $g$.
The equations (7.3.20) and (7.3.21) exemplify relativistic dynamic equations which are geodesic equations

$$
\begin{equation*}
\ddot{q}^{\mu}=K_{\lambda}^{\mu}\left(q^{\alpha}, \dot{q}^{\alpha}\right) \dot{q}^{\lambda} \tag{7.3.22}
\end{equation*}
$$

with respect to a connection $K$ on the tangent bundle $T Q \rightarrow Q$ (see Definition 5.2.4). We call (7.3.22) the relativistic geodesic equation. For instance, a connection $K$ in the equation (7.3.21), is the Levi-Civita connection of the pseudo-Riemannian metric $g$. In the equation (7.3.20), $K$ is the zero Levi-Civita connection of the Minkowski metric plus the soldering form

$$
\begin{equation*}
\sigma=\eta^{\mu \nu} F_{\nu \lambda} d q^{\lambda} \otimes \dot{\partial}_{\mu} \tag{7.3.23}
\end{equation*}
$$

We say that a relativistic geodesic equation (7.3.22) on the 4 -velocity phase space $T Q$ describes a relativistic system $(Q, g)$ if its geodesic vector field does not leave the subbundle of velocity hyperboloids (7.3.6). It suffices to require that the condition

$$
\begin{equation*}
\left(\partial_{\lambda} g_{\mu \nu} \dot{q}^{\mu}+2 g_{\mu \nu} K_{\lambda}^{\mu}\right) \dot{q}^{\lambda} \dot{q}^{\nu}=0 \tag{7.3.24}
\end{equation*}
$$

holds for all tangent vectors which belong to $W_{g}$ (7.3.6). Obviously, the Levi-Civita connection $\left\{\lambda^{\mu}{ }_{\nu}\right\}$ of the metric $g$ fulfills the condition (7.3.24). Any connection $K$ on $T Q \rightarrow Q$ can be written as

$$
K_{\lambda}^{\mu}=\left\{\lambda_{\nu}{ }_{\nu}\right\} \dot{q}^{\nu}+\sigma_{\lambda}^{\mu}\left(q^{\alpha}, \dot{q}^{\alpha}\right),
$$

where $\sigma=\sigma_{\lambda}^{\mu} d q^{\lambda} \otimes \dot{\partial}_{\lambda}$ is a soldering form. Then the condition (7.3.24) takes the form

$$
\begin{equation*}
g_{\mu \nu} \sigma_{\lambda}^{\mu} \dot{q}^{\lambda} \dot{q}^{\nu}=0 \tag{7.3.25}
\end{equation*}
$$

It is readily observed that the soldering form (7.3.23) in the equation (7.3.20) obeys this condition for the Minkowski metric $\eta$.

Now let us compare relativistic and non-relativistic geodesic equations [213, 127, 128]. In physical applications, one usually thinks of non-relativistic mechanics as being an approximation of small velocities of relativistic theory. At the same time, the 3 -velocities in mathematical formalism of non-relativistic mechanics are not bounded.

Let a relativistic configuration space $Q$ admit a fibration $Q \rightarrow \mathbb{R}$, where $\mathbb{R}$ is a time axis. One can think of the fibre bundle $Q \rightarrow \mathbb{R}$ as being a configuration space of a non-relativistic mechanical system. In order to compare relativistic and non-relativistic dynamics, one should consider pseudo-Riemannian metric on $T Q$, compatible with the fibration $Q \rightarrow \mathbb{R}$. Note that $\mathbb{R}$ is a time of non-relativistic mechanics. It is the same for all non-relativistic observers. In the framework of a relativistic theory, this time can be seen as a cosmological time. Given a fibration $Q \rightarrow \mathbb{R}$, a pseudo-Riemannian metric on the tangent bundle $T Q$ is said to be admissible if it is defined by a pair $\left(g^{R}, \Gamma\right)$ of a Riemannian metric on $Q$ and a non-relativistic reference frame $\Gamma$, i.e.,

$$
\begin{align*}
& g=\frac{2 \Gamma \otimes \Gamma}{|\Gamma|^{2}}-g^{R},  \tag{7.3.26}\\
& |\Gamma|^{2}=g_{\mu \nu}^{R} \Gamma^{\mu} \Gamma^{\nu}=g_{\mu \nu} \Gamma^{\mu} \Gamma^{\nu},
\end{align*}
$$

in accordance with Theorem 7.2.1. The vector field $\Gamma$ is time-like relative to the pseudo-Riemannian metric $g$ (7.3.26), but not with respect to other admissible pseudo-Riemannian metrics in general. There is the canonical imbedding (5.1.3) of the velocity phase space $J^{1} Q$ of non-relativistic mechanics into the affine subbundle

$$
\begin{equation*}
\dot{q}^{0}=1, \quad \dot{q}^{i}=q_{0}^{i} \tag{7.3.27}
\end{equation*}
$$

of the 4 -velocity phase space $T Q$. Then one can think of (7.3.27) as the 4 -velocities of a non-relativistic system. The relation (7.3.27) differs from the familiar relation (7.3.5) between 4- and 3 -velocities of a relativistic system. In particular, the temporal component $\dot{q}^{0}$ of 4 -velocities of a non-relativistic system equals 1 . It follows that the 4 -velocities of relativistic and non-relativistic systems occupy different subbundles of the 4 -velocity space $T Q$. Moreover, Theorem 5.4 .2 shows that both relativistic and non-relativistic equations of motion can be seen as the geodesic equations on the same tangent bundle $T Q$. The difference between them lies in the fact that their solutions live in the different subbundles (7.3.6) and (7.3.27) of $T Q$. At the same time, relativistic equations, expressed in the 3 -velocities $\dot{q}^{i} / \dot{q}^{0}$ of a relativistic system, tend exactly to the non-relativistic equations on the subbundle (7.3.27) when $\dot{q}^{0} \rightarrow 1, g_{00} \rightarrow$ 1, i.e., where non-relativistic mechanics and the non-relativistic approximation of a relativistic theory only mutually coincide.

Let $\left(q^{0}, q^{i}\right)$ be a non-relativistic reference frame on $Q$ compatible with the fibration of $Q \rightarrow \mathbb{R}$. Given a non-relativistic geodesic equation (5.4.7), we will say that the relativistic geodesic equation (7.3.20) is the relativization of (5.4.7) if the spatial parts of these equations are the same. In accordance with Lemma (5.5.4), any relativistic geodesic equation with respect to a connection $K$ is a relativization of a non-relativistic geodesic equation with respect to the connection

$$
\widetilde{K}=d q^{\lambda} \otimes\left(\partial_{\lambda}+\left(K_{\lambda}^{i}-\Gamma^{i} K_{\lambda}^{0}\right) \partial_{i}\right)
$$

where $\Gamma^{i}=0$ is the connection corresponding to the reference frame ( $q^{0}, q^{i}$ ). Of course, for different reference frames, we have different non-relativistic limits of the same relativistic equation. The converse procedure is more intricate.

Following Section 5.9, a generic quadratic dynamic equation (5.4.8) can be written in the form

$$
\begin{equation*}
q_{00}^{i}=-\left(m^{-1}\right)^{i k}\{\lambda k \mu\} q_{0}^{\lambda} q_{0}^{\mu}+b_{\mu}^{i}\left(q^{\nu}\right) q_{0}^{\mu}, \quad q_{0}^{0}=1 \tag{7.3.28}
\end{equation*}
$$

where $\{\lambda k \mu\}$ are the Christoffel symbols of some pseudo-Riemannian metric $g$, whose spatial part is the mass tensor $\left(-m_{i k}\right)$, while

$$
\begin{equation*}
b_{k}^{i}\left(q^{\mu}\right) q_{0}^{k}+b_{0}^{i}\left(q^{\mu}\right) \tag{7.3.29}
\end{equation*}
$$

is an external force. In view of Proposition 5.4.5, the decomposition of the righthand side of the equation (7.3.28) into two parts is not unique. With respect to the coordinates where $g_{0 i}=0$, one may construct the relativistic geodesic equation

$$
\begin{equation*}
\ddot{q}^{\mu}=\left\{\lambda_{\nu}^{\mu}\right\} \dot{q}^{\lambda} \dot{q}^{\nu}+\sigma_{\lambda}^{\mu} \dot{q}^{\lambda} \tag{7.3.30}
\end{equation*}
$$

where the soldering form $\sigma$ must fulfill the condition (7.3.25). It takes place only if

$$
g_{i k} b_{j}^{i}+g_{i j} b_{k}^{i}=0
$$

i.e., the external force (7.3.29) is the Lorentz-type force plus some potential one. Then we have

$$
\sigma_{0}^{0}=0, \quad \sigma_{k}^{0}=-g^{00} g_{k j} b_{0}^{j}, \quad \sigma_{k}^{j}=b_{k}^{j}
$$

However, the relativization (7.3.30) fails to exhausts all examples. Let a nonrelativistic acceleration $\xi^{i}\left(x^{\mu}\right)$ be a spatial part of a 4 -vector $\xi^{\lambda}$ in the Minkowski space. Then one can write the relativistic equation

$$
\begin{equation*}
\ddot{q}^{\lambda}=\xi^{\lambda}-\eta_{\alpha \beta} \xi^{\beta} \dot{q}^{\alpha} \dot{q}^{\lambda} \tag{7.3.31}
\end{equation*}
$$

This is the case, e.g., for the relativistic hydrodynamics that we usually meet in the literature on gravitation theory. However, the non-relativistic limit $\dot{q}^{0}=1$ of (7.3.31) does not coincide with the initial non-relativistic equation.

### 7.4 Metric-affine gravitation theory

Metric-affine gravitation theory deals with a pseudo-Riemannian metric $g$ and a world connection $K$ considered as independent dynamic variables. We refer the reader to $[150,220,222,241]$ for a general formulation of this gravitation theory and to $[77,150,296]$ for the study of its solutions.

Affine-metric gravitation theory is formulated on natural bundles. Due to Proposition 6.5.6 and Theorem 6.5.7, this theory includes in a natural way the gauge theory of Lorentz connections on natural bundles. Moreover, the gauge theory of

Lorentz connections on spinor bundles is also reduced to metric-affine theory of world connections (see the next Section).

The gauge transformations of metric-affine gravitation theory on natural bundles are general covariant transformations. All field Lagrangians in gravitation theory, by construction, are invariant under these transformations. As was mentioned above, the generator of a 1-parameter group of general covariant transformations of a natural bundle $T \rightarrow X$ is the canonical lift $\tilde{\tau}$ onto $T$ of a vector field $\tau$ on $X$. Following the general procedure in Section 3.4, let us examine the conservation laws along such canonical lifts of vector fields on $X$. These are the energy-momentum conservation laws [122, 123, 269]. There are several approaches to discover an energy-momentum conservation law in gravitation theory. Here we treat this conservation law as a particular gauge conservation law. Accordingly, the energy-momentum of gravity is seen as a peculiar Noether current (see, e.g., [16, 33, 100, 150, 156, 289]). A glance at the expression (7.1.4) shows that the generators $\tilde{\tau}$ of general covariant transformations (as well as the generators (6.3.10) of principal automorphisms in gauge theory) depend on the derivatives of components $\tau^{\lambda}$ of a vector field $\tau$, which play the role of gauge parameters. Therefore, the main peculiarity of the energy-momentum conservation laws along these generators is that the corresponding energy-momentum currents reduce to a superpotential and that this superpotential depends on components of a vector field $\tau$ as gauge parameters.

We have seen in Section 6.3 that these properties are common for gauge conservation laws. In particular, the fact that the energy-momentum current depend on a vector field $\tau$ provides the maintenance of the gravitational energy-momentum conservation law under general covariant transformations.

We will start from the tensor field model which clearly illustrates these phenomena.

Let $T \rightarrow X$ be the tensor bundle (1.1.12) with fibred coordinates $\left(x^{\lambda}, y^{A}\right)$ (7.1.3). The canonical lift onto $T$ of a vector field $\tau$ on $X$ is given by the expression $\widetilde{\tau}$ (7.1.4). Let $L$ be a first order Lagrangian on $J^{1} T$ which is invariant under general covariant transformations, i.e., $L$ satisfies the strong equality

$$
\begin{equation*}
\mathbf{L}_{j^{1} \tau} L=\partial_{\alpha}\left(\tau^{\alpha} \mathcal{L}\right)+u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha} \partial_{A} \mathcal{L}+d_{\mu}\left(u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}\right) \pi_{A}^{\mu}-y_{\alpha}^{A} \partial_{\beta} \tau^{\alpha} \pi_{A}^{\beta}=0 \tag{7.4.1}
\end{equation*}
$$

The corresponding weak identity (3.4.2) takes the form

$$
\begin{equation*}
0 \approx-d_{\lambda}\left[\pi_{A}^{\lambda}\left(y_{\alpha}^{A} \tau^{\alpha}-u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}\right)-\tau^{\lambda} \mathcal{L}\right] \tag{7.4.2}
\end{equation*}
$$

Due to the arbitrariness of the gauge parameters $\tau^{\alpha}$, the equality (7.4.1) is equivalent to the system of strong equalities

$$
\begin{align*}
& \partial_{\lambda} \mathcal{L}=0,  \tag{7.4.3a}\\
& \delta_{\alpha}^{\beta} \mathcal{L}+u^{A \beta} \delta_{A} \mathcal{L}+d_{\mu}\left(u_{\alpha}^{A \beta} \pi_{A}^{\mu}\right)=y_{\alpha}^{A} \pi_{A}^{\beta},  \tag{7.4.3b}\\
& u_{\alpha}^{A \beta} \pi_{A}^{\mu}+u_{\alpha}^{A \mu} \pi_{A}^{\beta}=0, \tag{7.4.3c}
\end{align*}
$$

where $\delta_{A} \mathcal{L}$ are variational derivatives. Substituting the relations (7.4.3b) and (7.4.3c) in the weak identity (7.4.2), we obtain the energy-momentum conservation law

$$
\begin{equation*}
0 \approx-d_{\lambda}\left[u_{\alpha}^{A \lambda} \delta_{A} \mathcal{L} \tau^{\alpha}+d_{\mu}\left(u_{\alpha}^{A \lambda} \pi_{A}^{\mu} \tau^{\alpha}\right)\right] \tag{7.4.4}
\end{equation*}
$$

A glance at the expression (7.4.4) shows that, on-shell, the corresponding energymomentum current leads to the superpotential form (3.4.6), i.e.,

$$
\mathfrak{T}_{T}^{\lambda}=u_{\alpha}^{A \lambda} \delta_{A} \mathcal{L} \tau^{\alpha}+d_{\mu}\left(u_{\alpha}^{A \lambda} \pi_{A}^{\mu} \tau^{\alpha}\right)
$$

where

$$
\begin{equation*}
U_{T}^{\mu \lambda}=u_{\alpha}^{A \lambda} \pi_{A}^{\mu} \tau^{\alpha} \tag{7.4.5}
\end{equation*}
$$

is the energy-momentum superpotential of tensor fields.
It is readily seen that the energy-momentum superpotential (7.4.5) emerges from the dependence of the canonical lift $\widetilde{\tau}$ (7.1.4) on the derivatives of the components of the vector field $\tau$. This dependence guarantees that the energy-momentum conservation law (7.4.4) is maintained under general covariant transformations.

Let us now consider tensor fields, treated as matter fields, in the presence of a metric gravitational field described by the second order Hilbert-Einstein Lagrangian. The first variational formula and the associated procedure of constructing Lagrangian conservation laws can also be extended to this case [123, 238]. As a result, we obtain that the corresponding energy-momentum current reduces to the superpotential which is the sum of the energy-momentum superpotential (7.4.5) of tensor fields and the Komar superpotential

$$
\begin{equation*}
U_{\mathrm{K}}{ }^{\mu \lambda}=\frac{1}{2 \kappa} \sqrt{|\sigma|}\left(\sigma^{\lambda \nu} \nabla_{\nu} \tau^{\mu}-\sigma^{\mu \nu} \nabla_{\nu} \tau^{\lambda}\right) \tag{7.4.6}
\end{equation*}
$$

of a metric fields, where $\sigma^{\lambda \nu}$ are coordinates on the metric bundle $\Sigma_{\mathrm{PR}}$ (7.2.2) and

$$
\begin{aligned}
& \nabla_{\nu} \tau^{\mu}=\partial_{\nu} \tau^{\mu}-\left\{\nu_{\alpha}^{\mu}\right\} \tau^{\alpha} \\
& \left\{\nu_{\alpha}^{\mu}\right\}=-\frac{1}{2} \sigma^{\mu \beta}\left(\sigma_{\nu \beta \alpha}+\sigma_{\alpha \beta \nu}-\sigma_{\beta \alpha \nu}\right)
\end{aligned}
$$

Example 7.4.1. Let us consider Proca fields as an example of tensor matter fields. They are represented by sections of the cotangent bundle $T=T^{*} X$, and their configuration space is the jet manifold $J^{1} T^{*} X$ coordinated by ( $x^{\lambda}, k_{\mu}, k_{\mu \lambda}$ ). Given a world connection $K$, the configuration space $J^{1} T^{*} X$ admits the splitting

$$
\begin{equation*}
J^{1} T^{*} X=S_{+} \underset{T^{*} X}{\oplus}\left(T^{*} X \underset{X}{\times} \stackrel{2}{\wedge} T^{*} X\right) \tag{7.4.7}
\end{equation*}
$$

where $S_{+}$is an affine bundle modelled over the vector bundle

$$
T^{*} X \underset{X}{\times}\left(\stackrel{2}{\vee} T^{*} X\right) \rightarrow T^{*} X
$$

In coordinates, this splitting reads

$$
\begin{align*}
& k_{\lambda \mu}=\frac{1}{2}\left(\mathcal{S}_{\lambda \mu}+\mathcal{F}_{\lambda \mu}\right) \\
& \mathcal{F}_{\mu \nu}=k_{\mu \nu}-k_{\nu \mu}+T_{\mu}{ }^{\alpha}{ }_{\nu} k_{\alpha}  \tag{7.4.8}\\
& \mathcal{S}_{\mu \nu}=k_{\mu \nu}+k_{\nu \mu}-T_{\mu}^{\alpha}{ }_{\nu} k_{\alpha} \tag{7.4.9}
\end{align*}
$$

where $T_{\mu}{ }^{\alpha}{ }_{\nu}$ is the torsion of the world connection $K$.
Let us consider the relation (7.4.3c). In coordinates ( $\left.\mathcal{F}_{\mu \nu}, \mathcal{S}_{\mu \nu}\right)$ associated with the splitting (7.4.7), it takes the form

$$
\frac{\partial \mathcal{L}_{\mathbf{P}}}{\partial \mathcal{S}_{\lambda \nu}}=0
$$

It follows that, in order to be invariant under general covariant transformations, the Lagrangian $L_{\mathrm{P}}$ of Proca fields must factorize through the morphism

$$
\mathcal{F}: J^{1} T^{*} X \underset{T^{*} X}{\longrightarrow} T^{*} X \underset{X}{\times} \stackrel{2}{\wedge} T^{*} X
$$

Indeed, the standard Lagrangian of Proca fields takes the form

$$
\begin{equation*}
L_{\mathrm{P}}=\left[-\frac{1}{4 \gamma} \sigma^{\mu \alpha} \sigma^{\nu \beta} \mathcal{F}_{\alpha \beta} \mathcal{F}_{\mu \nu}-\frac{1}{2} m^{2} \sigma^{\mu \lambda} k_{\mu} k_{\lambda}\right] \sqrt{|g|} \omega \tag{7.4.10}
\end{equation*}
$$

Let us consider Proca fields in the presence of a symmetric world connection $K$. In this case, the strength $\mathcal{F}(7.4 .8)$ is independent of $K$, and we come to the above tensor field model in the presence of a metric gravitational field. The canonical lift $\tilde{\tau}$ (7.1.4) onto $T^{*} X$ is

$$
\tilde{\tau}=\tau^{\mu} \partial_{\mu}-\partial_{\alpha} \tau^{\nu} k_{\nu} \frac{\partial}{\partial k_{\alpha}}
$$

Substituting it in the expression (7.4.5), we obtain the energy-momentum superpotential

$$
\begin{equation*}
U_{\mathrm{P}}^{\mu \lambda}=-k_{\alpha} \pi^{\mu \lambda} \tau^{\alpha} \tag{7.4.11}
\end{equation*}
$$

of Proca fields, where

$$
\pi^{\mu \lambda}=-\frac{1}{\gamma} g^{\mu \alpha} g^{\lambda \beta} \mathcal{F}_{\alpha \beta} \sqrt{|g|}
$$

Let us turn now to the energy-momentum conservation laws in metric-affine gravitation theory.

Recall that world connections are represented by sections of the fibre bundle $C_{K}$ (7.1.6). Therefore, the configuration space of the metric-affine gravity is the first order jet manifold of the fibred product

$$
\begin{equation*}
\Sigma_{\mathrm{PR}}{\underset{X}{\times}} C_{K} . \tag{7.4.12}
\end{equation*}
$$

Let $L_{\text {MA }}$ be a Lagrangian on this configuration space equipped with the adapted coordinates ( $x^{\lambda}, \sigma^{\alpha \beta}, k_{\mu}{ }^{\alpha}{ }_{\beta}, \sigma_{\lambda}{ }^{\alpha \beta}, k_{\lambda \mu}{ }^{\alpha}{ }_{\beta}$ ). The problem lies in the fact that a Lagrangian $L_{\mathrm{MA}}$ which factorizes through the curvature $R_{\lambda \mu}{ }^{\alpha}{ }_{\beta}$ (7.1.8) is invariant under the transformations

$$
\begin{equation*}
k_{\mu}{ }_{\beta}^{\alpha} \mapsto k_{\mu}{ }^{\alpha}{ }_{\beta}+V_{\mu} \delta_{\beta}^{\alpha}, \tag{7.4.13}
\end{equation*}
$$

called the projective freedom. One can think of (7.4.13) as being the gauge transformations associated with the dilatation subgroup of the group $G L_{4}$. The projective invariance of $L_{\mathrm{MA}}$ implies that of a matter Lagrangian which imposes rigorous constraints on matter sources. In fact, these matter sources are only fermion fields (see the next Section). One also suggests to include in a metric-affine Lagrangian $L_{\mathrm{MA}}$ different terms expressed into the irreducible parts of the torsion $T$ and the non-metricity $Q$ (see [241] and references therein). The projective symmetry of such a Lagrangian is broken, and one utilizes a Proca field [77] and the hypermomentum fluid [ 15,241$]$ as hypothetical matter sources of the metric-affine gravity. Here we restrict our consideration to the case when a metric-affine Lagrangian $L_{\mathrm{MA}}$ factorizes
through the curvature is independent of the derivative coordinates $\sigma_{\lambda}{ }^{\alpha \beta}$ of a world metric, while matter sources are absent. The following relations take place:

$$
\begin{align*}
& \pi_{\alpha}^{\lambda \nu}{ }_{\alpha}^{\beta}=-\pi^{\nu \lambda{ }_{\alpha}{ }^{\beta}}  \tag{7.4.14}\\
& \frac{\partial \mathcal{L}_{\mathrm{MA}}}{\partial{k_{\nu}{ }^{\alpha}{ }_{\beta}}=\pi^{\lambda \nu}{ }_{\alpha}{ }^{\sigma} k_{\lambda}{ }^{\beta}{ }_{\sigma}-\pi^{\lambda \nu}{ }_{\sigma}{ }^{\beta} k_{\lambda}{ }_{\alpha}^{\sigma}} . \tag{7.4.15}
\end{align*}
$$

We also have the equalities

$$
\begin{aligned}
& \pi_{A}^{\lambda} u_{\alpha}^{A \beta \mu}=\pi^{\lambda \mu}{ }_{\alpha}^{\beta} \\
& \pi_{A}^{\varepsilon} u_{\alpha}^{A \beta}=-\partial_{\alpha}^{\varepsilon}{ }^{\beta} \mathcal{L}_{\mathrm{MA}}-\pi^{\varepsilon \beta}{ }_{\sigma}{ }^{\gamma}{k_{\alpha}}^{\sigma}{ }_{\gamma}
\end{aligned}
$$

Given a vector field $\tau$ on a world manifold $X$, its canonical lift onto the product (7.4.12) reads

$$
\tilde{\tau}=\tau^{\lambda} \partial_{\lambda}+\left(\sigma^{\nu \beta} \partial_{\nu} \tau^{\alpha}+\sigma^{\alpha \nu} \partial_{\nu} \tau^{\beta}\right) \partial_{\alpha \beta}+\left(u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}+u_{\alpha}^{A \beta \mu} \partial_{\beta \mu} \tau^{\alpha}\right) \partial_{A}
$$

where we use the compact notation

$$
\begin{aligned}
& \left(u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}+u_{\alpha}^{A \beta \mu} \partial_{\beta \mu} \tau^{\alpha}\right) \partial_{A}, \\
& y^{A}=k_{\mu}^{\alpha}{ }_{\beta}, \\
& u_{\mu}^{\alpha}{ }_{\beta}^{\varepsilon \sigma}{ }_{\gamma}=\delta_{\mu}^{\varepsilon} \delta_{\beta}^{\sigma} \delta_{\gamma}^{\alpha}, \\
& u_{\mu}^{\alpha}{ }^{\alpha}{ }_{\beta}^{\varepsilon}{ }_{\gamma}=k_{\mu}{ }^{\varepsilon}{ }_{\beta} \delta_{\gamma}^{\alpha}-k_{\mu}^{\alpha}{ }_{\gamma} \delta_{\beta}^{\varepsilon}-k_{\gamma}{ }^{\alpha}{ }_{\beta} \delta_{\mu}^{\varepsilon},
\end{aligned}
$$

for the vertical part of the vector field (7.1.7)
Let the Lagrangian $L_{\mathrm{MA}}$ be invariant under general covariant transformations, i.e.,

$$
\begin{equation*}
\mathrm{L}_{J_{1} \tilde{\tau}} L_{\mathrm{MA}}=0 \tag{7.4.16}
\end{equation*}
$$

Then, on-shell, the first variational formula (3.2.2) leads to the weak conservation law

$$
\begin{equation*}
0 \approx-d_{\lambda}\left[\pi_{A}^{\lambda}\left(y_{\alpha}^{A} \tau^{\alpha}-u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}-u_{\alpha}^{A \varepsilon \beta} \partial_{\varepsilon \beta} \tau^{\alpha}\right)-\tau^{\lambda} \mathcal{L}_{\mathrm{MA}}\right] \tag{7.4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{T}_{\mathrm{MA}}^{\lambda}=\pi_{A}^{\lambda}\left(y_{\alpha}^{A} \tau^{\alpha}-u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}-u_{\alpha}^{A \varepsilon \beta} \partial_{\varepsilon \beta} \tau^{\alpha}\right)-\tau^{\lambda} \mathcal{L}_{\mathrm{MA}} \tag{7.4.18}
\end{equation*}
$$

is the energy-momentum current of the metric-affine gravity.

Remark 7.4.2. It is readily observed that, in the local gauge where the vector field $\tau$ is constant, the energy-momentum current (7.4.18) leads to the canonical energy-momentum tensor

$$
\mathfrak{T}_{\mathrm{MA}}{ }^{\lambda}=\left(\pi^{\lambda \mu}{ }_{\beta}{ }^{\nu} k_{\alpha \mu}{ }^{\beta}{ }_{\nu}-\delta_{\alpha}^{\lambda} L_{\mathrm{MA}}\right) \tau^{\alpha} .
$$

This tensor was suggested in order to describe the energy-momentum complex in the Palatini model [ $80,230,239]$.

Due to the arbitrariness of the gauge parameters $\tau^{\lambda}$, the equality (7.4.16) is equivalent to the system of strong equalities

$$
\begin{align*}
& \partial_{\lambda} \mathcal{L}_{\mathrm{MA}}=0 \\
& \delta_{\alpha}^{\beta} \mathcal{L}_{\mathrm{MA}}+2 \sigma^{\beta \mu} \delta_{\alpha \mu} \mathcal{L}_{\mathrm{MA}}+u_{\alpha}^{A \beta} \delta_{A} \mathcal{L}_{\mathrm{MA}}+d_{\mu}\left(\pi_{A}^{\mu} u_{\alpha}^{A \beta}\right)-y_{\alpha}^{A} \pi_{A}^{\beta}=0,  \tag{7.4.19}\\
& {\left[\left(u_{\gamma}^{A \varepsilon \sigma} \partial_{A}+u_{\gamma}^{A \varepsilon} \partial_{A}^{\sigma}\right) \mathcal{L}_{\mathrm{MA}}\right] \partial_{\sigma \varepsilon} \tau^{\gamma}=0}  \tag{7.4.20}\\
& \pi_{\gamma}^{\left(\lambda \varepsilon{ }_{\gamma}{ }^{\sigma}\right)}=0 \tag{7.4.21}
\end{align*}
$$

where $\delta_{\alpha \mu} \mathcal{L}, \delta_{A} \mathcal{L}$ and $\delta^{\beta} \mathcal{L}$ are the corresponding variational derivatives.
Remark 7.4.3. It is readily observed that the equalities (7.4.20) and (7.4.21) hold due to the relations (7.4.15) and (7.4.14), respectively.

Substituting the term $y_{\alpha}^{A} \pi_{A}^{\beta}$ from the expression (7.4.19) in the energy-momentum conservation law (7.4.17), we bring it into the form

$$
\begin{gather*}
0 \approx-d_{\lambda}\left[2 \sigma^{\lambda \mu} \tau^{\alpha} \delta_{\alpha \mu} \mathcal{L}_{\mathrm{MA}}+u_{\alpha}^{A \lambda} \tau^{\alpha} \delta_{A} \mathcal{L}_{\mathrm{MA}}-\pi_{A}^{\lambda} u_{\alpha}^{A \beta} \partial_{\beta} \tau^{\alpha}+\right.  \tag{7.4.22}\\
\left.d_{\mu}\left(\pi^{\lambda \mu}{ }_{\alpha}^{\beta}\right) \partial_{\beta} \tau^{\alpha}+d_{\mu}\left(\pi_{A}^{\mu} u_{\alpha}^{A \lambda}\right) \tau^{\alpha}-d_{\mu}\left(\pi^{\lambda \mu}{ }_{\alpha}^{\beta} \partial_{\beta} \tau^{\alpha}\right)\right] .
\end{gather*}
$$

After separating the variational derivatives, the energy-momentum conservation law (7.4.22) of the metric-affine gravity and Proca fields leads to the superpotential form

$$
\begin{aligned}
0 & \approx-d_{\lambda}\left[2 \sigma^{\lambda \mu} \tau^{\alpha} \delta_{\alpha \mu} \mathcal{L}_{\mathrm{MA}}+\left(k_{\mu}{ }^{\lambda}{ }_{\gamma} \delta^{\mu}{ }_{\alpha}{ }^{\gamma} \mathcal{L}_{\mathrm{MA}}-k_{\mu}{ }^{\sigma}{ }_{\alpha} \delta^{\mu}{ }_{\sigma}{ }^{\lambda} \mathcal{L}_{\mathrm{MA}}-k_{\alpha}{ }^{\sigma}{ }_{\gamma} \delta^{\lambda}{ }_{\sigma}{ }^{\gamma} \mathcal{L}_{\mathrm{MA}}\right) \tau^{\alpha}\right. \\
& \left.+\delta^{\lambda}{ }_{\alpha}^{\mu} \mathcal{L} \partial_{\mu} \tau^{\alpha}-d_{\mu}\left(\delta^{\mu}{ }_{\alpha}{ }^{\lambda} \mathcal{L}\right) \tau^{\alpha}+d_{\mu}\left(\pi^{\mu \lambda}{ }_{\alpha}{ }^{\nu} \partial_{\nu} \tau^{\alpha}\right)\right],
\end{aligned}
$$

where the energy-momentum current on-shell reduces to the generalized Komar superpotential

$$
\begin{equation*}
U_{\mathrm{MA}}{ }^{\mu \lambda}=\pi^{\mu \lambda}{ }_{\alpha}^{\nu}\left(\partial_{\nu} \tau^{\alpha}-{k_{\sigma}}^{\alpha}{ }_{\nu} \tau^{\sigma}\right) \tag{7.4.23}
\end{equation*}
$$

$[122,123,269]$. We can rewrite this superpotential as

$$
U_{\mathrm{MA}}{ }^{\mu \lambda}=2 \frac{\partial \mathcal{L}_{\mathrm{MA}}}{\partial R_{\mu \lambda}{ }^{\alpha}{ }_{\nu}}\left(D_{\nu} \tau^{\alpha}+T_{\nu}^{\alpha}{ }_{\sigma} \tau^{\sigma}\right)
$$

where $D_{\nu}$ is the covariant derivative relative to the connection $k_{\nu}{ }^{\alpha}{ }_{\sigma}$ and $T_{\nu}{ }_{\sigma}{ }_{\sigma}$ is the torsion of this connection.

Example 7.4.4. Let us consider the Hilbert-Einstein Lagrangian

$$
\begin{aligned}
& L_{\mathrm{HE}}=-\frac{1}{2 \kappa} R \sqrt{|\sigma|} \omega \\
& R=\sigma^{\lambda \nu} R_{\lambda \alpha}^{\alpha} \nu
\end{aligned}
$$

in the metric-affine gravitation model. Then the generalized Komar superpotential (7.4.23) comes to the Komar superpotential (7.4.6) if we substitute the Levi-Civita connection $k_{\nu}{ }^{\alpha}{ }_{\sigma}=\left\{\nu_{\sigma}{ }_{\sigma}\right\}$. One may generalize this example by considering the Lagrangian

$$
L=f(R) \sqrt{-g} \omega
$$

where $f(R)$ is a polynomial of the scalar curvature $R$. In the case of a symmetric connection, we restate the superpotential

$$
U^{\mu \lambda}=-\frac{\partial f}{\partial R} \sqrt{-g}\left(g^{\lambda \nu} D_{\nu} \tau^{\mu}-g^{\mu \nu} D_{\nu} \tau^{\lambda}\right)
$$

of the Palatini model [33] just as the superpotential when a Lagrangian of the Palatini model factorizes through the product $R^{\alpha \beta} R_{\alpha \beta}[34]$.

### 7.5 Spin connections

We will restrict our consideration to Dirac spinor fields since all fermion matter, observable till now, is described by these fields. Let us consider gauge theory on spinor bundles over a world manifold whose sections describe Dirac fermion fields. The key point is that these spinor bundles are not preserved under general covariant transformations. From the physical viewpoint, a Dirac fermion matter is responsible for a spontaneous symmetry breaking in gravitation theory. From the mathematical viewpoint, every Dirac spin structure on a world manifold $X$ is associated with a certain tetrad gravitational field $h$ on $X$, i.e., with a certain reduced Lorentz structure
$P^{h} \subset L X$. The problem of a spin connection for Dirac spinor fields in the presence of a background gravitational field has been solved by V.Fock and D.Ivanenko in 1929, and their spin Levi-Civita connection (see (7.5.13) below) is naturally extended to an arbitrary Lorentz connection $A_{h}$ on $P^{h}$. Here we study a spin connection associated with an arbitrary linear world connection on $X$. Therefore, we should consider a spinor structure which is not associated with a certain tetrad field $h$ and which is subject to general covariant transformations (see also [74, 101, 243]). To solve this problem, one can follow the general scheme of describing symmetry breaking in gauge theories in terms of composite bundles in Section 6.5. We will construct a composite bundle $S \rightarrow \Sigma_{\mathrm{T}} \rightarrow X$, where $S \rightarrow \Sigma_{\mathrm{T}}$ is a spinor bundle over the tetrad bundle (7.2.1) [123, 124, 272, 273]. Given a section $h$ of the tetrad bundle $\Sigma_{\mathrm{T}}$, the restriction of this spinor bundle to $h(X) \subset \Sigma_{\mathrm{T}}$ describes the familiar Dirac spin structure in the presence of $h$. Conversely, every Dirac spin structure $S^{h}$ on a world manifold can be seen in this way. Note that $S \rightarrow X$ is not a spin bundle, and is subject to general covariant transformations. A desired spin connection is a connection on the composite bundle $S \rightarrow X$.

Remark 7.5.1. Dirac spinors. We describe Dirac spinors in terms of Clifford algebras (see, e.g., [69, 123, 240, 255] and [47, 194] for a general Clifford algebra. technique).

Let $M$ be the Minkowski space equipped with the Minkowski metric $\eta$, and let $\left\{e^{a}\right\}$ be a fixed basis for $M$. By $\mathbb{C}_{1,3}$ is denoted the complex Clifford algebra generated by elements of $M$. This is the complexified quotient of the tensor algebra $\otimes M$ of $M$ by the two-sided ideal generated by elements

$$
e \otimes e^{\prime}+e^{\prime} \otimes e-2 \eta\left(e, e^{\prime}\right) \in \otimes M, \quad e, e^{\prime} \in M .
$$

The complex Clifford algebra $\mathbb{C}_{1,3}$ is isomorphic to the real Clifford algebra $\mathbb{R}_{2,3}$, whose generating space is $\mathbb{R}^{5}$ equipped with the metric

$$
\operatorname{diag}(1,-1,-1,-1,1)
$$

Its subalgebra generated by elements of $M \subset \mathbb{R}^{5}$ is the real Clifford algebra $\mathbb{R}_{1,3}$.
A spinor space $V$ is defined as a minimal left ideal of $\mathbb{C}_{1,3}$ on which this algebra acts on the left. We have the representation

$$
\begin{equation*}
\gamma: M \otimes V \rightarrow V, \quad \gamma\left(e^{a}\right)=\gamma^{a}, \tag{7.5.1}
\end{equation*}
$$

of elements of the Minkowski space $M \subset \mathbb{C}_{1,3}$ by the Dirac $\gamma$-matrices on $V$. Different ideals $V$ lead to equivalent representations (7.5.1). The spinor space $V$ is provided with the spinor metric

$$
\begin{equation*}
a\left(v, v^{\prime}\right)=\frac{1}{2}\left(\bar{v} v^{\prime}+\bar{v}^{\prime} v\right)=\frac{1}{2}\left(v^{+} \gamma^{0} v^{\prime}+v^{\prime+} \gamma^{0} v\right) \tag{7.5.2}
\end{equation*}
$$

since the element $e^{0} \in M$ satisfies the conditions

$$
\left(e^{0}\right)^{+}=e^{0}, \quad\left(e^{0} e\right)^{+}=e^{0} e, \quad \forall e \in M
$$

By definition, the Clifford group $G_{1,3}$ consists of the invertible elements $l_{s}$ of the real Clifford algebra $\mathbb{R}_{1,3}$ such that the inner automorphisms defined by these elements preserve the Minkowski space $M \subset \mathbb{R}_{1,3}$, i.e.,

$$
\begin{equation*}
l_{s} e l_{s}^{-1}=l(e), \quad e \in M \tag{7.5.3}
\end{equation*}
$$

where $l$ is a Lorentz transformation of $M$. Hence, we have an epimorphism of the Clifford group $G_{1,3}$ onto the Lorentz group $O(1,3)$. Since the action (7.5.3) of the Clifford group on the Minkowski space $M$ is not effective, one usually consider its pin and spin subgroups. The subgroup $\operatorname{Pin}(1,3)$ of $G_{1,3}$ is generated by elements $e \in M$ such that $\eta(e, e)= \pm 1$. The even part of $\operatorname{Pin}(1,3)$ is the spin group $\operatorname{Spin}(1,3)$. Its component of the unity

$$
L_{\mathrm{s}}=\operatorname{Spin}^{0}(1,3) \simeq S L(2, \mathbb{C})
$$

is the well-known two-fold universal covering group

$$
\begin{equation*}
z_{L}: L_{\mathbf{s}} \rightarrow \mathrm{L}=L_{\mathbf{s}} / \mathbb{Z}_{2}, \quad \mathbb{Z}_{2}=\{1,-1\} \tag{7.5.4}
\end{equation*}
$$

of the proper Lorentz group L.
The Clifford group $G_{1,3}$ acts on the spinor space $V$ by left multiplications

$$
G_{1,3} \ni l_{s}: v \mapsto l_{s} v, \quad v \in V
$$

This action preserves the representation (7.5.1), i.e.,

$$
\gamma\left(l M \otimes l_{s} V\right)=l_{s} \gamma(M \otimes V)
$$

The spin group $L_{\mathrm{s}}$ acts on the spinor space $V$ by means of the generators

$$
\begin{equation*}
L_{a b}=\frac{1}{4}\left[\gamma_{a}, \gamma_{b}\right] \tag{7.5.5}
\end{equation*}
$$

Since $L_{a b}^{+} \gamma^{0}=-\gamma^{0} L_{a b}$, this action preserves the spinor metric (7.5.2).
A Dirac spin structure on a world manifold $X$ is said to be a pair $\left(P^{h}, z_{s}\right)$ of an $L_{\mathrm{s}}$-principal bundle $P^{h} \rightarrow X$ and a principal bundle morphism

$$
\begin{equation*}
z_{h}: P^{h} \vec{x}^{L X} \tag{7.5.6}
\end{equation*}
$$

from $P^{h}$ to the frame bundle $L X[14,27,194]$. More generally, one can define a spin structure on any vector bundle $E \rightarrow X$ [194]. Since the homomorphism $L_{\mathrm{s}} \rightarrow G L_{4}$ factorizes through the epimorphism (7.5.4), every bundle morphism (7.5.6) factorizes through a morphism

$$
\begin{align*}
& z_{h}: P^{h} \rightarrow L^{h} X,  \tag{7.5.7}\\
& z_{h} \circ R_{g}=R_{z_{L}(g)}, \quad \forall g \in L_{\mathbf{s}},
\end{align*}
$$

of $P^{h}$ to some L-principal subbundle $L^{h} X$ of the frame bundle $L X$.
It follows that the necessary condition of the existence of a Dirac spin structure on $X$ is the existence of a Lorentz structure. From the physics viewpoint, it means that the existence of Dirac's fermion matter implies the existence of a gravitational field.

Fermion fields in the presence of a tetrad field $h$ are described by sections of the $P^{h}$-associated spinor bundle

$$
\begin{equation*}
S^{h}=\left(P^{h} \times V\right) / L_{\mathrm{s}} \rightarrow X \tag{7.5.8}
\end{equation*}
$$

whose typical fibre $V$ carriers the spinor representation (7.5.5) of the spin group $L_{5}$. To describe Dirac fermions and, in particular, to construct the Dirac operator, the spinor bundle $S^{h}(7.5 .8)$ must be represented as a subbundle of the bundle of Clifford algebras, i.e., as a spinor structure on the cotangent bundle $T^{*} X$.

Every fibre bundle of Minkowski spaces $M^{h} X(7.2 .7)$ over a world manifold $X$ is extended to the fibre bundle of Clifford algebras $C^{h} X$ with the fibres generated by the fibres of $M^{h} X[27]$. This fibre bundle $C^{h} X$ has the structure group Aut $\left(\mathbb{C}_{1,3}\right)$ of inner automorphisms of the Clifford algebra $\mathbb{C}_{1,3}$. In general, $C^{h} X$ does not contain a spinor subbundle because a spinor subspace $V$ is not stable under inner automorphisms of $\mathbb{C}_{1,3}$. As was shown [27], a spinor subbundle of $C^{h} X$ exists if the transition functions of $C^{h} X$ can be lifted from $\operatorname{Aut}\left(\mathbb{C}_{1,3}\right)$ to the Clifford group $G_{1,3}$. This agrees with the usual condition of the existence of a spin structure which holds for a world manifold $X$. Such a spinor subbundle is the bundle $S^{h}(7.5 .8)$ associated
with the universal two-fold covering (7.5.7) of the Lorentz bundle $L^{h} X$. We will call $P^{h}$ (and $S^{h}$ ) the $h$-associated Dirac spin structure on a world manifold.
Remark 7.5.2. All spin structures on a manifold $X$ which are related to the two-fold universal covering groups possess the following two properties [140]. Let $P \rightarrow X$ be a principal bundle whose structure group $G$ has the fundamental group $\pi_{1}(G)=\mathbb{Z}_{2}$. Let $\widetilde{G}$ be the universal covering group of $G$.

- The topological obstruction to the existence of a $\tilde{G}$-principal bundle $\widetilde{P} \rightarrow X$ covering the bundle $P \rightarrow X$ is given by the Cech cohomology group $H^{2}\left(X ; \mathbb{Z}_{2}\right)$ of $X$ with coefficients in $\mathbb{Z}_{2}$. Roughly speaking, the principal bundle $P$ defines an element of $H^{2}\left(X ; \mathbb{Z}_{2}\right)$ which must be zero so that $P \rightarrow X$ can give rise to $\widetilde{P} \rightarrow X$.
- Non-equivalent lifts of $P \rightarrow X$ to $\tilde{G}$-principal bundles are classified by elements of the Cech cohomology group $H^{1}\left(X ; \mathbb{Z}_{2}\right)$.

In particular, the well-known topological obstruction to the existence of a Dirac spin structure is the second Stiefel-Whitney class $w_{2}(X) \in H^{2}\left(X ; \mathbb{Z}_{2}\right)$ of $X$ [194]. In the case of 4 -dimensional non-compact manifolds, all Riemannian and pseudoRiemannian spin structures are equivalent [14, 119].

There exists the bundle morphism

$$
\begin{equation*}
\gamma_{h}: T^{*} X \otimes S^{h}=\left(P^{h} \times(M \otimes V)\right) / L_{\mathbf{s}} \rightarrow\left(P^{h} \times \gamma(M \otimes V)\right) / L_{\mathbf{s}}=S^{h} \tag{7.5.9}
\end{equation*}
$$

where by $\gamma$ is meant the left action (7.5.1) of $M \subset \mathbb{C}_{1,3}$ on $V \subset \mathbb{C}_{1,3}$. One can think of (7.5.9) as being the representation of covectors to $X^{4}$ by the Dirac $\gamma$-matrices on elements of the spinor bundle $S^{h}$. Relative to an atlas $\left\{z_{\zeta}\right\}$ of $P^{h}$ and to the associated Lorentz atlas $\left\{z_{h} \circ z_{\zeta}\right\}$ of $L X$, the representation (7.5.9) reads

$$
y^{A}\left(\gamma_{h}\left(h^{a}(x) \otimes v\right)\right)=\gamma_{B}^{a A} y^{B}(v), \quad v \in S_{x}^{h}
$$

where $y^{A}$ are the corresponding bundle coordinates of $S^{h}$, and $h^{a}$ are the tetrad coframes (7.2.4). For brevity, we will write

$$
\widehat{h}^{a}=\gamma_{h}\left(h^{a}\right)=\gamma^{a}, \quad \widehat{d} x^{\lambda}=\gamma_{h}\left(d x^{\lambda}\right)=h_{a}^{\lambda}(x) \gamma^{a}
$$

Let $A_{h}$ be a principal connection on $S^{h}$ and let

$$
\begin{aligned}
& D: J^{\mathbf{l}} S^{h} \rightarrow T^{*} X \otimes S_{S^{h}} S^{h} \\
& D=\left(y_{\lambda}^{A}-A_{\lambda}^{a b} L_{a b}{ }^{A}{ }_{B} y^{B}\right) d x^{\lambda} \otimes \partial_{A}
\end{aligned}
$$

be the corresponding covariant differential (2.2.7), where

$$
V S^{h}=S_{X}^{h} \times S^{h}
$$

The first order differential Dirac operator is defined on $S^{h}$ by the composition

$$
\begin{align*}
& \mathcal{D}_{h}=\gamma_{h} \circ D: J^{1} S^{h} \rightarrow T^{*} X \otimes S^{h} \rightarrow S^{h}  \tag{7.5.10}\\
& y^{A} \circ \mathcal{D}_{h}=h_{a}^{\lambda} \gamma^{a A}{ }_{B}\left(y_{\lambda}^{B}-\frac{1}{2} A_{\lambda}^{a b} L_{a b}{ }_{B} y^{B}\right)
\end{align*}
$$

Remark 7.5.3. The spinor bundle $S^{h}$ is a complex fibre bundle with a real structure group over a real manifold. Of course, one can regard such a fibre bundle as the real one. In particular, the jet manifold $J^{1} S^{h}$ with coordinates $\left(x^{\lambda}, y^{A}, y_{\lambda}^{A}\right)$ is defined as usual.

The $h$-associated spinor bundle $S^{h}$ is equipped with the fibre spinor metric

$$
\begin{aligned}
& a_{h}: S^{h} \underset{X}{\times} S^{h} \rightarrow \mathbb{R} \\
& a_{h}\left(v, v^{\prime}\right)=\frac{1}{2}\left(v^{+} \gamma^{0} v^{\prime}+v^{\prime+} \gamma^{0} v\right), \quad v, v^{\prime} \in S^{h}
\end{aligned}
$$

Using this metric and the Dirac operator (7.5.10), one can define Dirac's Lagrangian on $J^{1} S^{h}$ in the presence of a background tetrad field $h$ and a background connection $A_{h}$ on $S^{h}$ as

$$
\begin{aligned}
& L_{h}: J^{1} S^{h} \rightarrow \stackrel{4}{\wedge} T^{*} X \\
& L_{h}=\left[a_{h}\left(i \mathcal{D}_{h}(w), w\right)-m a_{h}(w, w)\right] h^{0} \wedge \cdots \wedge h^{3}, \quad w \in J^{1} S^{h}
\end{aligned}
$$

Its coordinate expression is

$$
\begin{align*}
\mathcal{L}_{h}= & \left\{\frac { i } { 2 } h _ { q } ^ { \lambda } \left[y_{A}^{+}\left(\gamma^{0} \gamma^{q}\right)^{A}{ }_{B}\left(y_{\lambda}^{B}-\frac{1}{2} A_{\lambda}{ }^{a b} L_{a b}{ }^{B}{ }_{C} y^{C}\right)-\right.\right.  \tag{7.5.11}\\
& \left.\left.\left(y_{\lambda A}^{+}-\frac{1}{2} A_{\lambda}{ }^{a b} y_{C}^{+} L_{a b}^{+}\right)\left(\gamma^{0} \gamma^{q}\right)^{A}{ }_{B} y^{B}\right]-m y_{A}^{+}\left(\gamma^{0}\right)^{A}{ }_{B} y^{B}\right\} \operatorname{det}\left(h_{\mu}^{a}\right)
\end{align*}
$$

Note that there is one-to-one correspondence between the principal connections, called spin connections, on the $h$-associated principal spinor bundle $P^{h}$ and the Lorentz connections on the L-principal bundle $L^{h} X$. Indeed, it follows from Theorem 6.1.3 that every principal connection

$$
\begin{equation*}
A_{h}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\frac{1}{2} A_{\lambda}^{a b} \varepsilon_{a b}\right) \tag{7.5.12}
\end{equation*}
$$

on $P^{h}$ defines a principal connection on $L^{h} X$ which is given by the same expression (7.5.12). Conversely, the pull-back $z_{h}^{*} \bar{A}_{h}$ on $P^{h}$ of the connection form $\bar{A}_{h}$ of a Lorentz connection $A_{h}$ on $L^{h} X$ is equivariant under the action of the group $L_{\mathrm{s}}$ on $P^{h}$ and, consequently, it is a connection form of a spin connection on $P^{h}$.

In particular, the Levi-Civita connection of a pseudo-Riemannian metric $g$ gives rise to the spin connection with the components

$$
\begin{equation*}
A_{\lambda}{ }^{a b}=\eta^{k b} h_{\mu}^{a}\left(\partial_{\lambda} h_{k}^{\mu}-h_{k}^{\nu}\left\{\lambda^{\mu}{ }_{\nu}\right\}\right) \tag{7.5.13}
\end{equation*}
$$

on the $g$-associated spinor bundle $S^{g}$.
We consider the general case of a spin connection generated on $P^{h}$ by a world connection $K$. The Lorentz connection $K_{h}$ induced by $K$ on $L^{h} X$ is given by the local connection 1 -form (7.2.20), and it defines the corresponding spin connection on $S^{h}$

$$
\begin{equation*}
K_{h}=d x^{\lambda} \otimes\left[\partial_{\lambda}+\frac{1}{4}\left(\eta^{k b} h_{\mu}^{a}-\eta^{k a} h_{\mu}^{b}\right)\left(\partial_{\lambda} h_{k}^{\mu}-h_{k}^{\nu} K_{\lambda}{ }^{\mu}{ }_{\nu}\right) L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A}\right], \tag{7.5.14}
\end{equation*}
$$

where $L_{a b}$ are the generators (7.5.5) [123, 248, 270].
Substituting the spin connection (7.5.14) in the Dirac operator (7.5.10) and Dirac's Lagrangian (7.5.11), we obtain a description of Dirac fermion fields in the presence of an arbitrary world connection on a world manifold, not only of the Lorentz type.

Motivated by the connection (7.5.14) (see Remark 2.4.2), one can obtain the canonical lift

$$
\begin{equation*}
\tilde{\tau}=\tau^{\lambda} \partial_{\lambda}+\frac{1}{4}\left(\eta^{k b} h_{\mu}^{a}-\eta^{k a} h_{\mu}^{b}\right)\left(\tau^{\lambda} \partial_{\lambda} h_{k}^{\mu}-h_{k}^{\nu} \partial_{\nu} \tau^{\mu}\right) L_{a b}{ }_{B}{ }_{B} y^{B} \partial_{A} \tag{7.5.15}
\end{equation*}
$$

of vector fields $\tau$ on $X$ onto the spinor bundle $S^{h}$ [123, 269]. The lift (7.5.15) can be brought into the form

$$
\tilde{\tau}=\tau_{\{ \}}-\frac{1}{4}\left(\eta^{k b} h_{\mu}^{a}-\eta^{k a} h_{\mu}^{b}\right) h_{k}^{\nu} \nabla_{\nu} \tau^{\mu} L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A},
$$

where $\tau_{\{ \}}$is the horizontal lift of $\tau$ by means of the spin Levi-Civita connection for the tetrad field $h$, and $\nabla_{\nu} \tau^{\mu}$ are the covariant derivatives of $\tau$ relative to the Levi-Civita connection [101, 181].

From now on, we will assume that a world manifold $X$ is non-compact and parallelizable in accordance with Remark 7.2.1. In this case, all Dirac spin structures are equivalent, i.e., the principal spinor bundles $P^{h}$ and $P^{h^{\prime}}$ are isomorphic [14,

119]. This property remains true for all spin structures on $X$ which are generated by the two-fold universal covering groups (see Remark 7.5.2). Nevertheless, the associated structures of the bundles of Minkowski spaces $M^{h} X$ and $M^{h^{\prime}} X(7.2 .7)$ on the cotangent bundle $T^{*} X$ are not equivalent, and so are the representations $\gamma_{h}$ and $\gamma_{h^{\prime}}(7.5 .9)[123,263]$. It follows that every Dirac fermion field must be described in a pair $\left(s_{h}, h\right)$ with a certain tetrad field $h$, and Dirac fermion fields in the presence of different tetrad fields fail to be given by sections of the same spinor bundle. This fact exhibits the physical nature of gravity as a Higgs field. The goal is to construct a bundle over $X$ whose sections exhaust the whole totality of fermion-gravitation pairs [123, 272, 273]. Following the general scheme of describing symmetry breaking in Section 6.5, we will use the fact that the frame bundle $L X$ is the principal bundle $L X \rightarrow \Sigma_{\mathrm{T}}$ over the tetrad bundle $\Sigma_{\mathrm{T}}$ (7.2.1) with the structure Lorentz group L .

The group $G L_{4}$ has the first homotopy group $\mathbb{Z}_{2}$. Therefore, $G L_{4}$ admits the universal two-fold covering group $\overline{G L}_{4}$ such that the diagram

commutes. Let us consider the corresponding two-fold covering bundle $\widetilde{L X} \rightarrow X$ of the frame bundle $L X[74,194,243,288]$. However, the spinor representation of the group $\widetilde{G L}_{4}$ is infinite dimensional. Therefore, the $\widetilde{L X}$-associated spinor bundle over $X$ describes infinite-dimensional "world" spinor fields, but not the Dirac ones (see [150] for details). At the same time, since the fibre bundle

$$
\begin{equation*}
\widehat{L X} \rightarrow \Sigma_{\mathrm{T}} \tag{7.5.17}
\end{equation*}
$$

is an $L_{\mathrm{s}}$-principal bundle over the tetrad bundle $\Sigma_{\mathbf{T}}=\widetilde{L X} / L_{\mathrm{s}}$, the commutative diagram

provides a Dirac spin structure on the tetrad bundle $\Sigma_{T}$. One can show that the spin structure (7.5.18) is unique $[123,124,272,273]$. This spin structure, called the universal spin structure, possesses the following property.

Owing to the commutative diagram (7.5.16), we have the commutative diagram

for any tetrad field $h[114,123,272,273]$. This means that, given a tetrad field $h$, the restriction $h^{*} \widetilde{L X}$ of the $L_{\mathrm{s}}$-principal bundle (7.5.17) to $h(X) \subset \Sigma_{\mathrm{T}}$ is isomorphic to the $L_{\mathrm{s}}$-principal subbundle $P^{h}$ of the fibre bundle $\widetilde{L X} \rightarrow X$ which is the $h$-associated Dirac spin structure.

Let us consider the spinor bundle

$$
\begin{equation*}
S=(\widetilde{L X} \times V) / L_{\mathrm{s}} \rightarrow \Sigma_{\mathrm{T}} \tag{7.5.20}
\end{equation*}
$$

associated with the $L_{\mathrm{s}}$-principal bundle (7.5.17), and the corresponding composite spinor bundle

$$
\begin{equation*}
S \rightarrow \Sigma_{\mathrm{T}} \rightarrow X \tag{7.5.21}
\end{equation*}
$$

which however is not a spinor bundle over $X$.
Given a tetrad field $h$, there is the canonical isomorphism

$$
i_{h}: S^{h}=\left(P^{h} \times V\right) / L_{\mathrm{s}} \rightarrow\left(h^{*} \widetilde{L X} \times V\right) / L_{\mathrm{s}}
$$

of the $h$-associated spinor bundle $S^{h}(7.5 .8)$ onto the restriction $h^{*} S$ of the spinor bundle $S \rightarrow \Sigma_{\mathrm{T}}$ to $h(X) \subset \Sigma_{\mathrm{T}}$ (see Proposition 2.7.1). Thence, every global section $s_{h}$ of the spinor bundle $S^{h}$ corresponds to the global section $i_{h} \circ s_{h}$ of the composite spinor bundle (7.5.21). Conversely, every global section $s$ of the composite spinor bundle (7.5.21), which projects onto a tetrad field $h$, takes its values into the subbundle $i_{h}\left(S^{h}\right) \subset S$ (see Proposition 2.7.2).

Let the frame bundle $L X \rightarrow X$ be provided with a holonomic atlas $\left\{U_{\zeta}, T \phi_{\zeta}\right\}$, and let the principal bundles $\overline{L X} \rightarrow \Sigma_{T}$ and $L X \rightarrow \Sigma_{\mathrm{T}}$ have the associated atlases $\left\{U_{\epsilon}, z_{\epsilon}^{s}\right\}$ and $\left\{U_{\epsilon}, z_{\epsilon}=\widetilde{z} \circ z_{\epsilon}^{s}\right\}$, respectively. With these atlases, the composite spinor bundle $S(7.5 .21)$ is equipped with the bundle coordinates $\left(x^{\lambda}, \sigma_{a}^{\mu}, y^{A}\right)$, where $\left(x^{\lambda}, \sigma_{a}^{\mu}\right)$ are coordinates of the tetrad bundle $\Sigma_{\mathrm{T}}$ such that $\sigma_{a}^{\mu}$ are the matrix components of the group element $\left(T \phi_{\zeta} \circ z_{\epsilon}\right)(\sigma), \sigma \in U_{\epsilon}, \pi_{\Sigma X}(\sigma) \in U_{\zeta}$. For any tetrad field $h$, we have $\left(\sigma_{a}^{\lambda} \circ h\right)(x)=h_{a}^{\lambda}(x)$ where $h_{a}^{\lambda}(x)=H_{a}^{\lambda} \circ z_{\epsilon} \circ h$ are the tetrad functions (7.2.5) with respect to the Lorentz atlas $\left\{z_{\epsilon} \circ h\right\}$ of $L^{h} X$.

The spinor bundle $S \rightarrow \Sigma_{\mathrm{T}}$ is the subbundle of the bundle of Clifford algebras which is generated by the bundle of Minkowski spaces

$$
\begin{equation*}
E_{M}=(L X \times M) / \mathrm{L} \rightarrow \Sigma_{\mathrm{T}} \tag{7.5.22}
\end{equation*}
$$

associated with the L-principal bundle $L X \rightarrow \Sigma$. Since the fibre bundles $L X \rightarrow X$ and $G L_{4} \rightarrow G L_{4} / \mathrm{L}$ are trivial, so is the fibre bundle (7.5.22). Hence, it is isomorphic to the product $\Sigma_{T} \times T^{*} X$. Then there exists the representation

$$
\begin{equation*}
\gamma_{\Sigma}: T^{*} X \underset{\Sigma_{\mathrm{T}}}{\otimes} S=(\widetilde{L X} \times(M \otimes V)) / L_{\mathrm{s}} \rightarrow(\widetilde{L X} \times \gamma(M \otimes V)) / L_{\mathrm{s}}=S \tag{7.5.23}
\end{equation*}
$$

given by the coordinate expression

$$
\hat{d x^{\lambda}}=\gamma_{\Sigma}\left(d x^{\lambda}\right)=\sigma_{a}^{\lambda} \gamma^{a} .
$$

Restricted to $h(X) \subset \Sigma_{\mathrm{T}}$, this representation recovers the morphism $\gamma_{h}$ (7.5.9).
Using the representation $\gamma_{\Sigma}$ (7.5.23), one can construct the total Dirac operator on the composite spinor bundle $S$ as follows. Since the bundles $\overline{L X} \rightarrow \Sigma_{T}$ and $\Sigma_{\mathrm{T}} \rightarrow X$ are trivial, let us consider a principal connection $A(6.5 .7)$ on the $L_{\mathrm{s}^{-}}$ principal bundle $\widetilde{L X} \rightarrow \Sigma_{\mathrm{T}}$ given by the local connection form

$$
\begin{align*}
& A=\left(A_{\lambda}^{a b} d x^{\lambda}+A_{\mu}^{k a b} d \sigma_{k}^{\mu}\right) \otimes L_{a b},  \tag{7.5.24}\\
& A_{\lambda}^{a b}=-\frac{1}{2}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right) \sigma_{k}^{\nu} K_{\lambda}{ }^{\mu}, \\
& A_{\mu}^{k a b}=\frac{1}{2}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right), \tag{7.5.25}
\end{align*}
$$

where $K$ is a world connection on $X$. This connection defines the associated spin connection

$$
\begin{gather*}
A_{\Sigma}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\frac{1}{2} A_{\lambda}{ }^{a b} L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A}\right)+  \tag{7.5.26}\\
d \sigma_{k}^{\mu} \otimes\left(\partial_{\mu}^{k}+\frac{1}{2} A_{\mu}^{k a b} L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A}\right)
\end{gather*}
$$

on the spinor bundle $S \rightarrow \Sigma_{\mathrm{T}}$. The choice of the connection (7.5.24) is motivated by the fact that, given a tetrad field $h$, the restriction of the spin connection (7.5.26) to $S^{h}$ is exactly the spin connection (7.5.14).

The connection (7.5.26) yields the first order differential operator $\widetilde{D}(2.7 .15)$ on the composite spinor bundle $S \rightarrow X$ which reads

$$
\begin{align*}
& \widetilde{D}: J^{1} S \rightarrow T^{*} X \otimes S \\
& \widetilde{\Sigma_{\mathrm{T}}} \mathrm{~S}=  \tag{7.5.27}\\
& \widetilde{D} x^{\lambda} \otimes\left[y_{\lambda}^{A}-\frac{1}{2}\left(A_{\lambda}{ }^{a b}+A_{\mu}^{k a b} \sigma_{\lambda k}^{\mu}\right) L_{a b}{ }^{A}{ }_{B} y^{B}\right] \partial_{A}= \\
& \quad d x^{\lambda} \otimes\left[y_{\lambda}^{A}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} K_{\lambda}{ }^{\mu}{ }_{\nu}\right) L_{a b}{ }_{B}{ }_{B} y^{B}\right] \partial_{A}
\end{align*}
$$

The corresponding restriction $\widetilde{D}_{h}(6.5 .9)$ of the operator $\widetilde{D}(7.5 .27)$ to $J^{1} S^{h} \subset J^{1} S$ recovers the familiar covariant differential on the $h$-associated spinor bundle $S^{h} \rightarrow$ $X^{4}$ relative to the spin connection (7.5.15).

Combining (7.5.23) and (7.5.27) gives the first order differential operator

$$
\begin{align*}
& \mathcal{D}=\gamma_{\Sigma_{\mathrm{T}}} \circ \widetilde{D}: J^{1} S \rightarrow T^{*} X \otimes S \rightarrow S,  \tag{7.5.28}\\
& y^{B} \circ \mathcal{D}=\sigma_{a}^{\lambda} \gamma^{a B}{ }_{A}\left[y_{\lambda}^{A}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} K_{\lambda}{ }^{\mu}{ }_{\nu}\right) L_{a b}{ }^{A}{ }_{B} y^{B}\right]
\end{align*}
$$

on the composite spinor bundle $S \rightarrow X$. One can think of $\mathcal{D}$ as being the total Dirac operator on $S$ since, for every tetrad field $h$, the restriction of $\mathcal{D}$ to $J^{1} S^{h} \subset J^{1} S$ is exactly the Dirac operator $\mathcal{D}_{h}(7.5 .10)$ on the spinor bundle $S^{h}$ in the presence of the background tetrad field $h$ and the spin connection (7.5.14).

Thus, we come to the model of the metric-affine gravity and Dirac fermion fields. The total configuration space of this model is the jet manifold $J^{1} Y$ of the bundle product

$$
\begin{equation*}
Y=C_{K} \times S \tag{7.5.29}
\end{equation*}
$$

where $C_{K}$ is the bundle of world connections (7.1.6). This product is coordinated by ( $x^{\mu}, \sigma_{a}^{\mu}, k_{\mu}{ }_{\beta}, y^{A}$ ).

Let $J_{\Sigma_{\mathrm{T}}}^{1} Y$ denote the first order jet manifold of the fibre bundle $Y \rightarrow \Sigma_{\mathrm{T}}$. This fibre bundle can be endowed with the spin connection

$$
\begin{align*}
& A_{Y}: Y \longrightarrow J_{\Sigma_{\mathrm{T}}}^{1} Y \xrightarrow{\mathrm{pr}_{2}} J_{\Sigma_{\mathrm{T}}}^{1} S, \\
& A_{Y}=d x^{\lambda} \otimes\left(\partial_{\lambda}+\tilde{A}_{\lambda}{ }^{a b} L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A}\right)+d \sigma_{k}^{\mu} \otimes\left(\partial_{\mu}^{k}+A_{\mu}^{k a b} L_{a b}{ }^{A}{ }_{B} y^{B} \partial_{A}\right), \tag{7.5.30}
\end{align*}
$$

where $A_{\mu}^{k a b}$ is given by the expression (7.5.25), and

$$
\tilde{A}_{\lambda}^{a b}=-\frac{1}{2}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right) \sigma_{k}^{\nu}{k_{\lambda}}_{\nu}^{\mu}
$$

Using the connection (7.5.30), we obtain the first order differential operator

$$
\begin{align*}
& \widetilde{D}_{Y}: J^{1} Y \rightarrow T^{*} X \underset{\Sigma}{\otimes} S \\
& \widetilde{D}_{Y}=d x^{\lambda} \otimes\left[y_{\lambda}^{A}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} k_{\lambda}^{\mu}{ }_{\nu}\right) L_{a b}{ }^{A}{ }_{B} y^{B}\right] \partial_{A}, \tag{7.5.31}
\end{align*}
$$

and the total Dirac operator

$$
\begin{align*}
& \mathcal{D}_{Y}=\gamma_{\Sigma} \circ \widetilde{D}: J^{1} Y \rightarrow T^{*} X \underset{\Sigma}{\otimes} S \rightarrow S, \\
& y^{B} \circ \mathcal{D}_{Y}=\sigma_{a}^{\lambda} \gamma^{\alpha B}{ }_{A}\left[y_{\lambda}^{A}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} k_{\lambda}{ }_{\lambda}{ }_{\nu}\right) L_{a b}{ }^{A}{ }_{B} y^{B}\right], \tag{7.5.32}
\end{align*}
$$

on the fibre bundle $Y \rightarrow X$. Given a world connection $K: X \rightarrow C_{K}$, the restrictions of the spin connection $A_{Y}$ (7.5.30), the operator $\widetilde{D}_{Y}$ (7.5.31) and the Dirac operator $\mathcal{D}_{Y}$ (7.5.32) to $K^{*} Y$ are exactly the spin connection (7.5.26) and the operators (7.5.27) and (7.5.28), respectively.

The total Lagrangian on the configuration space $J^{1} Y$ of the metric-affine gravity and fermion fields is the sum

$$
\begin{equation*}
L=L_{\mathrm{MA}}+L_{\mathrm{D}} \tag{7.5.33}
\end{equation*}
$$

of a metric-affine Lagrangian

$$
L_{\mathrm{MA}}\left(R_{\mu \lambda}{ }_{\beta}{ }_{\beta}, \sigma^{\mu \nu}\right), \quad \sigma^{\mu \nu}=\sigma_{a}^{\mu} \sigma_{b}^{\nu} \eta^{a b},
$$

and Dirac's Lagrangian

$$
L_{\mathrm{D}}=\left[a_{Y}(i \mathcal{D}(w), w)-m a_{S}(w, w)\right] \sigma^{0} \wedge \cdots \wedge \sigma^{3}, \quad w \in J^{1} S,
$$

where $\sigma^{a}=\sigma_{\mu}^{a} d x^{\mu}$ and

$$
a_{Y}\left(v, v^{\prime}\right)=\frac{1}{2}\left(v^{+} \gamma^{0} v^{\prime}+v^{\prime+} \gamma^{0} v\right)
$$

is the fibre spinor metric onto the fibre bundle $Y \rightarrow\left(C_{K} \times \Sigma_{\mathrm{T}}\right)$. Its coordinate expression is

$$
\begin{align*}
L_{\mathrm{D}}= & \left\{\frac { i } { 2 } \sigma _ { Q } ^ { \lambda } \left[y_{A}^{+}\left(\gamma^{0} \gamma^{q}\right)^{A}{ }_{B}\left(y_{\lambda}^{B}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} k_{\lambda}{ }_{\nu}{ }_{\nu}\right) L_{a b}{ }^{B}{ }_{C} y^{C}\right)-\right.\right. \\
& \left(y_{\lambda A}^{+}-\frac{1}{4}\left(\eta^{k b} \sigma_{\mu}^{a}-\eta^{k a} \sigma_{\mu}^{b}\right)\left(\sigma_{\lambda k}^{\mu}-\sigma_{k}^{\nu} k_{\lambda}{ }^{\mu}\right) y_{C}^{+} L_{a b}^{+C}{ }_{A}\left(\gamma^{0} \gamma^{q}\right)^{A}{ }_{B} y^{B}\right\}-\text { (7.5.3 }  \tag{7.5.34}\\
& \left.m y_{A}^{+}\left(\gamma^{0}\right)^{A}{ }_{B} y^{B}\right\} \sqrt{|\sigma|}, \quad \sigma=\operatorname{det}\left(\sigma_{\mu \nu}\right) .
\end{align*}
$$

It is readily observed that

$$
\begin{equation*}
\frac{\partial \mathcal{L}_{\mathrm{D}}}{\partial k_{\lambda}{ }^{\mu_{\nu}}}+\frac{\partial \mathcal{L}_{\mathrm{D}}}{\partial k_{\nu}{ }_{\lambda}}=0 \tag{7.5.35}
\end{equation*}
$$

i.e., Dirac's Lagrangian (7.5.34) depends only on the torsion of a world connection.

Note that, since the universal spin structure is unique, the $\widetilde{G L}_{4}$-principal bundle $\widetilde{L X} \rightarrow X^{4}$ as well as the frame bundle $L X$ admits the canonical lift of any diffeomorphism $f$ of the base $X[74,123,154]$. This lift yields the general covariant transformation of the associated spinor bundle $S \rightarrow \Sigma_{\mathrm{T}}$ over the general covariant transformations of the tetrad bundle $\Sigma_{\mathrm{T}}$. The corresponding canonical lift onto $S$ of a vector field on $X$ can be constructed (see [123, 272, 273] for details). The goal is the energy-momentum conservation law in gauge theory on spinor bundles. One can show that the corresponding energy-momentum current reduces to the generalize Komar superpotential (7.4.23) [123, 270]. It should be emphasized that Dirac fermion fields do not contribute to this superpotential because of the relation (7.5.35).

### 7.6 Affine world connections

Being a vector bundle, the tangent bundle $T X$ of a world manifold $X$ has a natural structure of an affine bundle. Therefore, one can consider affine connections on $T X$, called affine world connections. Here we will study them as principal connections.

Let $Y \rightarrow X$ be an affine bundle with a $k$-dimensional typical fibre $V$. It is associated with a principal bundle $A Y$ of affine frames in $Y$, whose structure group is the general affine group $G A(k, \mathbb{R})$. Then any affine connection on $Y \rightarrow X$ is associated with a principal connection on $A Y \rightarrow X$. These connections are represented by global sections of the affine bundle $J^{1} A Y / G A(k, \mathbb{R}) \rightarrow X$, and they always exist.

As was mentioned in Section 2.5, every affine connection $\Gamma(2.5 .1)$ on $Y \rightarrow X$ defines a linear connection $\bar{\Gamma}(2.5 .2)$ on the underlying vector bundle $\bar{Y} \rightarrow X$. This connection $\bar{\Gamma}$ is associated with a linear principal connection on the principal bundle $L \bar{Y}$ of linear frames in $\bar{Y}$, whose structure group is the general linear group $G L(k, \mathbb{R})$. We have the exact sequence of groups

$$
\begin{equation*}
0 \rightarrow T_{k} \rightarrow G A(k, \mathbb{R}) \rightarrow G L(k, \mathbb{R}) \rightarrow \mathbf{1} \tag{7.6.1}
\end{equation*}
$$

where $T_{k}$ is the group of translations in $\mathbb{R}^{k}$. It is readily observed that there is the corresponding principal bundle morphism $A Y \rightarrow L \bar{Y}$ over $X$ such that the principal
connection $\bar{\Gamma}$ on $L \bar{Y}$ is the image of the principal connection $\Gamma$ on $A Y \rightarrow X$ under this morphism in accordance with Theorem 6.1.3.

The exact sequence (7.6.1) admits a spliting $G L(k, \mathbb{R}) \hookrightarrow G A(k, \mathbb{R})$, but this splitting fails to be canonical (see, e.g., [177]). It depends on the morphism

$$
V \ni v \mapsto v-v_{0} \in \bar{V},
$$

i.e., on the choice of an origin $v_{0}$ of the affine space $V$. Given $v_{0}$, the image of the corresponding monomorphism $G L(k, \mathbb{R}) \hookrightarrow G A(k, \mathbb{R})$ is the stabilizer $G\left(v_{0}\right) \subset$ $G A(k, \mathbb{R})$ of $v_{0}$. Different subgroups $G\left(v_{0}\right)$ and $G\left(v_{0}^{\prime}\right)$ are related with each other as follows:

$$
G\left(v_{0}^{\prime}\right)=T\left(v_{0}^{\prime}-v_{0}\right) G\left(v_{0}\right) T^{-1}\left(v_{0}^{\prime}-v_{0}\right),
$$

where $T\left(v_{0}^{\prime}-v_{0}\right)$ is the translation along the vector $\left(v_{0}^{\prime}-v_{0}\right) \in \bar{V}$.
Remark 7.6.1. Accordingly, the well-known morphism of a $k$-dimensional affine space $V$ onto a hypersurface $\bar{y}^{k+1}=1$ in $\mathbb{R}^{k+1}$ and the corresponding representation of elements of $G A(k, \mathbb{R})$ by particular $(k+1) \times(k+1)$-matrices also fail to be canonical. They depend on a point $v_{0} \in V$ sent to vector $(0, \ldots, 0,1) \in \mathbb{R}^{k+1}$.

One can say something more if $Y \rightarrow X$ is a vector bundle provided with the natural structure of an affine bundle whose origin is the canonical zero section $\widehat{0}$. In this case, we have the canonical splitting of the exact sequence (7.6.1) such that $G L(k, \mathbb{R})$ is a subgroup of $G A(k, \mathbb{R})$ and $G A(k, \mathbb{R})$ is the semidirect product of $G L(k, \mathbb{R})$ and the group $T(k, \mathbb{R})$ of translations in $\mathbb{R}^{k}$. Given a $G A(k, \mathbb{R})$-principal bundle $A Y \rightarrow X$, its affine structure group $G A(k, \mathbb{R})$ is always reducible to the linear subgroup $G L(k, \mathbb{R})$ since the quotient $G A(k, \mathbb{R}) / G L(k, \mathbb{R})$ is a vector space $\mathbb{R}^{k}$ provided with the natural affine structure. The corresponding quotient bundle is isomorphic to the vector bundle $Y \rightarrow X$. There is the canonical injection of the linear frame bundle $L Y \hookrightarrow A Y$ onto the reduced $G L(k, \mathbb{R})$-principal subbundle of $A Y$ which corresponds to the zero section $\hat{0}$ of $Y \rightarrow X$. In this case, every principal connection on the linear frame bundle $L Y$ gives rise to a principal connection on the affine frame bundle in accordance with Theorem 6.5.7. This is equivalent to the fact that any affine connection $\Gamma$ on a vector bundle $Y \rightarrow X$ defines a linear connection $\bar{\Gamma}$ on $Y \rightarrow X$ and that every linear connection on $Y \rightarrow X$ can be seen as an affine one (see Section 2.5). Hence, any affine connection $\Gamma$ on the vector bundle $Y \rightarrow X$ is represented by the sum of the associated linear connection $\bar{\Gamma}$ and a basic
soldering form $\sigma$ on $Y \rightarrow X$. Due to the vertical splitting (1.1.15), this soldering form is given by a global section of the tensor product $T^{*} X \otimes Y$.

Let now $Y \rightarrow X$ be the tangent bundle $T X \rightarrow X$ considered as an affine bundle. Then the relationship between affine and linear world connections on $T X$ is the repetition of that we have said above. In particular, any affine world connection

$$
\begin{equation*}
K=d x^{\lambda} \otimes\left[K_{\lambda}{ }^{\alpha}{ }_{\mu}(x) \dot{x}^{\mu}+\sigma_{\lambda}^{\alpha}(x)\right] \partial_{\alpha} \tag{7.6.2}
\end{equation*}
$$

on $T X \rightarrow X$ is represented by the sum of the associated linear world connection

$$
\begin{equation*}
\bar{K}=K_{\lambda}{ }^{\alpha}{ }_{\mu}(x) \dot{x}^{\mu} d x^{\lambda} \otimes \partial_{\alpha} \tag{7.6.3}
\end{equation*}
$$

on $T X \rightarrow X$ and a basic soldering form

$$
\begin{equation*}
\sigma=\sigma_{\lambda}^{\alpha}(x) d x^{\lambda} \otimes \partial_{\alpha} \tag{7.6.4}
\end{equation*}
$$

on $Y \rightarrow X$, which is the ( 1,1 )-tensor field on $X$. For instance, if $\sigma=\theta_{X}$, we have the Cartan connection (2.5.4).

It is readily observed that the soldered curvature (2.3.8) of any soldering form (7.6.4) equals zero. Then we obtain from (2.3.11) that the torsion (2.5.3) of the affine connection $K(7.6 .2)$ with respect to $\sigma$ (7.6.4) coincides with that of the associated linear connection $\bar{K}$ (7.6.3) and reads

$$
\begin{align*}
& T=\frac{1}{2} S_{\lambda}{ }^{\alpha}{ }_{\mu} d x^{\mu} \wedge d x^{\lambda} \otimes \dot{\partial}_{\alpha}, \\
& T_{\lambda}{ }^{\alpha}{ }_{\mu}=K_{\lambda}{ }^{\alpha}{ }_{\nu} \sigma_{\mu}^{\nu}-K_{\mu}{ }^{\alpha}{ }_{\nu} \sigma_{\lambda}^{\nu} . \tag{7.6.5}
\end{align*}
$$

The relation between the curvatures of the affine world connection $K$ (7.6.2) and the associated linear connection $\bar{K}(7.6 .3)$ is given by the general expression (2.3.12) where $\rho=0$ and $T$ is (7.6.5).
Remark 7.6.2. On may think on the physical meaning of the tensor field $\sigma$ (7.6.4). Sometimes, it is mistakenly identified with a tetrad field, but, as we have seen, these fields have the different mathematical nature (see [161, 263] for a discussion). One can use $\sigma_{\lambda}^{\alpha} d x^{\lambda}$ as a non-holonomic coframes in the metric-affine gauge theory with non-holonomic $G L_{4}$ gauge transformations (see, e.g., [150]). In the gauge theory of dislocations in continuous media [164] and the analogous gauge model of the fifth force, the field $\sigma$ is treated as an elastic distortion [261, 262, 263]).

## Chapter 8

## Algebraic connections

In quantum theory, we almost never deal with bundles in their traditional geometric description as fibrations of manifolds, but with modules and sheaves of their sections. By this reason, jets and connections should be described in the same algebraic terms. This Chapter is devoted to the notion of connections on modules and sheaves over commutative algebras and rings (see [184]). Such an algebraic notion of connections is equivalent to the geometric one in the case of smooth vector bundles. Generalizing this construction to modules and sheaves over graded commutative algebras, we come to graded connections and superconnections in Chapter 9. The further generalization is connections on modules over non-commutative algebras. These are connections in non-commutative geometry studied in Chapter 14.

### 8.1 Jets of modules

We start from some basic elements of the differential calculus in modules [123, 184, 185] (the reader is referred to [193, 204] for algebraic theory of rings and modules; see also Section 14.1).

Let $\mathcal{K}$ be a commutative ring (i.e., a commutative associative unital $\mathbb{Z}$-algebra) and $\mathcal{A}$ a commutative unital $\mathcal{K}$-algebra, i.e., $\mathcal{A}$ is both a $\mathcal{K}$-module and a commutative ring (called sometimes a $\mathcal{K}$-ring). For the sake of simplicity, the reader can think of $\mathcal{A}$ as being a ring of real smooth functions on a manifold. Let $P$ and $Q$ be left $\mathcal{A}$-modules. Right modules are studied in a similar way. The set $\operatorname{Hom}_{\mathcal{K}}(P, Q)$ of $\mathcal{K}$-module homomorphisms of $P$ into $Q$ is endowed with the $\mathcal{A}-\mathcal{A}$-bimodule
structure by the left and right multiplications

$$
\begin{equation*}
(a \phi)(p)=a \phi(p), \quad(\phi \star a)(p)=\phi(a p), \quad a \in \mathcal{A}, \quad p \in P \tag{8.1.1}
\end{equation*}
$$

However, this is not a central $\mathcal{A}$-bimodule because $a \phi \neq \phi \star a$ in general. Let us denote

$$
\begin{equation*}
\delta_{a} \phi=a \phi-\phi \star a \tag{8.1.2}
\end{equation*}
$$

Definition 8.1.1. An element $\Delta \in \operatorname{Hom}_{\mathcal{K}}(P, Q)$ is called an $s$-order linear differential operator from the $\mathcal{A}$-module $P$ to the $\mathcal{A}$-module $Q$ if

$$
\delta_{a_{0}} \circ \cdots \circ \delta_{a_{s}} \Delta=0
$$

for arbitrary collections of $s+1$ elements of $\mathcal{A}$. It is also called a $Q$-valued differential operator on $P$. Throughout this Chapter, by differential operators are meant linear differential operators.

Example 8.1.1. By virtue of Definition 8.1.1, a first order linear differential operator $\Delta$ obeys the condition

$$
\begin{equation*}
\left.\delta_{a} \circ \delta_{b} \Delta\right)(p)=\Delta(a b p)-a \Delta(b p)-b \Delta(a p)+a b \Delta(p)=0 \tag{8.1.3}
\end{equation*}
$$

for all $p \in P, b, c \in \mathcal{A}$.
The set $\operatorname{Diff}_{s}(P, Q) \subset \operatorname{Hom}_{\mathcal{K}}(P, Q)$ of $s$-order $Q$-valued differential operators on $P$ is endowed with the $\mathcal{A}-\mathcal{A}$-bimodule structure (8.1.1). It is clear that

$$
\operatorname{Diff}_{s}(P, Q) \subset \operatorname{Diff}_{k}(P, Q), \quad k \geq s
$$

At the same time, one must distinguish the $\mathcal{A}$-bimodule $\operatorname{Diff}_{s}(P, Q)$ from the same set provided separately with the left $\mathcal{A}$-module structure and the right $\mathcal{A}$-module structure. We denote these modules by Diff $\vec{s}^{\rightarrow}(P, Q)$ and Diff $\leftarrow(P, Q)$, respectively. For example, put $P=\mathcal{A}$ and consider the morphism

$$
\begin{aligned}
& \mathfrak{D}_{s}: \operatorname{Diff}_{s}^{-}(\mathcal{A}, Q) \rightarrow Q \\
& \mathfrak{D}_{s}(\Delta) \stackrel{\text { def }}{=} \Delta(\mathbf{1}), \quad \mathbf{1} \in \mathcal{A}
\end{aligned}
$$

This morphism is an s-order differential operator on the right module Diff ${ }_{s}^{-}(\mathcal{A}, Q)$, and a 0 -order differential operator on the left module $\operatorname{Diff}_{s}(\mathcal{A}, Q)$.

Theorem 8.1.2. For any differential operator $\Delta \in \operatorname{Diff}_{s}^{\leftarrow}(P, Q)$, there exists a unique homomorphism

$$
\begin{aligned}
& \mathfrak{f}_{\Delta}: P \rightarrow \operatorname{Diff}_{s}^{-}(\mathcal{A}, Q), \\
& {\left[\mathfrak{f}_{\Delta}(p)\right](a) \stackrel{\text { def }}{=} \Delta(a p), \quad \forall a \in \mathcal{A},}
\end{aligned}
$$

such that the following diagram commutes:

$$
\begin{aligned}
& P \xrightarrow{f_{\Delta}} \operatorname{Diff}_{s}^{-}(\mathcal{A}, Q) \\
& \Delta \backslash \mathfrak{D}_{s} \\
& Q
\end{aligned}
$$

The correspondence $\Delta \mapsto \mathfrak{f}_{\Delta}$ defines the isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{A}}\left(P, \operatorname{Diff}_{s}^{\leftarrow}(\mathcal{A}, Q)\right)=\operatorname{Diff}_{s}^{\leftarrow}(P, Q) \tag{8.1.4}
\end{equation*}
$$

In other words, every differential operator from an $\mathcal{A}$-module $P$ to an $\mathcal{A}$-module $Q$ is represented by a morphism of $P$ to the module of differential operators from $\mathcal{A}$ to $Q$. One says that the $\mathcal{A}$-module $\operatorname{Diff}_{s}^{\leftarrow}(\mathcal{A}, Q)$ is the representative object of the functor $P \rightarrow \operatorname{Diff}_{s}^{-}(P, Q)$. Therefore, we can concentrate our attention mainly to $Q$-valued differential operators on the algebra $\mathcal{A}$.

Definition 8.1.3. A first order differential operator $\partial$ from $\mathcal{A}$ to an $\mathcal{A}$-module $Q$ is called the $Q$-valued derivation of the algebra $\mathcal{A}$ if it obeys the Leibniz rule

$$
\begin{equation*}
\partial\left(a a^{\prime}\right)=a \partial\left(a^{\prime}\right)+a^{\prime} \partial(a), \quad \forall a, a^{\prime} \in \mathcal{A} . \tag{8.1.5}
\end{equation*}
$$

This is a particular condition (8.1.3).
Since $a \partial, \forall a \in \mathcal{A}$, is also a derivation, derivations constitute the submodule $\mathfrak{D}(\mathcal{A}, Q)$ of the left $\mathcal{A}$-module $\operatorname{Diff} \overrightarrow{1}^{\overrightarrow{2}}(\mathcal{A}, Q)$. At the same time, $\partial \star a$ is not a derivation in general. Therefore, $\mathfrak{d}(\mathcal{A}, Q)$ is endowed with the structure of a right $\mathcal{K}$-module only. There exists the right $\mathcal{K}$-module monomorphism

$$
\begin{equation*}
i: \mathfrak{d}(\mathcal{A}, Q) \rightarrow \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q) \tag{8.1.6}
\end{equation*}
$$

It is easily seen that a first order differential operator $\Delta$ belongs to $\mathfrak{d}(\mathcal{A}, Q)$ if and only if $\Delta(1)=0$. Hence, we have the exact sequence of $\mathcal{K}$-modules

$$
0 \longrightarrow \mathfrak{d}(\mathcal{A}, Q) \xrightarrow{i} \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q) \longrightarrow Q \longrightarrow 0 .
$$

Remark 8.1.2. Let $i: P \rightarrow Q$ be an $\mathcal{A}$-submodule of the $\mathcal{A}$-module $Q$. Any $P$-valued derivation $\partial$ of $\mathcal{A}$ yields the $Q$-valued derivation $i \circ \partial$ of $\mathcal{A}$, and we obtain the homomorphism of the left $\mathcal{A}$-modules

$$
\begin{equation*}
\partial^{1} i: \mathfrak{d}(\mathcal{A}, P) \rightarrow \mathfrak{d}(\mathcal{A}, Q) \tag{8.1.7}
\end{equation*}
$$

A difficulty arises if $P$ is not an $\mathcal{A}$-submodule of $Q$ just as in the case of the injection (8.1.6).

Let us apply the derivation functor (8.1.7) to the injection (8.1.6). The module $\mathfrak{d}\left(\mathcal{A}, \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q)\right)$ consists of the derivations of $\mathcal{A}$ with values into the right $\mathcal{A}$ module Diff ${ }_{1}^{-}(\mathcal{A}, Q)$. If $\partial \in \mathfrak{d}\left(\mathcal{A}\right.$, $\left.\operatorname{Diff}_{1}^{-}(\mathcal{A}, Q)\right)$, then $\partial(a) \in \operatorname{Diff}_{⿺}^{-}(\mathcal{A}, Q), \forall a \in \mathcal{A}$, such that

$$
\partial\left(a a^{\prime}\right)=\partial(a) \star a^{\prime}+\partial\left(a^{\prime}\right) \star a, \quad \forall a, a^{\prime} \in \mathcal{A}
$$

Let us consider the module $\mathfrak{d}(\mathcal{A}, \mathfrak{d}(\mathcal{A}, Q))$, where $\mathfrak{d}(\mathcal{A}, Q)$ is regarded as a left $\mathcal{A}$ module. Elements $\partial \in \mathfrak{d}(\mathcal{A}, \mathfrak{d}(\mathcal{A}, Q))$ satisfy the condition

$$
\partial\left(a a^{\prime}\right)=a^{\prime} \partial(a)+a \partial\left(a^{\prime}\right), \quad \forall a, a^{\prime} \in \mathcal{A}
$$

Then it is easily verified that the intersection

$$
\mathfrak{d}_{2}(\mathcal{A}, Q)=\mathfrak{d}(\mathcal{A}, \mathfrak{d}(\mathcal{A}, Q)) \cap \mathfrak{d}\left(\mathcal{A}, \operatorname{Diff}_{1}^{\leftarrow}(\mathcal{A}, Q)\right)
$$

consists of those elements of $\mathfrak{d}\left(\mathcal{A}, \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q)\right)$ which obey the relation

$$
(\partial(a))\left(a^{\prime}\right)=\left(\partial\left(a^{\prime}\right)\right)(a)
$$

This is a left $\mathcal{A}$-module. We have the obvious monomorphism

$$
\begin{equation*}
\mathfrak{d}_{2}(\mathcal{A}, Q) \rightarrow \mathfrak{d}\left(\mathcal{A}, \text { Diff }_{1}^{\digamma}(\mathcal{A}, Q)\right) \tag{8.1.8}
\end{equation*}
$$

Set up inductively

$$
\mathfrak{d}_{n+1}(\mathcal{A}, Q) \stackrel{\text { def }}{=} \mathfrak{d}\left(\mathcal{A}, \mathfrak{d}_{n}(\mathcal{A}, Q)\right) \cap \mathfrak{d}\left(\mathcal{A},\left(\text { Diff }_{1}^{-}(\mathcal{A}, P)\right)^{n}\right)
$$

where

$$
\left(\operatorname{Diff}_{1}^{-}(Q)\right)^{k} \stackrel{\text { def }}{=} \operatorname{Diff}_{1}^{-}\left(\mathcal{A}, \cdots, \operatorname{Diff}_{1}^{-}\left(\mathcal{A}, \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q)\right) \cdots\right)
$$

The monomorphism (8.1.8) is generalized to higher order derivations as

$$
\begin{equation*}
\mathfrak{d}_{k}(\mathcal{A}, Q) \rightarrow \mathfrak{d}_{k-1}\left(\mathcal{A}, \operatorname{Diff}_{1}^{-}(\mathcal{A}, Q)\right) \tag{8.1.9}
\end{equation*}
$$

Turn now to the modules of jets. Given an $\mathcal{A}$-module $P$, let us consider the tensor product $\mathcal{A} \underset{\mathcal{K}}{\otimes} P$ of $\mathcal{K}$-modules provided with the left $\mathcal{A}$-module structure

$$
\begin{equation*}
b(a \otimes p) \stackrel{\text { def }}{=}(b a) \otimes p, \quad \forall b \in \mathcal{A} \tag{8.1.10}
\end{equation*}
$$

For any $b \in \mathcal{A}$, we introduce the left $\mathcal{A}$-module morphism

$$
\begin{equation*}
\delta^{b}(a \otimes p)=(b a) \otimes p-a \otimes(b p) \tag{8.1.11}
\end{equation*}
$$

Let $\mu^{k+1}$ be the submodule of the left $\mathcal{A}$-module $\mathcal{A} \underset{\mathcal{K}}{\otimes} P$ generated by all elements of the type

$$
\delta^{b_{0}} \circ \cdots \circ \delta^{b_{k}}(1 \otimes p)
$$

Definition 8.1.4. The $k$-order jet module of the $\mathcal{A}$-module $P$ is defined to be the quotient $\mathfrak{J}^{k}(P)$ of $\mathcal{A} \otimes P$ by $\mu^{k+1}$. It is a left $\mathcal{A}$-module with respect to the multiplication

$$
\begin{equation*}
b\left(a \otimes p \bmod \mu^{k+1}\right)=b a \otimes p \bmod \mu^{k+1} \tag{8.1.12}
\end{equation*}
$$

Besides the left $\mathcal{A}$-module structure induced by (8.1.10), the $k$-order jet module $\mathcal{J}^{k}(P)$ also admits the left $\mathcal{A}$-module structure given by the multiplication

$$
\begin{equation*}
b \star\left(a \otimes p \bmod \mu^{k+1}\right)=a \otimes(b p) \bmod \mu^{k+1} \tag{8.1.13}
\end{equation*}
$$

It is called the $\star$-left module structure. There is the $\star$-left $\mathcal{A}$-module homomorphism

$$
\begin{equation*}
J^{k}: P \rightarrow \mathfrak{J}^{k}(P), \quad J^{k} p=1 \otimes p \bmod \mu^{k+1} \tag{8.1.14}
\end{equation*}
$$

such that $\mathfrak{J}^{k}(P)$ as a left $\mathcal{A}$-module is generated by the elements $J^{k} p, p \in P$. It is readily observed that the homomorphism $\mathfrak{J}^{k}$ (8.1.14) is a $k$-order differential operator (compare the relation (8.1.3) and the relation (8.1.15) below).

Remark 8.1.3. If $P$ is a $\mathcal{A}-\mathcal{A}$-bimodule, the tensor product $\mathcal{A} \underset{\mathcal{K}}{\otimes} P$ is also provided with the right $\mathcal{A}$-module structure

$$
(a \otimes p) b \stackrel{\text { def }}{=} a \otimes p b, \quad \forall b \in \mathcal{A}
$$

and so is the jet module $\mathfrak{J}^{k}(P)$ :

$$
\left(a \otimes p \bmod \mu^{k+1}\right) b=a \otimes(p b) \bmod \mu^{k+1} .
$$

If $P$ is a central bimodule, i.e.,

$$
a p=p a, \quad \forall a \in \mathcal{A}, \quad p \in P
$$

the $*$-left $\mathcal{A}$-module structure (8.1.13) is equivalent to the right $\mathcal{A}$-module structure (8.1.15).

The jet modules possess the properties similar to those of jet manifolds. In particular, since $\mu^{r} \subset \mu^{s}, r>s$, there is the the inverse system of epimorphisms

$$
\mathfrak{J}^{s}(P) \xrightarrow{\pi_{\mathfrak{s}-1}} \mathfrak{J}^{s-1}(P) \longrightarrow \cdots \xrightarrow{\pi_{0}^{1}} P
$$

Given the repeated jet module $\mathfrak{J}^{\mathfrak{s}}\left(\mathfrak{J}^{k}(P)\right)$, there exists the monomorphism $\mathfrak{J}^{s+k}(P) \rightarrow$ $\mathfrak{J}^{s}\left(\mathfrak{J}^{k}(P)\right)$.
Example 8.1.4. The first order jet module $\mathfrak{J}^{1}(P)$ consists of elements $a \otimes p \bmod \mu^{2}$, i.e., elements $a \otimes p$ modulo the relations

$$
\begin{align*}
& \delta^{a} \circ \delta^{b}(\mathbf{1} \otimes p)=  \tag{8.1.15}\\
& \quad\left(\delta_{a} \circ \delta_{b} \mathfrak{J}^{1}\right)(p)=1 \otimes(a b p)-a \otimes(b p)-b \otimes(a p)+a b \otimes p=0 .
\end{align*}
$$

The morphism $\pi_{0}^{1}: \mathfrak{J}^{1}(P) \rightarrow P$ reads

$$
\begin{equation*}
\pi_{0}^{1}: a \otimes p \bmod \mu^{2} \rightarrow a p . \tag{8.1.16}
\end{equation*}
$$

Theorem 8.1.5. For any differential operator $\Delta \in \operatorname{Diff} \vec{s}(P, Q)$ there is a unique homomorphism $\mathfrak{f}^{\Delta}: \mathfrak{J}^{s}(P) \rightarrow Q$ such that the diagram

$$
\begin{gathered}
P \xrightarrow{P \xrightarrow{J^{k}} \mathfrak{J}^{\mathfrak{s}}(P)} \\
\Delta \searrow \nsucceq \\
Q
\end{gathered}
$$

is commutative.
Proof. The proof is based on the following fact [185]. Let $h \in \operatorname{Hom}_{\mathcal{A}}(\mathcal{A} \otimes P, Q)$ and

$$
\widehat{a}: P \ni p \rightarrow a \otimes p \in \mathcal{A} \otimes P
$$

then

$$
\delta_{b}(h \circ \widehat{a})(p)=h\left(\delta^{b}(a \otimes p)\right) .
$$

QED
The correspondence $\Delta \mapsto \mathfrak{f}^{\Delta}$ defines the isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{J}^{s}(P), Q\right)=\operatorname{Diff}_{s}(P, Q), \tag{8.1.17}
\end{equation*}
$$

which shows that the jet module $\mathfrak{J}^{s}(P)$ is the representative object of the functor $Q \rightarrow \operatorname{Diff}_{s}^{\vec{s}}(P, Q)$.

Let us consider the particular jet modules $\mathfrak{J}^{s}(\mathcal{A})$ of the algebra $\mathcal{A}$, denoted simply by $\mathfrak{J}^{s}$. The module $\mathfrak{J}^{s}$ can be provided with the structure of a commutative algebra with respect to the multiplication

$$
\left(a J^{s} b\right) \cdot\left(a^{\prime} J^{s} b\right)=a a^{\prime} J^{s}\left(b b^{\prime}\right) .
$$

In particular, the algebra $\mathfrak{J}^{1}$ consists of the elements $a \otimes b$ modulo the relations

$$
\begin{equation*}
a \otimes b+b \otimes a=a b \otimes \mathbf{1}+\mathbf{1} \otimes a b \tag{8.1.18}
\end{equation*}
$$

It has the left $\mathcal{A}$-module structure

$$
\begin{equation*}
c\left((a \otimes b) \bmod \mu^{2}\right)=(c a) \otimes b \bmod \mu^{2} \tag{8.1.19}
\end{equation*}
$$

(8.1.12) and the $\star$-left $\mathcal{A}$-module structure

$$
\begin{equation*}
c \star\left((a \otimes b) \bmod \mu^{2}\right)=a \otimes(c b) \bmod \mu^{2} \tag{8.1.20}
\end{equation*}
$$

(8.1.13) which coincides with the right $\mathcal{A}$-module structure (8.1.15) (see Remark 8.1.3). We have the canonical monomorphism of left $\mathcal{A}$-modules

$$
\begin{equation*}
i_{1}: \mathcal{A} \rightarrow \mathfrak{J}^{1}, \quad i_{1}: a \mapsto a \otimes \mathbf{1} \bmod \mu^{2}, \tag{8.1.21}
\end{equation*}
$$

and the corresponding projection

$$
\begin{equation*}
\mathfrak{J}^{1} \rightarrow \mathfrak{J}^{1} / \operatorname{Im} i_{1}=\left(\operatorname{Ker} \mu^{1}\right) \bmod \mu^{2}=\mathfrak{D}^{1} \tag{8.1.22}
\end{equation*}
$$

$$
a \otimes b \bmod \mu^{2} \rightarrow(a \otimes b-a b \otimes 1) \bmod \mu^{2} .
$$

The quotient $\mathfrak{O}^{1}(8.1 .22)$ consists of the elements

$$
(a \otimes b-a b \otimes 1) \bmod \mu^{2}, \quad \forall a, b \in \mathcal{A} .
$$

It is provided both with the central $\mathcal{A}$-bimodule structure

$$
\begin{align*}
& c\left((a \otimes b-a b \otimes \mathbf{1}) \bmod \mu^{2}\right)=(c a \otimes b-c a b \otimes \mathbf{1}) \bmod \mu^{2},  \tag{8.1.23}\\
& \left((1 \otimes a b-b \otimes a) \bmod \mu^{2}\right) c=(1 \otimes a b c-b \otimes a c) \bmod \mu^{2} \tag{8.1.24}
\end{align*}
$$

and the $\star$-left $\mathcal{A}$-module structure

$$
\begin{equation*}
c \star\left((a \otimes b-a b \otimes 1) \bmod \mu^{2}\right)=(a \otimes c b-a c b \otimes 1) \bmod \mu^{2} . \tag{8.1.25}
\end{equation*}
$$

It is readily observed that the projection (8.1.22) is both the left and $\star$-left module morphisms. Then we have the $\star$-left module morphism

$$
\begin{align*}
& d^{1}: \mathcal{A} \xrightarrow{J^{1}} \mathfrak{J}^{1} \rightarrow \mathfrak{D}^{1},  \tag{8.1.26}\\
& d^{1}: b \rightarrow \mathbf{1} \otimes b \bmod \mu^{2} \rightarrow(\mathbf{1} \otimes b-b \otimes \mathbf{1}) \bmod \mu^{2},
\end{align*}
$$

such that the central $\mathcal{A}$-bimodule $\mathfrak{D}^{1}$ is generated by the elements $d^{1}(b), b \in \mathcal{A}$, in accordance with the law

$$
\begin{equation*}
\left.a d^{1} b=(a \otimes b-a b \otimes 1) \bmod \mu^{2}=(1 \otimes a b)-b \otimes a\right) \bmod \mu^{2}=\left(d^{1} b\right) a . \tag{8.1.27}
\end{equation*}
$$

Proposition 8.1.6. The morphism $d^{1}$ (8.1.26) is a derivation from $\mathcal{A}$ to $\mathfrak{D}^{1}$ seen both as a left $\mathcal{A}$-module and $\mathcal{A}$-bimodule.

Proof. Using the relations (8.1.18), one obtains in an explicit form that

$$
\begin{align*}
& d^{1}(b a)=(1 \otimes b a-b a \otimes 1) \bmod \mu^{2}= \\
& \quad(b \otimes a+a \otimes b-b a \otimes 1-a b \otimes 1) \bmod \mu^{2}=b d^{1} a+a d^{1} b . \tag{8.1.28}
\end{align*}
$$

This is a $\mathfrak{D}^{1}$-valued first order differential operator. At the same time,

$$
d^{1}(b a)=(1 \otimes b a-b a \otimes 1+b \otimes a-b \otimes a) \bmod \mu^{2}=\left(d^{1} b\right) a+b d^{1} a
$$

With the derivation $d^{1}(8.1 .26)$, we get the left and $\star$-left module splitting

$$
\begin{align*}
& \mathfrak{J}^{1}=\mathcal{A} \oplus \mathfrak{D}^{1}  \tag{8.1.29}\\
& a \mathfrak{J}^{1}(c b)=a i_{1}(c b)+a d^{1}(c b) \tag{8.1.30}
\end{align*}
$$

Accordingly, there is the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{D}^{1} \rightarrow \mathfrak{J}^{1} \rightarrow \mathcal{A} \rightarrow 0 \tag{8.1.31}
\end{equation*}
$$

which is split by the monomorphism (8.1.21).

Proposition 8.1.7. There is the isomorphism

$$
\begin{equation*}
\mathfrak{J}^{1}(P)=\mathfrak{J}^{1} \otimes P \tag{8.1.32}
\end{equation*}
$$

where by $\mathfrak{J}^{1} \otimes P$ is meant the tensor product of the right ( $\star$-left) $\mathcal{A}$-module $\mathfrak{J}^{1}$ (8.1.20) and the left $\mathcal{A}$-module $P$, i.e.,
$\left[a \otimes b \bmod \mu^{2}\right] \otimes p=\left[a \otimes 1 \bmod \mu^{2}\right] \otimes b p$.

Proof. The isomorphism (8.1.32) is given by the assignment

$$
\begin{equation*}
(a \otimes b p) \bmod \mu^{2} \leftrightarrow\left[a \otimes b \bmod \mu^{2}\right] \otimes p \tag{8.1.33}
\end{equation*}
$$

## QED

The isomorphism (8.1.29) leads to the isomorphism

$$
\begin{aligned}
& \mathfrak{J}^{1}(P)=\left(\mathcal{A} \oplus \mathfrak{D}^{1}\right) \otimes P \\
& (a \otimes b p) \bmod \mu^{2} \mapsto\left[\left(a b+a d^{1}(b)\right) \bmod \mu^{2}\right] \otimes p
\end{aligned}
$$

and to the splitting of left and $\star$-left $\mathcal{A}$-modules

$$
\begin{equation*}
\mathfrak{J}^{1}(P)=(\mathcal{A} \otimes P) \oplus\left(\mathfrak{D}^{1} \otimes P\right) \tag{8.1.34}
\end{equation*}
$$

Applying the projection $\pi_{0}^{1}$ (8.1.16) to the splitting (8.1.34), we obtain the exact sequence of left and $\star$-left $\mathcal{A}$-modules

$$
\begin{align*}
& 0 \rightarrow \mathfrak{O}^{1} \otimes P \rightarrow \mathfrak{J}^{1}(P) \xrightarrow{\pi_{0}^{1}} P \longrightarrow 0,  \tag{8.1.35}\\
& 0 \rightarrow\left[(a \otimes b-a b \otimes \mathbf{1}) \bmod \mu^{2}\right] \otimes p \rightarrow\left[(c \otimes \mathbf{1}+a \otimes b-a b \otimes \mathbf{1}) \bmod \mu^{2}\right] \otimes p \\
& \quad=(c \otimes p+a \otimes b p-a b \otimes p) \bmod \mu^{2} \rightarrow c p,
\end{align*}
$$

similar to the exact sequence (8.1.31). This exact sequence has the canonical splitting by the $\star$-left $\mathcal{A}$-module morphism

$$
P \ni a p \mapsto a \otimes p+d^{1}(a) \otimes p
$$

However, the exact sequence (8.1.35) needs not be split by a left $\mathcal{A}$-module morphism. Its splitting by a left $\mathcal{A}$-module morphism (see (8.2.1) below) implies a connection. On can treat the canonical splitting (8.1.21) of the exact sequence (8.1.31) as being the canonical connection on the algebra $\mathcal{A}$.

In the case of $\mathfrak{J}^{s}$, the isomorphism (8.1.17) takes the form

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{J}^{s}, Q\right)=\operatorname{Diff}_{s}(\mathcal{A}, Q) \tag{8.1.36}
\end{equation*}
$$

Then Theorem 8.1.5 and Proposition 8.1.6 lead to the isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{V}^{1}, Q\right)=\mathfrak{d}(\mathcal{A}, Q) \tag{8.1.37}
\end{equation*}
$$

In other words, any $Q$-valued derivation of $\mathcal{A}$ is represented by the composition $h \circ d^{1}, h \in \operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{D}^{1}, Q\right)$, due to the property $d^{1}(\mathbf{1})=0$.
Example 8.1.5. If $Q=\mathcal{A}$, the isomorphism (8.1.37) reduces to the duality relation

$$
\begin{align*}
& \operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{D}^{1}, \mathcal{A}\right)=\mathfrak{d}(\mathcal{A}),  \tag{8.1.38}\\
& u(a)=u\left(d^{1} a\right), \quad a \in \mathcal{A},
\end{align*}
$$

i.e., the module $\mathfrak{d} \mathcal{A}$ coincides with the left $\mathcal{A}$-dual $\mathfrak{D}^{1 *}$ of $\mathfrak{D}^{1}$.

Let us define the modules $\mathfrak{O}^{k}$ as the skew tensor products of the $\mathcal{K}$-modules $\mathfrak{D}^{1}$.
Proposition 8.1.8. [185]. There are the isomorphisms

$$
\begin{align*}
& \operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{D}^{k}, Q\right)=\mathfrak{d}_{k}(\mathcal{A}, Q)  \tag{8.1.39}\\
& \operatorname{Hom}_{\mathcal{A}}\left(\mathfrak{J}^{1}\left(\mathfrak{D}^{k}\right), Q\right)=\mathfrak{d}_{k}\left(\operatorname{Diff}_{\mathfrak{l}}^{-}(Q)\right) \tag{8.1.40}
\end{align*}
$$

The isomorphism (8.1.39) is the higher order extension of the isomorphism (8.1.37). It shows that the module $\mathfrak{D}^{k}$ is a representative object of the derivation functor $Q \rightarrow \mathfrak{d}_{k}(\mathcal{A}, Q)$.

The monomorphism (8.1.9) and the isomorphism (8.1.40) imply the bomomorphism

$$
h^{k}: \mathfrak{J}^{1}\left(\mathfrak{D}^{k-1}\right) \rightarrow \mathfrak{D}^{k}
$$

and define the operators of exterior differentiation

$$
\begin{equation*}
d^{k}=h^{k} \circ J^{1}: \mathfrak{D}^{k-1} \rightarrow \mathfrak{D}^{k} . \tag{8.1.41}
\end{equation*}
$$

These operators constitute the De Rham complex

$$
\begin{equation*}
0 \longrightarrow \mathcal{A} \xrightarrow{d^{1}} \mathfrak{D}^{1} \xrightarrow{d^{2}} \cdots \mathfrak{D}^{k} \xrightarrow{d^{k+1}} \cdots . \tag{8.1.42}
\end{equation*}
$$

Remark 8.1.6. Let an $\mathcal{A}$-module $P$ be a $\mathcal{K}$-ring such that there is the monomorphism $\mathcal{A} \rightarrow P$. Point out the essential difference between the jet modules $\mathfrak{J}^{k}(P)$ of $P$ as an $\mathcal{A}$-module and the jet modules $\mathfrak{J}^{k}$ of $P$ as a $\mathcal{K}$-ring. In particular, we have the canonical monomorphism (8.1.21) of $P$ to $\mathfrak{J}^{1}$, but not to $\mathfrak{J}^{k}(P)$.

Let us turn now to the case when $\mathcal{A}$ is the ring $C^{\infty}(X)$ of smooth functions on a manifold $X$.

Remark 8.1.7. Whenever referring to a topology on the ring $C^{\infty}(X)$, we will mean the topology of compact convergence for all derivatives. $C^{\infty}(X)$ is a Fréchet ring with respect to this topology. Recall that a Fréchet space is a complete locally convex metrizable topological real vector space (see, e.g., [254]).

To obtain a geometric realization of the modules over the ring $C^{\infty}(X)$, one should consider the subcategory of the geometric modules.

Definition 8.1.9. The $\mathfrak{D}^{0}(X)$-module $P$ is called a geometric module if

$$
\bigcap_{x \in X} \mu_{x} P=0,
$$

where by $\mu_{x}$ is meant the maximal ideal of functions vanishing at a point $x \in X$.

For the sake of brevity, one can say that elements of the geometric modules over $C^{\infty}(X)$ are defined only by their values at points of the manifold $X$. Every such a $C^{\infty}(X)$-module $P$ is identified with the module $Y(X)$ of global sections of some vector bundle $Y \rightarrow X$ (which is not necessarily finite-dimensional); $P$ is called the structure module of the vector bundle $Y$. The fibre of this bundle over $x$ is the quotient $\mathbb{R}$-module $P / \mu_{x} P$.

Remark 8.1.8. A differentiable manifold can be reconstructed as the real spectrum of its ring of smooth functions. Let $Z$ be a manifold and $\mu_{z} \subset C^{\infty}(Z)$ the maximal ideal of functions vanishing at a point $z \in Z$. We have $C^{\infty}(Z) / \mu_{z}=\mathbb{R}$. The real spectrum $\operatorname{Spec}_{R} C^{\infty}(Z)$ of $C^{\infty}(Z)$ is called the set of all maximal ideals $\mu$ of $C^{\infty}(Z)$ such that

$$
\mathbb{R} \hookrightarrow C^{\infty}(Z) \rightarrow C^{\infty}(Z) / \mu
$$

is an isomorphism (see, e.g., [11]). If the real spectrum $\operatorname{Spec}_{R} C^{\infty}(Z)$ is provided with the Zariski topology (which coincides with the Gelfand topology), then the map

$$
Z \ni z \mapsto \mu_{z} \in \operatorname{Spec}_{R} C^{\infty}(Z)
$$

is a homeomorphism. The spectrum and the real spectrum of a graded commutative rings can also be defined and provided with the corresponding Zariski topology [20].

It should be emphasized that, if $X$ and $X^{\prime}$ are differentiable manifolds, the natural morphism

$$
\begin{aligned}
& C^{\infty}(X) \otimes C^{\infty}\left(X^{\prime}\right) \rightarrow C^{\infty}\left(X \times X^{\prime}\right) \\
& f(x) \otimes f^{\prime}\left(x^{\prime}\right) \mapsto f(x) f^{\prime}\left(x^{\prime}\right)
\end{aligned}
$$

induces an isomorphism of Fréchet $\mathbb{R}$-algebras

$$
\begin{equation*}
C^{\infty}(X) \hat{\otimes} C^{\infty}\left(X^{\prime}\right) \cong C^{\infty}\left(X \times X^{\prime}\right) \tag{8.1.43}
\end{equation*}
$$

where the left-hand side is the completion of $C^{\infty}(X) \otimes C^{\infty}\left(X^{\prime}\right)$ with respect to Grothendieck's topology. Recall that, if $E$ and $E^{\prime}$ are locally convex vector spaces, there is a unique locally convex topology on $E \otimes E^{\prime}$, called Grothendieck's topology such that, for any locally convex vector space $F$, the continuous linear maps $E \otimes$ $E^{\prime} \rightarrow F$ are in natural one-to-one correspondence with the continuous bilinear maps $E \times E \rightarrow F$. This is the finest topology under which the canonical mapping of $E \times E^{\prime}$
to $E \otimes E^{\prime}$ is continuous [254]. In particular, if $E$ is a topological algebra, one can write the multiplication operation as the morphism $E \hat{\otimes} E \rightarrow E$.

Let us restrict our consideration to the subcategory of locally free finite $C^{\infty}(X)$ modules, which is equivalent to the category of smooth finite-dimensional vector bundles on $X[184,303]$. In this case, we have the following identifications.

- The module $\mathfrak{d}\left(C^{\infty}(X)\right)$ is identified with the $C^{\infty}(X)$-module $\mathcal{T}(X)$ of vector fields on the manifold $X$.
- The module $\mathfrak{D}^{1}$ coincides with the module $\mathfrak{D}^{1}(X)$ of 1 -forms on $X$.
- The operator $d^{k}$ (8.1.41) is the familiar exterior differential of exterior forms on $X$.
- If $Y(X)$ is the structure module of sections of a vector bundle $Y \rightarrow X$, the modules of jets $\mathfrak{J}^{k}(Y(X))$ are identified with the modules $J^{k} Y(X)$ of sections of the jet bundles $J^{k} Y \rightarrow X$.
- The jet functor $J^{k}$ (8.1.14) is exactly the ordinary functor of the $k$-order jet prolongation. Namely, if $Y(X)$ is a structure module of a vector bundle $Y \rightarrow X$ and $s \in P$, then $J^{k} s$ is the $k$-order jet prolongation of $s$.

If $X$ is compact, the Serre-Swan theorem states the equivalence between the category of projective $C^{\infty}(X)$-modules of finite rank and smooth complex vector bundles over $X(168,287,300]$ (see Theorem 14.1.1 below).

### 8.2 Connections on modules

To introduce the notion of a connection in the category of $\mathcal{A}$-modules, let us return to the exact sequence (8.1.35). It has no canonical splitting. Moreover, it needs not be split in general.

Definition 8.2.1. By a connection on a $\mathcal{A}$-module $P$ is called a left $\mathcal{A}$-module morphism

$$
\begin{align*}
& \Gamma: P \rightarrow \mathfrak{J}^{1}(P),  \tag{8.2.1}\\
& \Gamma(a p)=a \Gamma(p),
\end{align*}
$$

which splits the exact sequence (8.1.35).

This splitting reads

$$
\begin{equation*}
J^{1} p=\Gamma(p)+\nabla^{\Gamma}(p) \tag{8.2.3}
\end{equation*}
$$

where $\nabla^{\Gamma}$ is the complementary morphism

$$
\begin{align*}
& \nabla^{\Gamma}: P \rightarrow \mathfrak{D}^{1} \otimes P  \tag{8.2.4}\\
& \nabla^{\Gamma}(p)=1 \otimes p \bmod \mu^{2}-\Gamma(p)
\end{align*}
$$

This complementary morphism makes the sense of a covariant differential on the module $P$, but we will follow the tradition to use the terms "covariant differential" and "connection" on modules and sheaves synonymously. With the relation (8.2.2), we find that $\nabla^{\Gamma}$ obeys the Leibniz rule

$$
\begin{equation*}
\nabla^{\Gamma}(a p)=d a \otimes p+a \nabla^{\Gamma}(p) \tag{8.2.5}
\end{equation*}
$$

Definition 8.2 .2 . By a connection on a $\mathcal{A}$-module $P$ is meant any morphism $\nabla$ (8.2.4) which obeys the Leibniz rule (8.2.5), i.e., $\nabla$ is a $\left(\mathcal{D}^{1} \otimes P\right)$-valued first order differential operator on $P$.

In view of Definition (8.2.2) and of the isomorphism (8.1.34), it is more convenient to rewrite the exact sequence (8.1.35) into the form

$$
\begin{equation*}
0 \rightarrow \mathfrak{D}^{1} \otimes P \rightarrow\left(\mathcal{A} \oplus \mathfrak{D}^{1}\right) \otimes P \rightarrow P \rightarrow \mathbf{0} \tag{8.2.6}
\end{equation*}
$$

Then a connection $\nabla$ on $P$ can be defined as a left $\mathcal{A}$-module splitting of this exact sequence.

Let us show that, in the case of structure modules of vector bundles, the above notion of a connection on modules is adequate to a familiar connection on a vector bundle.

Proposition 8.2.3. If $Y \rightarrow X$ is a vector bundle, there exists the exact sequence of vector bundles over $X$

$$
\begin{equation*}
0 \rightarrow T^{*} X \underset{X}{\otimes} Y \stackrel{\epsilon}{\rightarrow} J^{1} Y \rightarrow Y \rightarrow 0 \tag{8.2.7}
\end{equation*}
$$

where the morphism $\epsilon$ is given by the coordinate expression

$$
y^{2} \circ \epsilon=0, \quad y_{\lambda}^{i} \circ \epsilon=\bar{y}_{\lambda}^{i}
$$

with respect to the coordinates $\left(x^{\lambda}, \bar{y}_{\lambda}^{i}\right)$ on $T^{*} X \otimes Y$.

The proof is based on the inspection of coordinate transformation laws.
Due to the canonical vertical splitting (1.1.15) of $V Y$, the exact sequence (8.2.7) gives rise to the exact sequence of fibre bundles over $Y$

$$
\begin{equation*}
0 \rightarrow T^{*} X \underset{Y}{\otimes} V Y \stackrel{\epsilon}{\rightarrow} J^{l} Y \rightarrow V Y \rightarrow 0 \tag{8.2.8}
\end{equation*}
$$

where $y_{\lambda}^{i} \circ \epsilon=\bar{y}_{\lambda}^{i}$ with respect to the coordinates $\left(x^{\lambda}, y^{i}, \bar{y}_{\lambda}^{i}\right)$ on $T^{*} X \otimes V Y$. It is readily observed that any splitting over $Y$ of the exact sequence (8.2.8) yields a splitting of the exact sequence (8.2.7), and vice versa. It is clear that any linear connection $\Gamma$ on the vector bundle $Y \rightarrow X$ yields a desired splitting of the exact sequence (8.2.8)

$$
\begin{align*}
& \Gamma: V Y=Y \times Y \underset{Y}{\rightarrow} J^{1} Y, \\
& J^{1} Y=\Gamma(V Y) \oplus D_{\Gamma}\left(J^{1} Y\right) \tag{8.2.9}
\end{align*}
$$

where $D_{\Gamma}$ is the covariant differential (2.2.7), and vice versa. Since $J^{l} Y$ is both an affine subbundle of the tensor bundle $T^{*} X \otimes T Y$ and a vector bundle over $X$, its elements over $x \in X$ are vectors

$$
y^{i} e_{i}+d x^{\lambda}\left(\partial_{\lambda}+y_{\lambda}^{i} e_{i}\right)
$$

written with respect to fibre bases $\left\{e_{i}\right\}$ for the vector bundle $Y \rightarrow X$ and to the holonomic bases $\left\{\partial_{i}=e_{i}\right\}$ for $V Y$. Then the corresponding splitting of the exact sequence (8.2.7) reads

$$
\begin{align*}
& i_{Y}+\Gamma: y^{i} e_{i} \mapsto y^{i} e_{i} \oplus \Gamma, \\
& y^{i} e_{i}+d x^{\lambda}\left(\partial_{\lambda}+y_{\lambda}^{i} e_{i}\right)=y^{i} e_{i} \oplus \Gamma \oplus D_{\Gamma} . \tag{8.2.10}
\end{align*}
$$

The exact sequence of vector bundles (8.2.7) implies the exact sequence of the modules of their sections

$$
\begin{equation*}
0 \rightarrow \mathfrak{V}^{1}(X) \otimes Y(X) \rightarrow J^{1} Y(X) \rightarrow Y(X) \rightarrow 0 \tag{8.2.11}
\end{equation*}
$$

One can derive this result from Theorem 1.1.4. Moreover, every splitting of the exact sequence (8.2.7) define a splitting the exact sequence (8.2.11), and vice versa. Given the splitting (8.2.10) of the exact sequence (8.2.7) of vector bundles by means of a linear connection $\Gamma$, the corresponding splitting of the exact sequence (8.2.11) is

$$
\begin{aligned}
& Y(X) \ni s \mapsto s \oplus \Gamma \circ s \in J^{1} Y(X) \\
& s+J^{1} s=s \oplus \Gamma \circ s \oplus \nabla^{\Gamma} s
\end{aligned}
$$

where $\nabla^{\Gamma}$ is the covariant differential (2.2.8) with respect to the connection $\Gamma$. It is a $C^{\infty}(X)$-module morphism

$$
\begin{equation*}
\nabla^{\Gamma}: Y(X) \rightarrow \mathfrak{D}^{1}(X) \otimes Y(X) \tag{8.2.12}
\end{equation*}
$$

which satisfies the Leibniz rule

$$
\nabla(f s)=d f \otimes s+f \nabla(s), \quad f \in C^{\infty}(X), \quad s \in Y(X)
$$

and splits the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{D}^{1}(X) \otimes Y(X) \rightarrow\left(C^{\infty}(X) \oplus \mathfrak{D}^{1}(X)\right) \otimes Y(X) \rightarrow Y(X) \rightarrow 0 \tag{8.2.13}
\end{equation*}
$$

(cf. (8.2.6)).
It should be emphasized that, in contrast with the case of vector bundles and their structure modules, an arbitrary exact sequence of modules need not admit a splitting, and it may happen that a connection on a module fails to exist.

The morphism (8.2.4) can be extended naturally to the morphism

$$
\nabla: \mathfrak{D}^{1} \otimes P \rightarrow \mathfrak{D}^{2} \otimes P
$$

Then it is readily observed that, in the case of a structure module $P=Y(X)$ of a vector bundle $Y \rightarrow X$, the morphism

$$
\begin{equation*}
R=\nabla^{2}: P \rightarrow \mathfrak{D}^{2} \otimes P \tag{8.2.14}
\end{equation*}
$$

restarts the curvature (2.4.3) of a linear connection.
DEfinition 8.2.4. The morphism $R(8.2 .14)$ is called the curvature of a connection $\nabla$ on a module $P$. ㅁ

In the case of the ring $C^{\infty}(X)$ and a locally free $C^{\infty}(X)$-module $\mathcal{S}$ of finite rank, there exist the isomorphisms

$$
\begin{align*}
& \mathfrak{V}^{1}(X)=\operatorname{Hom}_{C^{\infty}(X)}\left(\mathfrak{d}\left(C^{\infty}(X)\right), C^{\infty}(X)\right),  \tag{8.2.15}\\
& \operatorname{Hom}_{C^{\infty}(X)}\left(\mathfrak{d}\left(C^{\infty}(X)\right), \mathcal{S}\right)=\mathfrak{V}^{1}(X) \otimes \mathcal{S} .
\end{align*}
$$

With these isomorphisms, we come to other equivalent definitions of a connection on modules.

Definition 8.2.5. Any morphism

$$
\begin{equation*}
\nabla: \mathcal{S} \rightarrow \operatorname{Hom}_{C^{\infty}(X)}\left(\mathfrak{d}\left(C^{\infty}(X)\right), \mathcal{S}\right) \tag{8.2.16}
\end{equation*}
$$

satisfying the Leibniz rule (8.2.5) is called a connection on a $C^{\infty}(X)$-module $\mathcal{S}$.

Definition 8.2.6. By a connection on a $C^{\infty}(X)$-module $\mathcal{S}$ is meant a $C^{\infty}(X)$ module morphism

$$
\begin{equation*}
\mathfrak{d}\left(C^{\infty}(X)\right) \ni \tau \mapsto \nabla_{\tau} \in \operatorname{Diff}_{1}(\mathcal{S}, \mathcal{S}) \tag{8.2.17}
\end{equation*}
$$

such that the first order differential operators $\nabla_{\tau}$ obey the rule

$$
\begin{equation*}
\left.\nabla_{\tau}(f s)=(\tau\rfloor d f\right) s+f \nabla_{\tau} s . \tag{8.2.18}
\end{equation*}
$$

Using the expression (2.4.4) for the curvature of a linear connection, one can define the curvature of the connection (8.2.17) as a 0 -order differential operator on the module $\mathcal{S}$

$$
\begin{equation*}
R\left(\tau, \tau^{\prime}\right)=\left[\nabla_{\tau}, \nabla_{\tau^{\prime}}\right]-\nabla_{\left[\tau, \tau^{\prime}\right]} \tag{8.2.19}
\end{equation*}
$$

for any two vector fields $\tau, \tau^{\prime} \in \mathfrak{d}\left(C^{\infty}(X)\right)$. In the case of a structure module of a vector bundle, we restart the curvature (2.4.4).

If a $\mathcal{S}$ is a commutative $C^{\infty}(X)$-ring, Definition 8.2 .6 can be modified as follows.
Definition 8.2.7. By a connection on $C^{\infty}(X)$-ring $\mathcal{S}$ is meant any $C^{\infty}(X)$-module morphism

$$
\begin{equation*}
\mathfrak{d}\left(C^{\infty}(X)\right) \ni \tau \mapsto \nabla_{\tau} \in \mathfrak{d} \mathcal{S} \tag{8.2.20}
\end{equation*}
$$

which is a connection on $\mathcal{S}$ as a $C^{\infty}(X)$-module, i.e., obeys the Leinbniz rule (8.2.18).

In Definition 8.2.7, we require additionally of $\nabla_{\tau}$ to be a derivation of $\mathcal{S}$ in order to maintain its algebra structure. Two such connections $\nabla_{\tau}$ and $\nabla_{\tau}^{\prime}$ differ from each other in a derivation of the ring $\mathcal{S}$ which vanishes on $C^{\infty}(X) \subset \mathcal{S}$. The curvature of the connection (8.2.20) is given by the formula (8.2.19).

### 8.3 Connections on sheaves

There are several equivalent definitions of sheaves [40, 157, 292]. We will start from the following one. A sheaf on a topological space $X$ is a topological fibre bundle $S \rightarrow X$ whose fibres, called the stalks, are Abelian groups $S_{x}$ provided with the discrete topology.

A presheaf on a topological space $X$ is defined if an Abelian group $S_{U}$ corresponds to every open subset $U \subset X\left(S_{\emptyset}=0\right)$ and, for any pair of open subsets $V \subset U$, there is the restriction homomorphism

$$
r_{V}^{U}: S_{U} \rightarrow S_{V}
$$

such that

$$
r_{U}^{U}=\operatorname{Id} S_{U}, \quad r_{W}^{U}=r_{W}^{V} r_{V}^{U}, \quad W \subset V \subset U
$$

Every presheaf $\left\{S_{U}, r_{V}^{U}\right\}$ on a topological space $X$ yields a sheaf on $X$ whose stalk $S_{x}$ at a point $x \in X$ is the direct limit of the Abelian groups $S_{U}, x \in U$, with respect to the restriction homomorphisms $r_{V}^{U}$. We refer the reader to [217] and also to Section 11.1 for the general notion of a direct limit. Here, by a direct limit is meant that, for each open neighbourhood $U$ of a point $x$, every element $s \in S_{U}$ determines an element $s_{x} \in S_{x}$, called the germ of $s$ at $x$. Two elements $s \in S_{U}$ and $s^{\prime} \in S_{V}^{\prime}$ define the same germ at $x$ if and only if there is an open neighbourhood $W \ni x$ such that

$$
r_{W}^{U} s=r_{W}^{V} s^{\prime}
$$

Example 8.3.1. For instance, let $X$ be a topological space, $C^{0}(U)$ the additive Abelian group of all continuous real functions on $U \subset X$, while the homomorphism

$$
r_{V}^{U}: C^{0}(U) \rightarrow C^{0}(V)
$$

is the restriction of these functions to $V \subset U$. Then $\left\{C^{0}(U), r_{V}^{U}\right\}$ is a presheaf. Two real functions $s$ and $s^{\prime}$ on $X$ define the same germ $s_{x}$ if they coincide on an open neighbourhood of $x$. The sheaf $C_{X}^{0}$ generated by the presheaf $\left\{C^{0}(U), r_{V}^{U}\right\}$ is called the sheaf of continuous functions. The sheaf $C_{X}^{\infty}$ of smooth functions on a manifold $X$ is defined in a similar way. Let us also mention the presheaf of constant real functions on open subsets of $X$. The corresponding sheaf is called a constant sheaf.

Two different presheaves may generate the same sheaf. Conversely, every sheaf $S$ defines a presheaf of Abelian groups $S(U)$ of its local sections. This presheaf is called the canonical presheaf of the sheaf $S$. It is easily seen that the sheaf generated by the canonical presheaf $\left\{S(U), r_{V}^{U}\right\}$ of the sheaf $S$ coincides with $S$. Therefore, we will identify sometimes sheaves and canonical presheaves. Note that, if a sheaf $S$ is constructed from a presheaf $\left\{S_{U}, r_{V}^{U}\right\}$, there is the natural homomorphism $S_{U} \rightarrow S(U)$ which however is neither a monomorphism nor an epimorphism.

The direct sum, the tensor product and homomorphisms of sheaves on the same topological space are defined in a natural way.

Let $S$ and $S^{\prime}$ be sheaves on the same topological space $X$ and $\operatorname{Hom}\left(\left.S\right|_{U},\left.S^{\prime}\right|_{U}\right)$ the Abelian group of sheaf homomorphisms $\left.\left.S\right|_{U} \rightarrow S^{\prime}\right|_{U}$ for any open subset $U \subset X$. These groups define the sheaf $\operatorname{Hom}\left(S, S^{\prime}\right)$ on $X$. It should be emphasized that

$$
\begin{equation*}
\operatorname{Hom}\left(S, S^{\prime}\right)(U) \neq \operatorname{Hom}\left(S(U), S^{\prime}(U)\right) \tag{8.3.1}
\end{equation*}
$$

Let $\varphi: X \rightarrow X^{\prime}$ be a continuous map. Given a sheaf $S$ on $X$, the direct image $\varphi . S$ on $X^{\prime}$ of the sheaf $S$ is given by the assignment $X^{\prime} \supset U \mapsto S\left(f^{-1}(U)\right)$ since $\varphi^{-1}(U)$ is an open set in $X$. To define the inverse image $\varphi^{*} S^{\prime}$ on $X$ of a sheaf $S^{\prime}$ on $X^{\prime}$, we correspond to any open set $V \subset X$ the limit of $S^{\prime}(U)$ over all open subsets $U \subset X^{\prime}, V \subset \varphi^{-1}(U)$, with respect to the inclusion (recall that $\varphi(V)$ is not open in $Y$ in general). In particular, if $S^{\prime}=C_{X^{\prime}}^{\infty}$ is the sheaf of smooth functions on $X$ in Example 8.3.1, its inverse image $\varphi^{*} C_{X^{\prime}}^{\infty}$ is the sheaf of pull-back functions on $X$.

The notion of a sheaf is extended to sheaves of modules, commutative rings and graded commutative algebras [146].

Given a sheaf $\mathcal{A}$ on a topological space $X$, the pair $(X, \mathcal{A})$ is called a locally ringed space if every stalk $\mathcal{A}_{x}, x \in X$, is a local commutative ring, i.e., has a unique maximal ideal. By a morphism of locally ringed spaces $(X, \mathcal{A}) \rightarrow\left(X^{\prime}, \mathcal{A}^{\prime}\right)$ is meant a pair $(\varphi, \Phi)$ of a continuous map $\varphi: X \rightarrow X^{\prime}$ and a sheaf morphism $\Phi: \mathcal{A}^{\prime} \rightarrow \varphi, \mathcal{A}$. A morphism $(\varphi, \Phi)$ is said to be:

- a monomorphism if $\varphi$ is an injection and $\Phi$ is a surjection,
- an epimorphism if $\varphi$ is a surjection, while $\Phi$ is an injection.

By a sheaf $\mathfrak{d} \mathcal{A}$ of derivations of $\mathcal{A}$ is meant a subsheaf of endomorphisms of $\mathcal{A}$ such that any section $u$ of $\mathfrak{d} \mathcal{A}$ over an open subset $U \subset X$ is a derivation of the ring $\mathcal{A}(U)$. It should be emphasized that, because of the inequality (8.3.1), the converse property is not true in general. A derivation of the ring $\mathcal{A}(U)$ needs not be a section of the sheaf $\left.\mathfrak{J} \mathcal{A}\right|_{U}$ because it may happen that, given open sets $U^{\prime} \subset U$, there is no restriction morphism $\mathfrak{d}(\mathcal{A}(U)) \rightarrow \mathfrak{d}\left(\mathcal{A}\left(U^{\prime}\right)\right)$.

Let $(X, \mathcal{A})$ be a locally ringed space. A sheaf $P$ on $X$ is called a sheaf of $\mathcal{A}$ modules if every stalk $P_{x}, x \in X$, is an $\mathcal{A}_{x}$-module or, equivalently, if $P(U)$ is an $\mathcal{A}(U)$-module for any open subset $U \subset X$. A sheaf of $\mathcal{A}$-modules $P$ is said to be locally free, if there exists an open neighbourhood $U$ of every point $x \in X$ such that $P(U)$ is a free $\mathcal{A}(U)$-module. If all these free modules are of the same rank, one says that $P$ is a sheaf of locally free modules of constant rank.
Example 8.3.2. The sheaf $C_{X}^{\infty}$ of smooth functions on a manifold $X$ in Example 8.3 .1 is a sheaf of commutative rings. The stalk of germs of these functions $C_{X x}^{\infty}$ at a point $x$ is a local ring, and the pair $\left(X, C_{X}^{\infty}\right)$ is a locally ringed space. In particular, every manifold morphism $\varphi: X \rightarrow X^{\prime}$ yields the pull-back morphism $(\varphi, \Phi)$ of locally ringed spaces $\left(X, C_{X}^{\infty}\right) \rightarrow\left(X^{\prime}, C_{X^{\prime}}^{\infty}\right)$, where

$$
\begin{equation*}
\Phi\left(C_{X^{\prime}}^{\infty}\right)=\left(\varphi * \circ \varphi^{*}\right)\left(C_{X^{\prime}}^{\infty}\right) \subset \varphi *\left(C_{X}^{\infty}\right) \tag{8.3.2}
\end{equation*}
$$

We come to the following alternative definition of a smooth manifold [20].
Proposition 8.3.1. Let $X$ be a topological space, $\left\{U_{\zeta}\right\}$ an open covering of $X$, and $S_{\zeta}$ a sheaf on $U_{\zeta}$ for every $U_{\zeta}$. Let us assume that:

- if $U_{\zeta} \cap U_{\xi} \neq \emptyset$, there is a sheaf isomorphism

$$
\rho_{\zeta \xi}:\left.\left.S_{\xi}\right|_{U_{\zeta} \cap U_{\xi}} \rightarrow S_{\zeta}\right|_{U_{\zeta} \cap U_{\xi}}
$$

- these sheaf isomorphisms fulfill the cocycle condition

$$
\rho_{\xi \zeta} \circ \rho_{\zeta_{2}}\left(\left.S_{\iota}\right|_{U_{\zeta} \cap U_{\xi} \cap U_{\iota}}\right)=\rho_{\xi_{L}}\left(\left.S_{\iota}\right|_{U_{\zeta} \cap U_{\xi} \cap U_{\iota}}\right)
$$

for every triple $U_{\zeta}, U_{\xi}, U_{\iota}$.

Then there exist a sheaf $S$ on $X$ and sheaf isomorphisms $\phi_{\zeta}:\left.S\right|_{U_{\zeta}} \rightarrow S_{\zeta}$ such that

$$
\phi_{\zeta}\left|U_{\zeta} \cap U_{\xi}=\rho_{\zeta \zeta} \circ \phi_{\zeta}\right| U_{\zeta} \cap U_{\xi} .
$$

Proposition 8.3.2. Let $X$ be a paracompact topological space, and let $(X, \mathcal{A})$ be a locally ringed space which is locally isomorphic to ( $\mathbb{R}^{n}, C_{\mathbb{R}^{n}}^{\infty}$ ). Then $X$ is an $n$-dimensional differentiable manifold, and there is a natural isomorphism of locally ringed spaces $(X, \mathcal{A})$ and $\left(X, C_{X}^{\infty}\right)$.

Let $X \times X^{\prime}$ be the product of two paracompact topological spaces. For any two open subsets $U \subset X$ and $U^{\prime} \subset X^{\prime}$, let us consider the topological tensor product of rings $C^{\infty}(U) \hat{\otimes} C^{\infty}\left(U^{\prime}\right)$ (see Remark 8.1.8). These tensor products define a sheaf of rings on $X \times X$ which we denote by $C_{X}^{\infty} \widehat{\otimes} C_{X^{\prime}}^{\infty}$. Due to the metric isomorphism (8.1.43) written for all $U \subset X$ and $U^{\prime} \subset X^{\prime}$, we obtain the sheaf isomorphism

$$
\begin{equation*}
C_{X}^{\infty} \hat{\otimes} C_{X^{\prime}}^{\infty}=C_{X \times X^{\prime}}^{\infty} \tag{8.3.3}
\end{equation*}
$$

Example 8.3.3. Let $Y \rightarrow X$ be a vector bundle. The germs of its sections make up the sheaf $S_{Y}$ of sections of $Y \rightarrow X$. The stalk $S_{Y x}$ of this sheaf at a point $x \in X$ consists of the germs at $x$ of sections of $Y \rightarrow X$ in a neighbourhood of a point $x$. The stalk $S_{Y_{x}}$ is a module over the ring $C_{X x}^{\infty}$ of the germs at $x \in X$ of smooth functions on $X$. Hence, $S_{Y}$ is a sheaf of modules over the sheaf $C_{X}^{\infty}$ of rings with respect to pointwise operations. The canonical presheaf of $S_{Y}$ is isomorphic to the presheaf of local sections of the vector bundle $Y \rightarrow X$. It is called the structure sheaf of the vector bundle $Y \rightarrow X$. Similarly to manifolds, a vector bundle can be characterized by its structure sheaf, locally isomorphic to the sheaf $C_{U}^{\infty} \otimes \mathbb{R}^{m}$. In order to glue these local sheaves and to yield a globally defined sheaf in accordance with Proposition 8.3.1, we need a cocycle of transition functions which is an element of the first cohomology set $H^{1}\left(X, G L(m, \mathbb{R})_{\infty}\right)$ with coefficients in the sheaf $G L(m, \mathbb{R})_{\infty}$ of smooth mapping from $X$ into $G L(m, \mathbb{R})$ (see Remark 6.9.2). Given a structure sheaf $S$, the fibre $Y_{x}$ of a vector bundle at a point $x \in X$ is the quotient $S_{x} / \mathcal{M}_{x}$ of the stalk $S_{x}$ by the submodule $\mathcal{M}_{x}$ of germs in $S_{x}$ whose evaluation vanishes.

Similarly, the sheaf of sections of any fibre bundle $Y \rightarrow X$ can be defined. It is a sheaf of sets, which have no any algebraic structure.

Let $(X, \mathcal{A})$ be a locally ringed space and $P$ a sheaf of $\mathcal{A}$-modules on $X$. For any open subset $U \subset X$, let us consider the jet module $\mathfrak{J}^{1}(P(U))$ of the module $P(U)$. It consists of the elements of $\mathcal{A}(U) \otimes P(U)$ modulo the pointwise relations (8.1.15). Hence, there is the restriction morphism $\mathfrak{J}^{1}(P(U)) \rightarrow \mathfrak{J}^{1}(P(V))$ for any open subsets $V \subset U$, and the jet modules $\mathfrak{J}^{1}(P(U))$ constitute a presheaf. This presheaf defines the sheaf $\mathfrak{J}^{1} P$ of jets of $P$ (or simply the jet sheaf). The jet sheaf $\mathfrak{J}^{1} \mathcal{A}$ of the sheaf $\mathcal{A}$ of local rings is introduced in a similar way. Since the relations (8.1.15) and (8.1.18) on the ring $\mathcal{A}(U)$ and modules $P(U), \mathfrak{J}^{1}(P(U)), \mathfrak{J}^{1}(\mathcal{A}(U))$ are pointwise relations for any open subset $U \subset X$, they commute with the restriction morphisms. Therefore, the direct limits of the quotients modulo these relations exist [217]. Then we have the sheaf $\mathfrak{D}^{1} \mathcal{A}$ of 1 -forms of the sheaf $\mathcal{A}$, the sheaf isomorphism

$$
\mathfrak{J}^{1}(P)=\left(\mathcal{A} \oplus \mathfrak{D}^{1} \mathcal{A}\right) \otimes P
$$

and the exact sequences of sheaves

$$
\begin{align*}
& 0 \rightarrow \mathfrak{D}^{1} \mathcal{A} \otimes P \rightarrow \mathfrak{J}^{1}(P) \rightarrow P \rightarrow 0,  \tag{8.3.4}\\
& 0 \rightarrow \mathfrak{D}^{1} \mathcal{A} \otimes P \rightarrow\left(\mathcal{A} \oplus \mathfrak{D}^{1} \mathcal{A}\right) \otimes P \rightarrow P \rightarrow 0 . \tag{8.3.5}
\end{align*}
$$

They reflect the quotient (8.1.22), the isomorphism (8.1.34) and the exact sequences of modules (8.1.35), (8.2.6), respectively.
Remark 8.3.4. It should be emphasized that, because of the inequality (8.3.1), the duality relation (8.1.38) is not extended to the sheaves $\mathfrak{d} \mathcal{A}$ and $\mathfrak{D}^{1} \mathcal{A}$ in general, unless $\mathfrak{D} \mathcal{A}$ and $\mathfrak{D}^{1}$ are locally free sheaves of finite rank. If $P$ is a locally free sheaf of finite rank, so is $\mathfrak{J}^{1} P$ (see Example 8.1.4).

Following Definitions 8.2.1, 8.2.2 of a connection on modules, we come to the following notion of a connection on sheaves.

Definition 8.3.3. Given a locally ringed space ( $X, \mathcal{A}$ ) and a sheaf $P$ of $\mathcal{A}$-modules on $X$, a connection on a sheaf $P$ is defined as a splitting of the exact sequence (8.3.4) or, equivalently, the exact sequence (8.3.5).

To state the relationship between connections on modules and connections on sheaves, let us recall some basic facts concerning exact sequences of sheaves.

Referring to the properties of direct systems [217], we have used that an exact sequence of presheaves defines an exact sequence of sheaves constructed from these presheaves. Moreover, if an exact sequence of presheaves is split, we have the corresponding splitting of the above mentioned exact sequence of sheaves. The converse relation is more intricate.

Let us consider an exact sequence of sheaves

$$
\begin{equation*}
0 \rightarrow S^{\prime} \rightarrow S \rightarrow S^{\prime \prime} \rightarrow 0 \tag{8.3.6}
\end{equation*}
$$

on a topological space $X$. As in the case of vector bundles, the sheaf $S^{\prime \prime}$ in this exact sequence is necessarily the quotient $S / S^{\prime}$. Given an open subset $U \subset X$, the exact sequence (8.3.6) yields the following two exact sequences of Abelian groups:

$$
\begin{equation*}
0 \rightarrow S^{\prime}(U) \rightarrow S(U) \rightarrow S^{\prime \prime}(U) \tag{8.3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \rightarrow S^{\prime}(U) \rightarrow S(U) \rightarrow S_{U}^{\prime \prime} \rightarrow 0 \tag{8.3.8}
\end{equation*}
$$

where $S_{U}^{\prime \prime}=S(U) / S^{\prime}(U)$ does not coincide with the group of sections $S^{\prime \prime}(U)$ of the quotient $S / S^{\prime}$ over $U$ in general. A sheaf $S$ on $X$ is called fabby if, for every pair $U \subset U^{\prime}$ of open subsets of $X$, the restriction morphism $S\left(U^{\prime}\right) \rightarrow S(U)$ is surjective. This is equivalent to the condition that every section $s \in S(U)$ can be extended to a global section $s \in S(X)$. It states the following.

Proposition 8.3.4. If the sheaf $S^{\prime}$ in the exact sequence (8.3.6) is flabby, then $S_{U}^{\prime \prime}=S^{\prime \prime}(U)$, and we have the exact sequence

$$
\begin{equation*}
0 \rightarrow S^{\prime}(U) \rightarrow S(U) \rightarrow S^{\prime \prime}(U) \rightarrow 0 \tag{8.3.9}
\end{equation*}
$$

for every open subset $U \subset X$, i.e., there exists the exact sequence of the canonical presheaves

$$
\begin{equation*}
0 \rightarrow\left\{S^{\prime}(U)\right\} \rightarrow\{S(U)\} \rightarrow\left\{S^{\prime \prime}(U)\right\} \rightarrow 0 \tag{8.3.10}
\end{equation*}
$$

of sheaves in the exact sequence (8.3.6).
Let the exact sequence of sheaves (8.3.6) admit a splitting, i.e., $S=S^{\prime} \oplus S^{\prime \prime}$, then $\{S(U)\}=\left\{S^{\prime}(U)\right\} \oplus\left\{S^{\prime \prime}(U)\right\}$, and the canonical presheaves form the exact sequence (8.3.10). Moreover, this exact sequence is split in a suitable manner.

Thus, we come to the following compatibility of the notion of a connection on sheaves with that of a connection on modules.

Proposition 8.3.5. If there exists a connection on a sheaf $P$ in Definition 8.3.3, then there exists a connection on a module $P(U)$ for any open subset $U \subset X$. Conversely, if for any open subsets $V \subset U \subset X$ there are connections on the modules $P(U)$ and $P(V)$ related by the restriction morphism, then the sheaf $P$ admits a connection.

Example 8.3.5. Let $Y \rightarrow X$ be a vector bundle. Every linear connection $\Gamma$ on $Y \rightarrow X$ defines a connection on the structure module $Y(X)$ such that the restriction $\left.\Gamma\right|_{U}$ is a connection on the module $Y(U)$ for any open subset $U \subset X$. Then we have a connection on the structure sheaf $Y_{X}$. Conversely, a connection on the structure sheaf $Y_{X}$ defines a connection on the module $Y(X)$ and, consequently, a connection on the vector bundle $Y \rightarrow X$.

As an immediate consequence of Proposition 8.3.5, we find that the exact sequence of sheaves (8.3.5) is split if and only if there exists a sheaf morphism

$$
\begin{equation*}
\nabla: P \rightarrow \mathfrak{D}^{1} \mathcal{A} \otimes P, \tag{8.3.11}
\end{equation*}
$$

satisfying the Leibniz rule

$$
\nabla(f s)=d f \otimes s+f \nabla(s), \quad f \in \mathcal{A}(U), \quad s \in P(U),
$$

for any open subset $U \in X$. It leads to the following equivalent definition of a connection on sheaves in the spirit of Definition 8.2.2.

DEfinition 8.3.6. The sheaf morphism (8.3.11) is a connection on the sheaf $P$.

Similarly to the case of connections on modules, the curvature of the connection (8.3.11) on a sheaf $P$ is given by the expression

$$
\begin{equation*}
R=\nabla^{2}: P \rightarrow \mathfrak{D}_{X}^{2} \otimes P \tag{8.3.12}
\end{equation*}
$$

The exact sequence (8.3.5) needs not be split in general. One can obtain the criteria of the existence of a connection on a sheaf in terms of cohomology groups.

Remark 8.3.6. Given the exact sequence of sheaves (8.3.6) on a paracompact topological space, we have the following exact sequence of the cohomology groups

$$
\begin{equation*}
\cdots \rightarrow H^{k-1}\left(X ; S^{\prime \prime}\right) \rightarrow H^{k}\left(X ; S^{\prime}\right) \rightarrow H^{k}(X ; S) \rightarrow H^{k}\left(X ; S^{\prime \prime}\right) \rightarrow \cdots \tag{8.3.13}
\end{equation*}
$$

with coefficients in the sheaves $S^{\prime}, S$ and $S^{\prime \prime}$ [157].
We omit the definition of cohomology groups with coefficients in a sheaf (see, e.g., [157]), which is the repetition of the notions of the Cech cohomology groups with coefficients in a constant sheaf and the cohomology groups with coefficients in a sheaf of $G$-valued functions in Section 6.9. Nevertheless, we will need some basic properties of cohomology groups with coefficients in a sheaf in the sequel.

Note that, given a sheaf $S$ on a topological space $X$, the cohomology group $H^{0}(X ; S)$ is isomorphic to the group $S(X)$ of sections of the sheaf $S$ over $X$. If $S$ is a sheaf of $\mathcal{K}$-modules, then the cohomology groups $H^{k}(X ; S)$ are also $\mathcal{K}$-modules.

A sheaf $S$ on a topological space $X$ is called acyclic if the cohomology groups $H^{k>0}(X ; S)$ vanish. A flabby sheaf is acyclic.

A sheaf $S$ on a topological space $X$ is said to be soft if every section of $S$ on a closed subset of $X$ is the restriction of some global section of $S$. Any soft sheaf on a paracompact space is acyclic. On a paracompact space, any flabby sheaf is soft.

A sheaf $S$ on a paracompact space is said to be fine if, for each locally finite open covering $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ of $X$ (i.e., every point of $X$ has a neighbourhood which intersects only with a finite number of elements of this covering), there exists a system $\left\{h_{i}\right\}$ of endomorphisms $h_{i}: S \rightarrow S$ such that:

- there is a closed subset $V_{i} \subset U_{i}$ and $h_{i}\left(S_{x}\right)=0$ if $x \notin V_{i}$;
- $\sum_{i \in I} h_{i}$ is the identity map.

A fine sheaf is soft and acyclic.
In particular, let $S$ be a sheaf of modules over the sheaf $C_{X}^{0}$ of continuous functions on a paracompact space $X$. Let $\mathfrak{U}=\left\{U_{i}\right\}_{i \in I}$ be a locally finite open covering of $X$. Then $\mathfrak{U}$ has an associated partition of unity $\left\{\phi_{i}\right\}$, i.e.:
(i) $\phi_{i}$ are real non-negative continuous functions on $X$,
(ii) $\operatorname{supp} \phi_{i} \subset U_{i}$,
(iii) $\sum_{i \in I} \phi_{i}(x)=1$ for all $x \in X$.

The functions $\phi_{i}$ can be used in order to define the homomorphisms $h_{i}: S \rightarrow S$ as follows. For any open subset $U \subset X$, let us put $h_{i}(f)=\phi_{i} f, f \in S(U)$. This defines an endomorphism $h_{i}$ of the canonical presheaf $\{S(U)\}$ and, consequently, an endomorphism of the sheaf $S$. It is readily observed that these endomorphisms $h_{i}$ satisfy the definition of a fine sheaf. If $X$ is a smooth manifold and $\mathfrak{U}$ is an open covering of $X$, there exists an associated partition of unity performed by smooth functions. It follows that the sheaf $C_{X}^{\infty}$ of smooth functions on a manifold $X$ is fine and acyclic, and so are the sheaves of sections of smooth vector bundles over a manifold $X$.

Proposition 8.3.7. [20]. Let $f: X \rightarrow X^{\prime}$ be a continuous map and $S$ a sheaf on $X$. If either:

- $f$ is a closed immersion or
- every point $x^{\prime} \in X^{\prime}$ has a base of open neighbourhoods $\{U\}$ such that the sheaves $\left.S\right|_{f^{-1}(U)}$ are acyclic,
then the cohomology groups $H^{*}(X ; S)$ and $H^{*}\left(X^{\prime} ; f_{*} S\right)$ are isomorphic.
Let us consider the exact sequence of sheaves

$$
\begin{equation*}
0 \rightarrow S \xrightarrow{h} S_{0} \xrightarrow{h^{0}} \rightarrow S_{1} \xrightarrow{h^{1}} \cdots \tag{8.3.14}
\end{equation*}
$$

on a paracompact topological space $X$. This sequence is called a resolution of the sheaf $S$ if the cohomology groups $H^{q}\left(X ; S_{p}\right)$ vanish for $q \geq 1$ and $p \geq 0$. For instance, it takes place if the sheaves $S_{p \geq 0}$ are fine. Then the exact sequence (8.3.14) is said to be the fine resolution of the sheaf $S$. The exact sequence (8.3.14) yields the cochain complex

$$
\begin{equation*}
0 \rightarrow S(X) \stackrel{h_{\cdot}}{\rightarrow} S_{0}(X) \stackrel{h_{n}^{0}}{\rightarrow} \rightarrow S_{1}(X) \stackrel{h^{1}}{\rightarrow} \cdots \tag{8.3.15}
\end{equation*}
$$

which is exact only at $S(X)$. There is the well-known De Rham theorem (see, e.g., [157]).

Theorem 8.3.8. Given the resolution (8.3.14) of a sheaf $S$ on a paracompact space $X$, the $q$-cohomology group of the cochain complex (8.3.15) is isomorphic to the cohomology group $H^{q}(X ; S)$ of $X$ with coefficients in the sheaf $S$, i.e.,

$$
\begin{equation*}
H^{q>0}(X ; S)=\operatorname{Ker} h_{*}^{q} / \operatorname{Im} h_{*}^{q-1}, \quad H^{0}(X ; S)=\operatorname{Ker} h_{*}^{0} . \tag{8.3.16}
\end{equation*}
$$

For instance, let $X$ be a connected smooth manifold, $S=\mathbb{R}$ the constant sheaf of $\mathbb{R}$-valued functions on $X$ and $S_{p}=\mathfrak{D}_{X}^{p}$ the sheaves of exterior $p$-forms on $X$. There is the sequence of the fine sheaves

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \rightarrow \mathfrak{D}_{X}^{0} \rightarrow \mathfrak{O}_{X}^{1} \rightarrow \cdots \tag{8.3.17}
\end{equation*}
$$

which is exact in accordance with the Poincare lemma, and so is the fine resolution of the sheaf $\mathbb{R}$ on $X$. The corresponding sequence (8.3.15) is the De Rham complex (6.8.3). By virtue of Theorem 8.3.8, we have the above mentioned isomorphism of the Čech and De Rham cohomology groups $H^{q}(X ; \mathbb{R})=H^{q}(X)$.

Turn now to the exact sequence (8.3.5). Let $P$ be a locally free sheaf of $\mathcal{A}$ modules. Then we have the exact sequence of sheaves

$$
0 \rightarrow \operatorname{Hom}\left(P, \mathfrak{D}^{1} \mathcal{A} \otimes P\right) \rightarrow \operatorname{Hom}\left(P,\left(\mathcal{A} \oplus \mathfrak{O}^{1} \mathcal{A}\right) \otimes P\right) \rightarrow \operatorname{Hom}(P, P) \rightarrow 0
$$

and the corresponding exact sequence (8.3.13) of the cohomology groups

$$
\begin{aligned}
0 \rightarrow & H^{0}\left(X ; \operatorname{Hom}\left(P, \mathfrak{D}^{1} \mathcal{A} \otimes P\right)\right) \rightarrow H^{0}\left(X ; \operatorname{Hom}\left(P,\left(\mathcal{A} \oplus \mathfrak{D}^{1} \mathcal{A}\right) \otimes P\right)\right) \rightarrow \\
& H^{0}(X ; \operatorname{Hom}(P, P)) \rightarrow H^{1}\left(X ; \operatorname{Hom}\left(P, \mathfrak{D}^{1} \mathcal{A} \otimes P\right)\right) \rightarrow \cdots .
\end{aligned}
$$

The identity morphism Id : $P \rightarrow P$ belongs obviously to $H^{0}(X ; \operatorname{Hom}(P, P))$. Its image in $H^{1}\left(X ; \operatorname{Hom}\left(P, \mathcal{D}^{1} \mathcal{A} \otimes P\right)\right)$ is called sometimes the Atiyah class. If this class vanishes, there exists an element of $\left.\operatorname{Hom}\left(P,\left(\mathcal{A} \oplus \mathfrak{D}^{1} \mathcal{A}\right) \otimes P\right)\right)$ whose image is Id $P$, i.e., a splitting of the exact sequence (8.3.5).

In particular, let $X$ be a manifold and $\mathcal{A}=C_{X}^{\infty}$ the sheaf of smooth functions on $X$. The sheaf $\mathfrak{d} C_{X}^{\infty}$ of its derivations is isomorphic to the sheaf of vector fields on a manifold $X$. It follows that:

- there is the restriction morphism $\mathfrak{d}\left(C^{\infty}(U)\right) \rightarrow \mathfrak{d}\left(C^{\infty}(V)\right)$ for any open sets $V \subset U$,
- $\mathfrak{d} C_{X}^{\infty}$ is a locally free sheaf of $C_{X}^{\infty}$-modules of finite rank,
- the sheaves $\partial C_{X}^{\infty}$ and $\emptyset_{X}^{1}$ are mutually dual.

Let $P$ be a locally free sheaf of $C_{X}^{\infty}$-modules. In this case, $\operatorname{Hom}\left(P, \mathfrak{D}_{X}^{1} \otimes P\right)$ is a locally free sheaf of $C_{X}^{\infty}$-modules. It is fine and acyclic. Its cohomology group $H^{1}\left(X ; \operatorname{Hom}\left(P, \mathfrak{D}_{X}^{1} \otimes P\right)\right)$ vanishes, and the exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{D}_{X}^{1} \otimes P \rightarrow\left(C_{X}^{\infty} \oplus \mathfrak{D}_{X}^{1}\right) \otimes P \rightarrow P \rightarrow 0 \tag{8.3.18}
\end{equation*}
$$

admits a splitting.
In conclusion, let us consider a sheaf $S$ of commutative $C_{X}^{\infty}$-rings on a manifold $X$. Building on Definition 8.2.7, we come to the following notion of a connection on a sheaf $S$ of commutative $C_{X}^{\infty}$-rings.

Definition 8.3.9. Any morphism

$$
\mathfrak{d} C_{X}^{\infty} \ni \tau \rightarrow \nabla_{\tau} \in \mathfrak{d} S
$$

which is a connection on $S$ as a sheaf of $C_{X}^{\infty}$-modules, is called a connection on the sheaf $S$ of rings.

Its curvature is given by the expression

$$
\begin{equation*}
R\left(\tau, \tau^{\prime}\right)=\left[\nabla_{\tau}, \nabla_{\tau^{\prime}}\right]-\nabla_{\left[\tau, \tau^{\prime}\right]} \tag{8.3.19}
\end{equation*}
$$

similar to the expression (8.2.19) for the curvature of a connection on modules.

## Chapter 9

## Superconnections

Elements of the graded calculus and supergeometry are present in many quantum field models. By this reason, we start our exposition of connections in quantum field theory from superconnections. Superconnections exemplify the algebraic connections phrased in terms of graded modules and sheaves of graded commutative algebras. We will refer to the properties of modules and sheaves in the previous Chapter which are extended to the graded ones [146].

With respect to mathematical prerequisites, the reader is expected to be familiar with the basics of theory of supersymmetries and supermanifolds (see, e.g., $[20,59$, 79]). Nevertheless, Section 9.1 aims to recall some element of the graded tensor calculus which we will refer to in the sequel. We omit the categorial aspects of the constructions below, which are not essential for applications.

### 9.1 Graded tensor calculus

Unless otherwise stated, by a graded structure throughout this Chapter is meant a $\mathbb{Z}_{2}$-graded structure. We use the notation [.] for the $\mathbb{Z}_{2}$-graded parity, in contrast with the above stated notation $|$.$| for the \mathbb{Z}$-graded one.

By a graded commutative ring $\mathcal{K}$ is meant a ring which has two subgroups $\mathcal{K}_{0}$ and $\mathcal{K}_{1}$, called respectively even and odd, such that $\mathcal{K}=\mathcal{K}_{0} \oplus \mathcal{K}_{1}$ and

$$
a_{r} a_{s}=(-1)^{r s} a_{s} a_{r} \in \mathcal{K}_{r+s}, \quad a_{r} \in \mathcal{K}_{r}, \quad a_{s} \in \mathcal{K}_{s}, \quad s, r=0,1
$$

A commutative ring is a particular graded commutative ring where $\mathcal{K}_{1}=0$.

A graded $\mathcal{K}$-module $Q$ is a $\mathcal{K}$-bimodule which has two subgroups $Q_{0}$ and $Q_{1}$ such that $Q=Q_{0} \oplus Q_{1}$ and $\mathcal{K}_{r} Q_{s} \subset Q_{r+s}$. A graded $\mathcal{K}$-module is said to be free if it has a basis generated by homogeneous elements, i.e., elements which belong to either $Q_{0}$ or $Q_{1}$. Each $\mathcal{K}$-graded module is obviously a $\mathcal{K}_{0}$-module. A basis for $Q$ of finite cardinality is said to be of type $(n, m)$ if it is formed by $n$ even and $m$ odd elements.

In particular, by a graded vector space $B=B_{0} \oplus B_{1}$ is meant a graded $\mathbb{R}$ module. A graded vector space is said to be $(n, m)$-dimensional if $\operatorname{dim} B_{0}=n$ and $\operatorname{dim} B_{1}=m$.

A graded commutative $\mathcal{K}$-algebra $A$ with a unit is a graded commutative ring which is also a graded $\mathcal{K}$-module. The graded tensor product $A_{1} \otimes A_{2}$ of two graded commutative $\mathcal{K}$-algebras $A_{1}$ and $A_{2}$ is defined as the tensor product of underlying $\mathcal{K}$-modules equipped with the multiplication

$$
\left(a_{1} \otimes a_{2}\right) \cdot\left(a_{1}^{\prime} \otimes a_{2}^{\prime}\right)=(-1)^{\left[a_{2}\right]\left[a_{1}^{\prime}\right]}\left(a_{1} a_{1}^{\prime} \otimes a_{2} a_{2}^{\prime}\right) .
$$

By a graded commutative algebra $A$ throughout is meant a unital graded commutative $\mathbb{R}$-algebra. A graded commutative algebra is said to be of odd rank $m$ (or simply of rank $m$ ) if it is a free algebra generated over $\mathbb{R}$ by $m$ odd elements. A graded commutative Banach algebra is a graded commutative algebra if it is a Banach algebra and the condition

$$
\left\|a_{0}+a_{1}\right\|=\left\|a_{0}\right\|+\left\|a_{1}\right\|
$$

is fulfilled.
Let $V$ be a vector space, and let

$$
\begin{equation*}
\Lambda=\wedge V=\mathbb{R} \bigoplus_{k=1} \wedge^{k} V \tag{9.1.1}
\end{equation*}
$$

be its exterior algebra. This is a $\mathbb{Z}$-graded commutative algebra provided with the $\mathbb{Z}_{2}$-graded structure

$$
\Lambda_{0}=\mathbb{R} \bigoplus_{k=1} \wedge{ }^{2 k} V, \quad \Lambda_{1}=\bigoplus_{k=1}^{2 k-1} \wedge .
$$

It is called the Grassmann algebra. Given a basis $\left\{c^{i}, i \in I\right\}$ for the vector space $V$, the elements of the Grassmann algebra take the form

$$
\begin{equation*}
a=\sum_{k=0} \sum_{\left(i_{1} \cdots i_{k}\right)} a_{i_{1} \cdots i_{k}} c^{i_{1}} \cdots c^{i_{k}} \tag{9.1.2}
\end{equation*}
$$

where the sum is over all the collections $\left(i_{1} \cdots i_{k}\right)$ of indices such that no two of them are the permutations of each other. For the sake of simplicity, we will omit the symbol of the exterior product of elements of a Grassmann algebra. By definition, a Grassmann algebra admits the splitting

$$
\begin{equation*}
\Lambda=\mathbb{R} \oplus \mathcal{R}=\mathbb{R} \oplus \mathcal{R}_{0} \oplus \mathcal{R}_{1} \tag{9.1.3}
\end{equation*}
$$

where $\mathcal{R}=\mathcal{R}_{0} \oplus \mathcal{R}_{1}$ is the ideal of nilpotents of $\Lambda$. The corresponding projections $\sigma: \Lambda \rightarrow \mathbb{R}$ and $s: \Lambda \rightarrow \mathcal{R}$ are called the body and soul maps, respectively

Remark 9.1.1. Note that there is a different definition of a Grassmann algebra [162], which is equivalent to the above one only in the case of an infinite-dimensional vector space $V$ [59] (see [45] for the Arens-Michael algebras of Grassmann origin, which are most general graded commutative algebras suitable for superanalysis, and Remark 9.3 .4 below for supermanifolds over these algebras). The Grassmann algebra $\Lambda$ (9.1.1) of a vector space $V$ is a particular exterior algebra $\Lambda_{\kappa} Q$ of a graded $\mathcal{K}$ module $Q$. The exterior algebra $\wedge_{\mathcal{K}} Q$ is the graded commutative $\mathcal{K}$-algebra defined as the tensor algebra $\otimes Q$ modulo the relations

$$
q \otimes q^{\prime}=(-1)^{[q]\left[q^{\prime}\right]} q^{\prime} \otimes q
$$

If $\mathcal{K}=\mathbb{R}$ and $Q_{0}=0, Q_{1}=V$, we come to the Grassmann algebra (9.1.1). Hereafter, we will restrict our consideration to Grassmann $\mathbb{R}$-algebras of finite rank.

A Grassmann algebra of finite rank becomes a graded commutative Banach algebra if its elements (9.1.2) are endowed with the norm

$$
\|a\|=\sum_{k=0} \sum_{\left(i_{1} \cdots i_{k}\right)}\left|a_{i_{1} \cdots i_{k}}\right|
$$

Let $B$ be a graded vector space. Given a Grassmann algebra $\Lambda$ of rank $N$, the graded vector space $B$ can be extended to a graded $\Lambda$-module

$$
\Lambda B=(\Lambda B)_{0} \oplus(\Lambda B)_{1}=\left(\Lambda_{0} \otimes B_{0} \oplus \Lambda_{1} \otimes B_{1}\right) \oplus\left(\Lambda_{1} \otimes B_{0} \oplus \Lambda_{0} \otimes B_{1}\right)
$$

called the graded $\Lambda$-envelope. The graded envelope

$$
\begin{equation*}
B^{n \mid m}=\left(\Lambda_{0}^{n} \oplus \Lambda_{1}^{m}\right) \oplus\left(\Lambda_{1}^{n} \oplus \Lambda_{0}^{m}\right) \tag{9.1.4}
\end{equation*}
$$

of the $(n, m)$-dimensional graded vector space $\mathbb{R}^{n} \oplus \mathbb{R}^{m}$ is a free $\Lambda$-module of type ( $n, m$ ). The $\Lambda_{0}$-module

$$
B^{n, m}=\left(\Lambda_{0}^{n} \oplus \Lambda_{1}^{m}\right)
$$

is called an ( $n, m$ )-dimensional supervector space. Note that $\Lambda_{0}$-modules $B^{n \mid m}$ and $B^{n+m, n+m}$ are isomorphic.

Unless otherwise stated (see the DeWitt topology below), whenever referring to a topology on a supervector space $B^{n, m}$, we will mean the Euclidean topology of $\left(2^{N-1}[n+m]\right)$-dimensional $\mathbb{R}$-vector space.

Given a superspace $B^{n \mid m}$ over a Grassmann algebra $\Lambda$, a $\Lambda$-module endomorphism of $B^{n \mid m}$ is represented by a square $(n+m) \times(n+m)$-matrix

$$
\begin{equation*}
L=\binom{L_{1} L_{2}}{L_{3} L_{4}} \tag{9.1.5}
\end{equation*}
$$

with entries in $\Lambda$. It is called a supermatrix. One says that a supermatrix $L$ is:

- even if $L_{1}$ and $L_{4}$ have even entries, while $L_{2}$ and $L_{3}$ have odd entries,
- odd if $L_{1}$ and $L_{4}$ have odd entries, while $L_{2}$ and $L_{3}$ have the even ones.

Endowed with this gradation, the set of supermatrices (9.1.5) is a $\Lambda$-graded algebra. Unless otherwise stated, by a supermatrix will be meant a homogeneous supermatrix.

The familiar notion of a trace is extended to supermatrices (9.1.5) as a supertrace

$$
\operatorname{Str} L=\operatorname{Tr} L_{1}-(-1)^{[L]} \operatorname{Tr} L_{4} .
$$

For instance, if $1_{n \mid m}$ is a unit matrix, we have $\operatorname{Str}\left(1_{n \mid m}\right)=n-m$. A supertransposition $L^{s t}$ of a supermatrix $L$ is the matrix

$$
L^{s t}=\left(\begin{array}{cc}
L_{1}^{t} & (-1)^{[L]} L_{3}^{t} \\
-(-1)^{[L]} L_{2}^{t} & L_{4}^{t}
\end{array}\right),
$$

where $L^{t}$ denotes the ordinary transposition. There are the relations

$$
\begin{align*}
& \operatorname{Str}\left(L^{s t}\right)=\operatorname{Str} L, \\
& \left(L L^{\prime}\right)^{s t}=(-1)^{[L]\left[L^{\prime}\right]} L^{s t} L^{s t},  \tag{9.1.6}\\
& \operatorname{Str}\left(L L^{\prime}\right)=(-1)^{\left[L \mid L^{\prime}\right]} \operatorname{Str}\left(L^{\prime} L\right) \quad \text { or } \quad \operatorname{Str}\left(\left[L, L^{\prime}\right]\right)=0 . \tag{9.1.7}
\end{align*}
$$

In order to extend the notion of a determinant to supermatrices, let us consider invertible supermatrices $L$ (9.1.5) corresponding to even isomorphisms of the superspace $B^{n, m}$. Recall that a supermatrix $L$ is invertible if and only if:

- $L_{1}$ and $L_{4}$ are invertible;
- $\sigma(L)$ is invertible, where $\sigma$ is the body morphism.

Invertible supermatrices constitute a group $G L(n \mid m ; \Lambda)$, called a general linear graded group. Then a superdeterminant of $L \in G L(n \mid m ; \Lambda)$ is defined as

$$
\operatorname{Sdet} L=\operatorname{det}\left(L_{1}-L_{2} L_{4}^{-1} L_{3}\right)\left(\operatorname{det} L_{4}^{-1}\right) .
$$

It satisfies the relations

$$
\begin{aligned}
& \operatorname{Sdet}\left(L L^{\prime}\right)=(\operatorname{Sdet} L)\left(\operatorname{Sdet} L^{\prime}\right), \\
& \operatorname{Sdet}\left(L^{s t}\right)=\operatorname{Sdet} L, \\
& \operatorname{Sdet}(\exp (L))=\exp (\operatorname{Sdet}(L)) .
\end{aligned}
$$

### 9.2 Connections on graded manifolds

Graded manifolds are not supermanifolds in a strict sense (see Axioms 1-4 in Remark 9.3.4 below). At the same time, every graded manifold defines a DeWitt $H^{\infty}$-supermanifold, and vice versa (see Theorem 9.3 .8 below). Principal graded bundles and connections on these bundles are described similarly to that on principal superbundles (see Section 9.5). We refer the reader to [20, 28, 183, 285] for a general theory of graded manifolds. This Section is devoted to connections which can be introduced on a graded manifold itself due to the fact that graded functions, unlike superfunctions, can be represented by sections of some smooth exterior bundle.

Definition 9.2.1. By a graded manifold of dimension ( $n, m$ ) is meant the pair ( $Z, \mathcal{A}$ ) of an $n$-dimensional smooth manifold $Z$ and a sheaf $\mathcal{A}=\mathcal{A}_{0} \oplus \mathcal{A}_{1}$ of graded commutative $\mathbb{R}$-algebras of rank $m$ such that [20]:
(i) There is the exact sequence of sheaves

$$
\begin{equation*}
0 \rightarrow \mathcal{R} \rightarrow \mathcal{A} \xrightarrow{\circ} C_{Z}^{\infty} \rightarrow 0, \quad \mathcal{R}=\mathcal{A}_{1}+\left(\mathcal{A}_{1}\right)^{2} \tag{9.2.1}
\end{equation*}
$$

where $C_{Z}^{\infty}$ is the sheaf of smooth functions on $Z$.
(ii) $\mathcal{R} / \mathcal{R}^{2}$ is a locally free $C_{Z}^{\infty}$-module of finite rank, and $\mathcal{A}$ is locally isomorphic to the exterior bundle $\wedge_{C_{Z}^{\infty}}\left(\mathcal{R} / \mathcal{R}^{2}\right)$.

The sheaf $\mathcal{A}$ is called a structure sheaf of the graded manifold $(Z, \mathcal{A})$, while the manifold $Z$ is a body of $(Z, \mathcal{A})$. This terminology is motivated by the above mentioned correspondence between the graded manifolds and the DeWitt supermanifolds. Sections of $\mathcal{A}$ are called graded functions.

A graded manifold is a graded locally ringed space. By a morphism of graded manifolds $(Z, \mathcal{A}) \rightarrow\left(Z^{\prime} \mathcal{A}^{\prime}\right)$ is meant their morphism $\varphi: Z \rightarrow Z^{\prime}, \Phi: \mathcal{A}^{\prime} \rightarrow \varphi_{*} \mathcal{A}$ as locally ringed spaces, where $\Phi$ is an even graded morphism.

By very definition, a graded manifold $(Z, \mathcal{A})$ has the following local structure. Given a point $z \in Z$, there exists its open neighbourhood $U$ such that

$$
\begin{equation*}
\mathcal{A}(U) \cong C^{\infty}(U) \otimes \wedge \mathbb{R}^{m} \tag{9.2.2}
\end{equation*}
$$

It means that the restriction $\left.\mathcal{A}\right|_{U}$ of the structure sheaf $\mathcal{A}$ to $U$ is isomorphic to the sheaf $C_{U}^{\infty} \otimes \wedge \mathbb{R}^{m}$ of sections of some exterior bundle $\wedge E_{U}^{*}=U \times \wedge \mathbb{R}^{m} \rightarrow U$. Then $U$ is called a splitting domain of the graded manifold $(Z, \mathcal{A})$.

The well-known Batchelor's theorem [20,22] shows that such a structure of graded manifolds is global. The global structure sheaf $\mathcal{A}$ of the graded manifold $(Z, \mathcal{A})$ is glued of the local sheaves $C_{U}^{\infty} \otimes \wedge \mathbb{R}^{m}$ by means of transition functions in Proposition 8.3.1, which constitute a cocycle of the sheaf Aut $\left(\wedge \mathbb{R}^{m}\right)_{\infty}$ of smooth mappings from $Z$ to Aut $\left(\wedge \mathbb{R}^{m}\right)$. Batchelor's theorem is based on the bijection between the cohomology sets $H^{1}\left(Z ;\right.$ Aut $\left.\left(\wedge \mathbb{R}^{m}\right)_{\infty}\right)$ and $H^{1}\left(Z ; G L\left(m, \mathbb{R}^{m}\right)_{\infty}\right)$.

ThEOREM 9.2.2. Let $(Z, \mathcal{A})$ be a graded manifold. There exists a vector bundle $E \rightarrow Z$ with an $m$-dimensional typical fibre $V$ such that the structure sheaf $\mathcal{A}$ is isomorphic to the sheaf

$$
\begin{equation*}
\mathcal{A}_{E}=C_{Z}^{\infty} \otimes \wedge V^{*} \tag{9.2.3}
\end{equation*}
$$

of sections of the exterior bundle

$$
\begin{equation*}
\wedge E^{*}=\mathbb{R} \underset{Z}{\oplus}\left(\underset{k=1}{\oplus} \wedge E^{*}\right) \tag{9.2.4}
\end{equation*}
$$

whose typical fibre is the Grassmann algebra $\wedge V^{*} \square$
It should be emphasized that Batchelor's isomorphism in Theorem 9.2.2 is not canonical. One can speak only on one-to-one correspondence between the classes of isomorphic graded manifolds of odd rank $m$ and the classes of equivalent $m$ dimensional vector bundles over the same smooth manifold $Z$. At the same time, this isomorphism enables one to obtain some properties of a graded manifold.

Corollary 9.2.3. The structure sheaf $\mathcal{A}$ of the graded manifold $(Z, \mathcal{A})$ is isomorphic to the sheaf of sections of a $2^{N}$-dimensional real vector bundle $\Upsilon \rightarrow Z$, called the characteristic vector bundle, with the typical fibre $\wedge \mathbb{R}^{m}$ and the structure group Aut $\left(\wedge \mathbb{R}^{m}\right)$ such that every splitting domain $U$ of the graded manifold $(Z, \mathcal{A})$ is a trivialization chart of the vector bundle $\Upsilon \rightarrow Z$ with the corresponding Aut $\left(\wedge \mathbb{R}^{m}\right)$ valued transition functions. The structure group Aut $\left(\wedge \mathbb{R}^{m}\right)$ of the vector bundle $\Upsilon \rightarrow Z$ is reducible to the group $G L(m, \mathbb{R})$, and $\Upsilon \rightarrow Z$ is isomorphic to the exterior vector bundle $\wedge E^{*} \rightarrow Z$ in accordance with Theorem 9.2.2.

Corollary 9.2.4. The structure sheaf $\mathcal{A}$ of the graded manifold $(Z, \mathcal{A})$ is fine and, consequently, acyclic (see Remark 8.3.6).

Corollary 9.2.5. The direct product of two graded manifolds $(Z, \mathcal{A})$ and $\left(Z^{\prime}, \mathcal{A}^{\prime}\right)$ is the graded manifold whose body is $Z \times Z$, while the structure sheaf $\mathcal{A} \hat{\otimes} \mathcal{A}^{\prime}$ is isomorphic to the tensor product

$$
\begin{equation*}
\left(C_{Z}^{\infty} \hat{\otimes} C_{Z^{\prime}}^{\infty}\right) \otimes \wedge\left(V \oplus V^{\prime}\right)^{*} \tag{9.2.5}
\end{equation*}
$$

(see the isomorphisms (8.3.3) and (9.2.3)).
Given a splitting domain $U$, graded functions on $U$ read

$$
\begin{equation*}
f=\sum_{k=0}^{m} \frac{1}{k!} f_{a_{1} \ldots a_{k}}(z) c^{a_{1}} \cdots c^{a_{k}} \tag{9.2.6}
\end{equation*}
$$

where $f_{a_{1} \cdots a_{k}}(z)$ are smooth functions on $U,\left\{c^{a}\right\}$ are the fibre basis for $E^{*}$, and we omit the symbol of the exterior product of elements $c$. In particular, the sheaf epimorphism $\sigma$ in (9.2.1) can be seen as the body morphism. We will call $\left\{c^{a}\right\}$ the local basis of a graded manifold.

If $U^{\prime}$ is another splitting domain and $U \cap U^{\prime} \neq \emptyset$, we have the transition functions

$$
\begin{equation*}
c^{\prime a}=\rho^{a}\left(z^{A}, c^{b}\right) \tag{9.2.7}
\end{equation*}
$$

where $\rho^{a}\left(z^{A}, c^{b}\right)$ are graded functions on $U \cap U^{\prime}$. These are transition functions of the characteristic bundle $\Upsilon \rightarrow Z$ in Corollary 9.2.3. The corresponding coordinate transformation law of graded functions (9.2.6) is obvious. If $U$ and $U^{\prime}$ are trivializations charts of the same exterior bundle in Theorem 9.2.2, the transition functions take the form

$$
\begin{equation*}
c^{a}=\rho_{b}^{a}\left(z^{A}\right) c^{b} \tag{9.2.8}
\end{equation*}
$$

where $\rho_{b}^{a}(z)$ are smooth functions on $U \cap U^{\prime}$.
Given a graded manifold $(Z, \mathcal{A})$, by the sheaf $\mathcal{O} \mathcal{A}$ of graded derivations of $\mathcal{A}$ is meant a subsheaf of endomorphisms of the structure sheaf $\mathcal{A}$ such that any section $u$ of $\mathcal{O} \mathcal{A}$ over an open subset $U \subset Z$ is a graded derivation of the graded algebra $\mathcal{A}(U)$, i.e.

$$
\begin{equation*}
u\left(f f^{\prime}\right)=u(f) f^{\prime}+(-1)^{|u|[f \mid} f u\left(f^{\prime}\right) \tag{9.2.9}
\end{equation*}
$$

for the homogeneous elements $u \in(\mathcal{d} \mathcal{A})(U)$ and $f, f^{\prime} \in \mathcal{A}(U)$.
LEMMA 9.2.6. [20]. If $U^{\prime} \subset U$ are open sets, there is a surjection $\mathfrak{d}(\mathcal{A}(U)) \rightarrow$ $\mathfrak{d}\left(\mathcal{A}\left(U^{\prime}\right)\right)$.

It follows that $(\mathcal{O A})(U)=\mathfrak{d}(\mathcal{A}(U))$, i.e., the canonical presheaf of the sheaf of graded derivations $\mathfrak{d} \mathcal{A}$ is isomorphic to the presheaf of derivations of graded modules $\mathcal{A}(U)$. Sections of $\mathfrak{d} \mathcal{A}$ are called graded vector fields on the graded manifold $(Z, \mathcal{A})$ (or simply on $Z$ if there is no danger of confusion). One can show that, given a splitting domain $U$ and the corresponding trivial vector bundle $E_{U}=U \times V$, graded vector fields $u$ on $U$ are represented by sections of the vector bundle

$$
\wedge E_{U}^{*} \underset{U}{\otimes}\left(E_{U} \underset{U}{\oplus} T U\right) \rightarrow U
$$

[20, 183]. They take the form

$$
\begin{equation*}
u=u^{A} \partial_{A}+u^{a} \partial_{a} \tag{9.2.10}
\end{equation*}
$$

where $u^{A}, u^{a}$ are local graded functions, $\left\{\partial_{a}\right\}$ are the dual bases of $\left\{c^{a}\right\}$, and $\left(z^{A}\right)$ are coordinates on $U \subset Z$. The derivations (9.2.10) act on graded functions $f \in \mathcal{A}_{E}(U)$ (9.2.6) by the rule

$$
\begin{equation*}
u\left(f_{a \ldots b} c^{a} \cdots c^{b}\right)=u^{A} \partial_{A}\left(f_{a \ldots b}\right) c^{a} \cdots c^{b}+u^{k} f_{a \ldots b} \partial_{k} J\left(c^{a} \cdots c^{b}\right) \tag{9.2.11}
\end{equation*}
$$

Remark 9.2.1. With derivations (9.2.11), one can provide the ring $\mathcal{A}(U)$ with the Fréchet topology such that there is the metric isomorphism (9.2.2).

Let $U^{\prime}$ be another splitting domain together with the transition functions (9.2.7). Then the action rule (9.2.11) implies the corresponding coordinate transformation law

$$
u^{\prime A}=u^{A}, \quad u^{\prime a}=u^{j} \partial_{j} \rho^{a}+u^{A} \partial_{A} \rho^{a}
$$

of graded vector fields (where we leave $z^{A}=z^{\prime A}$ for the sake of simplicity). If $U$ and $U^{\prime}$ are trivialization charts of the same vector bundle $E$ in Theorem 9.2.2 together with the transition functions (9.2.8), we have

$$
u^{\prime A}=u^{A}, \quad u^{\prime a}=u^{j} \rho_{j}^{a}+u^{A} \partial_{A}\left(\rho_{j}^{a}\right) c^{j} .
$$

It follows that, given Batchelor's isomorphism in Theorem 9.2.2 and the corresponding vector bundle $E \rightarrow Z$, graded vector fields on $Z$ can be represented by sections of the vector bundle $\mathcal{V}_{E} \rightarrow Z$ which is locally isomorphic to the vector bundle

$$
\begin{equation*}
\left.\left.\mathcal{V}_{E}\right|_{U} \approx \wedge E^{*} \underset{Z}{\otimes}\left(\mathrm{pr}_{2} V E \underset{Z}{\oplus} T Z\right)\right|_{U} \tag{9.2.12}
\end{equation*}
$$

and has the transition functions

$$
\begin{align*}
& z_{i_{1} \ldots i_{k}}^{\prime A}=\rho_{i_{1}}^{-1 a_{1}} \cdots \rho^{-1 a_{i_{k}}} z_{a_{1} \ldots a_{k}}^{A}, \\
& v_{j_{1} \ldots j_{k}}^{\prime i}=\rho^{-1 b_{1}} \cdots \rho_{j_{1}}^{-1 b_{k}}\left[\rho_{j}^{i} v_{b_{1} \ldots b_{k}}^{j}+\frac{k!}{(k-1)!} z_{b_{1} \ldots b_{k-1}}^{A} \partial_{A} \rho_{b_{k}}^{i}\right] \tag{9.2.13}
\end{align*}
$$

of the bundle coordinates $\left(z_{a_{1} \ldots a_{k}}^{A}, v_{b_{1} \ldots b_{k}}^{i}\right), k=0, \ldots, m$, with respect to the fibre bases $\left\{c^{a}\right\}$ for $E^{*} \rightarrow Z$ and the dual holonomic fibre bases $\left\{\partial_{a}\right\}$ for the vertical tangent bundle $V E \rightarrow E$ (recall the canonical splitting $V E=E \times E$ ). These transition functions fulfill the cocycle relations (1.1.4). There is the exact sequence over $Z$ of vector bundles

$$
\begin{equation*}
0 \rightarrow \wedge E^{*} \underset{Z}{\otimes} \operatorname{pr}_{2} V E \rightarrow \mathcal{V}_{E} \rightarrow \wedge E^{*} \underset{Z}{\otimes} T Z \rightarrow 0 . \tag{9.2.14}
\end{equation*}
$$

Remark 9.2.2. In view of the local isomorphism (9.2.12), one can think of $\mathcal{V}_{E}$ as a local Ne'eman-Quillen superbundle (see Section 9.7).

By virtue of Lemma 9.2.6 and Proposition 8.3.1, the sheaf of sections of the vector bundle $\mathcal{V}_{E} \rightarrow Z$ is isomorphic to the sheaf $\mathfrak{d} \mathcal{A}$. Global sections of $\mathcal{V}_{E} \rightarrow Z$ constitute the $\mathcal{A}(Z)$-module of graded vector fields on $Z$, which is also a Lie superalgebra with respect to the bracket

$$
\begin{equation*}
\left[u, u^{\prime}\right]=u u^{\prime}+(-1)^{[u] \mid\left[u^{\prime}\right]+1} u^{\prime} u \tag{9.2.15}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left[\partial_{A}, \partial_{B}\right]=\left[\partial_{A}, \partial_{a}\right]=\left[\partial_{a}, \partial_{b}\right]=0 \tag{9.2.16}
\end{equation*}
$$

Remark 9.2.3. As was mentioned above, derivations of the sheaf $C_{X}^{\infty}$ of smooth function on a manifold $X$ are sections of the tangent bundle $T X \rightarrow X$. By analogy, one assumes that graded derivations of the sheaf $\mathcal{A}$ of graded functions on a manifold $Z$ can be represented by sections of some graded tangent bundle ( $S T Z, S T \mathcal{A}$ ) $\rightarrow$ $(Z, \mathcal{A})[54]$. Nevertheless, the transformation law (9.2.13) shows that the projection

$$
\left.\mathcal{V}_{E}\right|_{U} \rightarrow \operatorname{pr}_{2} V E \underset{Z}{\oplus} T Z
$$

is not global, i.e., $\mathcal{V}_{E}$ is not an exterior bundle. It means that the sheaf of derivations $\mathcal{D} \mathcal{A}$ is not a structure sheaf of a graded manifold (cf. Example 9.3.6 below).

There are many physical models where a vector bundle $E$ is introduced from the beginning (see Sections $9.6,11.3$ ). In this case, we can restrict our consideration to the sheaf $\mathcal{A}_{E}$ (9.2.3) of sections of the exterior bundle (9.2.4) [117]. Accordingly, its automorphisms reduce to the bundle isomorphisms of $E \rightarrow Z$. We will call the pair $\left(Z, \mathcal{A}_{E}\right)$ a simple graded manifold. This is not the terminology of [54] where this term is applied to all graded manifolds of finite rank in connection with Batchelor's theorem. The simple graded manifold ( $Z, \mathcal{A}_{E}$ ) is characterized entirely by the structure module $\mathcal{A}_{E}(Z)=\wedge E^{*}(Z)$ of the exterior bundle $\wedge E^{*}$. Therefore, $\mathcal{A}_{E}(Z)$ is also called the structure module of a simple graded manifold.

Let $\left(Z, \mathcal{A}_{E}\right)$ and ( $Z^{\prime}, \mathcal{A}_{E^{\prime}}$ be simple graded manifolds and $\zeta: E \rightarrow E^{\prime}$ a linear bundle morphism over a morphism $\varphi: Z \rightarrow Z^{\prime}$. Then every section $s^{*}$ of the dual bundle $E^{\prime *} \rightarrow Z^{\prime}$ defines the pull-back section $\zeta^{*} s^{*}$ of the dual bundle $E^{*} \rightarrow Z$ by the law

$$
\left.v_{z} \int \zeta^{*} s^{*}(z)=\zeta\left(v_{z}\right)\right] s^{*}(\varphi(z)), \quad \forall v_{z} \in E_{z} .
$$

As a consequence, we obtain the pull-back $\zeta^{\prime} \mathcal{A}_{E^{\prime}}$ of the sheaf $\mathcal{A}_{E^{\prime}}$ onto $Z$, which is a subsheaf of $\mathcal{A}_{E}$. Note that the pair $\left(Z, \zeta^{*} \mathcal{A}_{E^{\prime}}\right.$ is not a graded manifold in general. Then the associated morphism of simple graded manifolds

$$
\begin{equation*}
S \zeta=\left(\varphi, \varphi * \circ \zeta^{*}\right):\left(Z, \mathcal{A}_{E}\right) \rightarrow\left(Z^{\prime}, \mathcal{A}_{E^{\prime}}\right) \tag{9.2.17}
\end{equation*}
$$

can be defined (cf. (8.3.2)). With respect to the local basis $\left\{c^{a}\right\}$ and $\left\{c^{\prime a}\right\}$ for $\mathcal{A}_{E}$ and $\mathcal{A}_{E^{\prime}}$, the morphism ( 9.2 .17 reads $S \zeta\left(c^{\prime a}\right)=\zeta_{b}^{a}(z) c^{b}$.

Turn now to the exact sequence (9.2.14). Its splitting

$$
\begin{equation*}
\tilde{\gamma}: \dot{z}^{A} \partial_{A} \mapsto \dot{z}^{A}\left(\partial_{A}+\tilde{\gamma}_{A}^{a} \partial_{a}\right) \tag{9.2.18}
\end{equation*}
$$

is represented by a section

$$
\begin{equation*}
\tilde{\gamma}=d z^{A} \otimes\left(\partial_{A}+\tilde{\gamma}_{A}^{a} \partial_{a}\right) \tag{9.2.19}
\end{equation*}
$$

of the vector bundle $T^{*} Z \underset{Z}{\otimes} \mathcal{V}_{E} \rightarrow Z$ such that the composition

$$
Z \xrightarrow{\tilde{\gamma}} T^{*} Z \underset{Z}{\otimes} \mathcal{V}_{E} \rightarrow T^{*} Z \underset{Z}{\otimes}\left(\wedge E^{*} \underset{Z}{\otimes} T Z\right) \xrightarrow{a} T^{*} Z \underset{Z}{\otimes} T Z
$$

is the canonical form $d z^{A} \otimes \partial_{A}$ on $Z$. Note that the coefficients $\tilde{\gamma}$ are odd. The splitting (9.2.18) transforms every vector field $\tau$ on $Z$ into a graded vector field

$$
\begin{equation*}
\tau=\tau^{A} \partial_{A} \mapsto \nabla_{\tau}=\tau^{A}\left(\partial_{A}+\tilde{\gamma}_{A}^{a} \partial_{a}\right), \tag{9.2.20}
\end{equation*}
$$

which is a graded derivation of $\mathcal{A}_{E}$ such that

$$
\left.\nabla_{\tau}(s f)=(\tau] d s\right) f+s \nabla_{\tau}(f), \quad f \in \mathcal{A}_{E}(U), \quad s \in C^{\infty}(U), \quad \forall U \subset Z .
$$

Then, in accordance with Definition 8.3.9 extended to graded commutative rings, one can think of the graded derivation $\nabla_{\tau}(9.2 .20)$ and, consequently, of the splitting (9.2.18) as being a graded connection on the simple graded manifold $\left(Z, \mathcal{A}_{E}\right)$. In particular, this connection provides the corresponding decomposition

$$
u=u^{A} \partial_{A}+u^{a} \partial_{a}=u^{A}\left(\partial_{A}+\tilde{\gamma}_{A}^{a} \partial_{a}\right)+\left(u^{a}-u^{A} \tilde{\gamma}_{A}^{a}\right) \partial_{a}
$$

of graded vector fields on $Z$.
Remark 9.2.4. By virtue of the isomorphism (9.2.2), any connection $\tilde{\gamma}$ on the graded manifold $(Z, \mathcal{A})$, restricted to a splitting domain $U$, takes the form (9.2.18). Given two splitting domains $U$ and $U^{\prime}$ of $(Z, \mathcal{A})$ with the transition functions (9.2.7), the connection components $\tilde{\gamma}_{A}^{a}$ obey the transformation law

$$
\begin{equation*}
\tilde{\gamma}_{A}^{\prime a}=\tilde{\gamma}_{A}^{b} \partial_{b} \rho^{a}+\partial_{A} \rho^{a} . \tag{9.2.21}
\end{equation*}
$$

If $U$ and $U^{\prime}$ are the trivialization charts of the same vector bundle $E$ in Theorem 9.2.2 together with the transition functions (9.2.8), the transformation law (9.2.21) takes the form

$$
\begin{equation*}
\tilde{\gamma}_{A}^{\prime a}=\rho_{b}^{a}(z) \tilde{\gamma}^{b}+\partial_{A} \rho_{b}^{a}(z) c^{b} . \tag{9.2.22}
\end{equation*}
$$

If not refer to the particular transformation law (9.2.22), one can think of the graded connections (9.2.19) on the simple graded manifold $\left(Z, \mathcal{A}_{E}\right)$ as being connections on
the simple graded manifold $\left(Z, \mathcal{A}_{E}\right)$. In view of Remark $9.2 .4, \gamma_{S}$ is also a graded connection on the graded manifold $(Z, \mathcal{A}) \cong\left(Z, \mathcal{A}_{E}\right)$, but its linear form (9.2.23) is not maintained under the transformation law (9.2.21).

By virtue of Theorem 1.1.4, graded connections (9.2.18) always exist. For instance, every linear connection

$$
\gamma=d z^{A} \otimes\left(\partial_{A}+\gamma_{A}{ }^{a}{ }^{a} v^{b} \partial_{a}\right)
$$

on the vector bundle $E \rightarrow Z$ yields the graded connection

$$
\begin{equation*}
\gamma_{S}=d z^{A} \otimes\left(\partial_{A}+\gamma_{A}{ }^{a}{ }_{b} c^{b} \partial_{a}\right) \tag{9.2.23}
\end{equation*}
$$

on $\left(Z, \mathcal{A}_{E}\right)$ such that, for any vector field $\tau$ on $Z$ and any graded function $f$, the graded derivation $\nabla_{\tau}(f)$ with respect to the connection (9.2.23) is exactly the covariant derivative of $f$ relative to the linear connection $\gamma$. Its is not surprising because graded connections (9.2.19), in fact, are particular connections on the exterior bundle $\wedge E^{*}(9.2 .4)$ which provide derivations of its structure module $\wedge E^{*}(Z)$.

Graded connections $\tilde{\gamma}$ (9.2.19) on the simple graded manifold ( $Z, \mathcal{A}_{E}$ ) constitute an affine space modelled over the linear space of sections $\varphi=\varphi_{A}^{a} d z^{A} \otimes \partial_{a}$ of the vector bundle

$$
T^{*} Z \underset{Z}{\otimes} \wedge E^{*} \underset{Z}{\otimes} E \rightarrow Z .
$$

In particular, any graded connection can be represented by a sum of a graded connection preserving the $\mathbb{Z}$-gradation, e.g., a linear connection (9.2.23) and an above mentioned field $\varphi$.

The curvature of the graded connection $\nabla_{\tau}(9.2 .20)$ is defined by the expression (8.3.19):

$$
\begin{align*}
& R\left(\tau, \tau^{\prime}\right)=\left[\nabla_{\tau}, \nabla_{\tau^{\prime}}\right]-\nabla_{\left[\tau, \tau^{\prime}\right]}, \\
& R\left(\tau, \tau^{\prime}\right)=\tau^{A} \tau^{\prime B} R_{A B}^{a} \partial_{a}: \mathcal{A}_{E} \rightarrow \mathcal{A}_{E}, \\
& R_{A B}^{a}=\partial_{A} \tilde{\gamma}_{B}^{a}-\partial_{B} \tilde{\gamma}_{A}^{a}+\tilde{\gamma}_{A}^{k} \partial_{k}\left(\tilde{\gamma}_{B}^{a}\right)-\tilde{\gamma}_{B}^{k} \partial_{k}\left(\tilde{\gamma}_{A}^{a}\right) . \tag{9.2.24}
\end{align*}
$$

It can also be written in the form (8.3.12):

$$
\begin{align*}
& R: \mathcal{A}_{E} \rightarrow \mathfrak{D}_{X}^{2} \otimes \mathcal{A}_{E} \\
& R=\frac{1}{2} R_{A B}^{a} d z^{A} \wedge d z^{B} \otimes \partial_{a} \tag{9.2.25}
\end{align*}
$$

Remark 9.2.5. Let $Z \rightarrow X$ be a fibre bundle coordinated by ( $x^{\lambda}, z^{i}$ ) and

$$
\gamma=\Gamma+\gamma_{\lambda}{ }^{a}{ }_{b} v^{b} d x^{\lambda} \otimes \partial_{a}
$$

a connection on the composite fibre bundle $E \rightarrow Z \rightarrow X$ which is a linear morphism over a connection $\Gamma$ on $Z \rightarrow X$. Then we have the bundle monomorphism

$$
\gamma_{S}: \wedge E^{*} \underset{Z}{\otimes} T X \ni u^{\lambda} \partial_{\lambda} \mapsto u^{\lambda}\left(\partial_{\lambda}+\Gamma_{\lambda}^{i} \partial_{i}+\gamma_{\lambda}{ }^{a}{ }_{b} c^{b} \partial_{a}\right) \in \mathcal{V}_{E}
$$

over $Z$, called a composite graded connection on $Z \rightarrow X$. It is represented by a section

$$
\begin{equation*}
\gamma_{S}=\Gamma+\gamma_{\lambda}{ }^{a}{ }_{b} c^{b} d x^{\lambda} \otimes \partial_{a} \tag{9.2.26}
\end{equation*}
$$

of the fibre bundle $T^{*} X \underset{Z}{\otimes} \mathcal{V}_{E} \rightarrow Z$ such that the composition

$$
Z \xrightarrow{\gamma_{S}} T^{*} X \underset{Z}{\otimes} \mathcal{V}_{E} \rightarrow T^{*} X \underset{Z}{\otimes}\left(\wedge E^{*} \underset{Z}{\otimes} T Z\right) \stackrel{\sigma}{\rightarrow} T^{*} X \underset{Z}{\otimes} T Z \rightarrow T^{*} X \underset{Z}{\otimes} T X
$$

is the pull-back onto $Z$ of the canonical form $d x^{\lambda} \otimes \partial_{\lambda}$ on $X$.
Given a graded manifold $(Z, \mathcal{A})$, the dual of the sheaf $\mathcal{O} \mathcal{A}$ is the sheaf $\mathfrak{d}^{*} \mathcal{A}$ generated by the $\mathcal{A}$-module morphisms

$$
\begin{equation*}
\phi: \mathfrak{d}(\mathcal{A}(U)) \rightarrow \mathcal{A}(U) \tag{9.2.27}
\end{equation*}
$$

One can think of its sections as being graded exterior 1 -forms on the graded manifold $(Z, \mathcal{A})$.

In the case of a simple graded manifold $\left(Z, \mathcal{A}_{E}\right)$, graded 1-forms can be represented by sections of the vector bundle $\mathcal{V}_{E}^{*} \rightarrow Z$ which is the $\wedge E^{*}$-dual of $\mathcal{V}_{E}$. This vector bundle is locally isomorphic to the vector bundle

$$
\begin{equation*}
\left.\left.\mathcal{V}_{E}^{*}\right|_{U} \approx \wedge E^{*} \underset{Z}{\otimes}\left(\operatorname{pr}_{2} V E^{*} \underset{Z}{\oplus} T^{*} Z\right)\right|_{U} \tag{9.2.28}
\end{equation*}
$$

and is characterized by the transition functions

$$
\begin{aligned}
& v_{j_{1} \ldots j_{k} j}^{\prime}=\rho^{-1 a_{1}} \cdots \rho_{j_{1}}^{-1 a_{k}} \rho_{j_{k}}^{-1 a}{ }_{j} v_{a_{1} \ldots a_{k} a}, \\
& z_{i_{1} \ldots i_{k} A}^{\prime}=\rho^{-1 b_{1}} \cdots \rho^{-1 b_{k}}\left[z_{i_{k}}\left[b_{b_{1} \ldots b_{k} A}+\frac{k!}{(k-1)!} v_{b_{1} \ldots b_{k-1} j} \partial_{A} \rho_{b_{k}}^{j}\right]\right.
\end{aligned}
$$

of the bundle coordinates $\left(z_{a_{1} \ldots a_{k} A}, v_{b_{1} \ldots b_{k} j}\right), k=0, \ldots, m$, with respect to the dual bases $\left\{d z^{A}\right\}$ for $T^{*} Z$ and $\left\{d c^{b}\right\}$ for $\operatorname{pr}_{2} V^{*} E=E^{*}$. In view of the local isomorphism
(9.2.28), $\mathcal{V}_{E}^{*}$ as like as $\mathcal{V}_{E}$ can be regarded as a local Ne'eman-Quillen superbundle. The sheaf of sections of $\mathcal{V}_{E}^{*} \rightarrow Z$ is isomorphic to the sheaf $\mathfrak{d}^{*} \mathcal{A}_{E}$. Global sections of the vector bundle $\mathcal{V}_{E}^{*} \rightarrow Z$ constitute the $\mathcal{A}_{E}(Z)$-module of graded exterior 1 -forms

$$
\begin{equation*}
\phi=\phi_{A} d z^{A}+\phi_{a} d c^{a} \tag{9.2.29}
\end{equation*}
$$

on $\left(Z, \mathcal{A}_{E}\right)$. Then the morphism (9.2.27) can be seen as the interior product

$$
\begin{equation*}
u\rfloor \phi=u^{A} \phi_{A}+(-1)^{[\phi]} u^{a} \phi_{a} \tag{9.2.30}
\end{equation*}
$$

Given a splitting domain $U$ of the graded manifold $(Z, \mathcal{A})$, sections of the sheaf $\left.0^{*} \mathcal{A}\right|_{U}$ takes the form (9.2.29). If $U^{\prime}$ is another splitting domain together with the transition functions (9.2.7), the graded forms obey the transformation law

$$
\phi_{a}^{\prime}=\frac{\partial c^{b}\left(z^{B}, c^{\prime j}\right)}{\partial c^{\prime a}} \phi_{b}, \quad \phi_{A}^{\prime}=\phi_{A}+\partial_{A} c^{b}\left(z^{B}, c^{\prime j}\right) \phi_{b}
$$

If $U$ and $U^{\prime}$ are trivialization charts of the same vector bundle $E$ in Theorem 9.2.2 with the transition functions (9.2.8), we have

$$
\phi_{a}^{\prime}=\rho_{a}^{-1 b} \phi_{b}, \quad \phi_{A}^{\prime}=\phi_{A}+\rho_{a}^{-1 b} \partial_{A}\left(\rho_{j}^{a}\right) \phi_{b} c^{j}
$$

There is the exact sequence

$$
\begin{equation*}
0 \rightarrow \wedge E^{*} \underset{Z}{\otimes} T^{*} Z \rightarrow \mathcal{V}_{F}^{*} \rightarrow \wedge E^{*}{\underset{Z}{2}}_{\underset{2}{p r}}^{2} V E^{*} \rightarrow 0 \tag{9.2.31}
\end{equation*}
$$

Any graded connection $\tilde{\gamma}(9.2 .19)$ yields the splitting of the exact sequence (9.2.31), and defines the corresponding decomposition of graded 1 -forms

$$
\phi=\phi_{A} d z^{A}+\phi_{a} d c^{a}=\left(\phi_{A}+\phi_{a} \tilde{\gamma}_{A}^{a}\right) d z^{A}+\phi_{a}\left(d c^{a}-\tilde{\gamma}_{A}^{a} d z^{A}\right)
$$

In conclusion, let us recall the basic elements of graded exterior differential calculus [117, 155, 183].

Graded $k$-forms $\phi$ are defined as sections of the graded exterior products $\stackrel{k}{\wedge} \mathfrak{\partial}^{*} \mathcal{A}$ of the sheaf $\mathfrak{d}^{*} \mathcal{A}$ such that

$$
\begin{equation*}
\phi \wedge \sigma=(-1)^{|\phi||\sigma|+[\phi] \mid \sigma]} \sigma \wedge \phi \tag{9.2.32}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
d x^{\lambda} \wedge d c^{i}=-d c^{i} \wedge d x^{\lambda}, \quad d c^{i} \wedge d c^{j}=d c^{j} \wedge d c^{i} \tag{9.2.33}
\end{equation*}
$$

### 9.2. CONNECTIONS ON GRADED MANIFOLDS

The interior product ( 9.2 .30 ) is extended to higher degree graded exterior forms by the rule

$$
\begin{equation*}
\left.u\rfloor(\phi \wedge \sigma)=(u\rfloor \phi) \wedge \sigma+(-1)^{|\phi|+|\phi|[u \mid} \phi \wedge(u\rfloor \sigma\right) . \tag{9.2.34}
\end{equation*}
$$

The graded exterior differential $d$ of graded functions is introduced by the condition $u\rfloor d f=u(f)$ for an arbitrary graded vector field $u$, and is extended uniquely to higher degree graded forms by the rules

$$
\begin{equation*}
d(\phi \wedge \sigma)=(d \phi) \wedge \sigma+(-1)^{|\phi|} \phi \wedge(d \sigma), \quad d \circ d=0 . \tag{9.2.35}
\end{equation*}
$$

It takes the coordinate form

$$
\begin{equation*}
d \phi=d z^{A} \wedge \partial_{A}(\phi)+d c^{a} \wedge \partial_{a}(\phi) \tag{9.2.36}
\end{equation*}
$$

where the left derivatives $\partial_{A}, \partial_{a}$ act on the coefficients of graded forms by the rule (9.2.11), and they are graded commutative with the forms $d z^{A}, d c^{a}$. The Poincaré lemma is also extended to graded exterior forms [20, 183]. The Lie derivative of a graded form $\phi$ along a graded vector field $u$ is given by the familiar formula

$$
\begin{equation*}
\left.\left.\mathbf{L}_{u} \phi=u\right\rfloor d \phi+d(u\rfloor \phi\right), \tag{9.2.37}
\end{equation*}
$$

and possesses the property

$$
\mathbf{L}_{u}\left(\phi \wedge \phi^{\prime}\right)=\mathbf{L}_{u}(\phi) \wedge \phi^{\prime}+(-1)^{[|u|[\phi]} \phi \wedge \mathbf{L}_{u}\left(\phi^{\prime}\right) .
$$

Remark 9.2.6. Graded exterior $k$-forms can be seen as sections of the exterior products of the vector bundle $\mathcal{V}_{E}^{*} \rightarrow Z$. Therefore, the sheaves of graded exterior forms ${ }^{k} \mathfrak{d}^{*} \mathcal{A}$ are fine. They constitute the fine resolution

$$
0 \rightarrow \mathbb{R} \rightarrow \mathcal{A} \rightarrow \mathfrak{d}^{*} \mathcal{A} \rightarrow \wedge^{2} \mathfrak{d}^{*} \mathcal{A} \rightarrow \cdots
$$

of the constant sheaf $\mathbb{R}$ of real functions on the manifold $Z$, and define the corresponding cochain complex

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \rightarrow \mathcal{A}(Z) \xrightarrow{d} \dot{d}^{*} \mathcal{A}(Z) \xrightarrow{d}\left(\wedge \mathfrak{D}^{2} \mathcal{A}\right)(Z) \xrightarrow{d} \cdots \tag{9.2.38}
\end{equation*}
$$

of graded exterior forms on $Z$, called the graded De Rham complex. Then, by virtue of Theorem 8.3.8, there is an isomorphism

$$
\begin{equation*}
H^{q}(Z)=H^{q}(Z ; \mathbb{R})=H_{G R}^{q}(Z) \tag{9.2.39}
\end{equation*}
$$

between the De Rham cohomology groups $H^{*}(Z)$ of smooth exterior forms on $Z$ and the cohomology groups $H_{G R}^{q}(Z)$ of the complex (9.2.38), called graded De Rham cohomology groups [183].

### 9.3 Connections on supervector bundles

Superconnections are introduced on supervector bundles over $G$-supermanifolds. There are two reasons which motivate this choice. Firstly, the category of these supervector bundles is equivalent to the category of locally free sheaves of finite rank just as it takes place in the case of smooth vector bundles (e.g., this is not the case of $G H^{\infty}$-supermanifolds). It enables one to extend the familiar differential geometric notions to supervector bundles. Secondly, derivations of the structure sheaf of a $G$-supermanifold constitute a locally free sheaf. It is important from the differential geometric point of view (this is not the case of $G^{\infty}$-supermanifolds). Moreover, this sheaf is a structure sheaf of some $G$-superbundle (in contrast, with graded manifolds (see Remark (9.2.3)).

We will start from the notions of a superfunction, a supermanifold and a supervector bundle (see [20] for a detailed exposition).

## Superfunctions

By analogy with manifolds, supermanifolds are constructed by gluing of open subsets of supervector spaces $B^{n, m}$ by means of transition superfunctions. There are different classes of superfunctions. Nevertheless, they can be introduced in a unified manner as follows.

Let $B^{n, m}=\Lambda_{0}^{n} \oplus \Lambda_{1}^{m}$ be a supervector space, where $\Lambda$ is an $N$-dimensional Grassmann algebra and $N \geq m$. In accordance with the decomposition (9.1.3), any element $q \in B^{n, m}$ is split uniquely as

$$
\begin{equation*}
q=x+y=\left(\sigma\left(x^{i}\right)+s\left(x^{i}\right)\right) e_{i}^{0}+y^{j} e_{j}^{1}, \tag{9.3.1}
\end{equation*}
$$

where $\left\{e_{i}^{0}, e_{j}^{1}\right\}$ is a basis for $B^{n, m}$ and $\sigma\left(x^{i}\right) \in \mathbb{R}, s\left(x^{i}\right) \in \mathcal{R}_{0}, y^{j} \in \mathcal{R}_{1}$. By

$$
\sigma^{n, m}: B^{n, m} \rightarrow \mathbb{R}^{n}, \quad s^{n, m}: B^{n, m} \rightarrow \mathcal{R}^{n, m}
$$

are denoted the corresponding body and soul morphisms.
Let $\Lambda^{\prime}$ be an $N^{\prime}$-dimensional Grassmann algebra $\left(0 \leq N^{\prime} \leq N\right)$, which is treated as a subalgebra of $\Lambda$, i.e., the basis $\left\{c^{a}\right\}$ for $\Lambda^{\prime}$ can be regarded as a subset of the basis $\left\{c^{a}, c^{b}\right\}$ for $\Lambda$. Given an open subset $U \subset \mathbb{R}^{n}$, let us consider a $\Lambda^{\prime}$-valued graded function

$$
\begin{equation*}
f(z)=\sum_{k=0}^{N^{\prime}} \frac{1}{k!} f_{a_{1} \ldots a_{k}}(z) c^{a_{1}} \cdots c^{a_{k}} \tag{9.3.2}
\end{equation*}
$$

with smooth coefficients $f_{a_{1} \cdots a_{k}}(z), z \in \mathbb{R}^{n}$. The corresponding graded function $f(x)$ at a point $x \in\left(\sigma^{n, 0}\right)^{-1}(U) \subset B^{n, 0}$ is defined as the formal Taylor series

$$
\begin{align*}
& f(\sigma(x)+s(x))=f(\sigma(x))+  \tag{9.3.3}\\
& \quad \sum_{k=0}^{N^{\prime}} \frac{1}{k!}\left[\sum_{p=1}^{N} \frac{1}{p!} \frac{\partial^{q} f_{a_{1} \ldots a_{k}}(\sigma(x))}{\partial r^{i_{1}} \ldots \partial r^{i_{p}}} s\left(x^{i_{1}}\right) \cdots s\left(x^{i_{p}}\right)\right] c^{a_{1}} \cdots c^{a_{k}} .
\end{align*}
$$

Then a graded function $F(q)$ at a point $q \in\left(\sigma^{n, m}\right)^{-1}(U) \subset B^{n, m}$, by definition, is given by the sum

$$
\begin{equation*}
F(x+y)=\sum_{r=0}^{N} \frac{1}{r!} f_{j_{1} \ldots j_{r}}(x) y^{j_{1}} \cdots y^{j_{r}}, \tag{9.3.4}
\end{equation*}
$$

where $f_{j_{1} \ldots j_{r}}(x)$ are graded functions (9.3.3). Graded functions (9.3.4) are called superfunctions on the supervector space $B^{n, m}$. They define the sheaf $S_{N^{\prime}}$ of graded commutative algebras of rank $N^{\prime}$ on $B^{n, m}$. Let $S_{N^{\prime}}^{0}$ be its subsheaf whose sections are superfunctions $f(x+y)=f(x)$ (9.3.3) independent of the odd variables $y^{j}$. The expression (9.3.4) implies that, for any open subset $U$ of $B^{n, m}$, there exists the epimorphism

$$
\begin{align*}
& \lambda: S_{N^{\prime}}^{0}(U) \otimes \wedge \mathbb{R}^{m} \rightarrow S_{N^{\prime}}(U),  \tag{9.3.5}\\
& \lambda: \sum_{r=0}^{N} \frac{1}{r!} f_{j_{1} \ldots j_{r}}(x) \otimes\left(y^{j_{1}} \cdots y^{j_{r}}\right) \rightarrow \sum_{r=0}^{N} \frac{1}{r!} f_{j_{1} \ldots j r}(x) y^{j_{1}} \cdots y^{j_{r}},
\end{align*}
$$

having identified $\wedge \mathbb{R}^{m}$ with the exterior algebra generated by the ( $y^{1}, \ldots, y^{m}$ ). Then we have the corresponding sheaf epimorphism

$$
\begin{equation*}
\lambda: S_{N^{\prime}}^{0} \otimes \wedge \mathbb{R}^{m} \rightarrow S_{N^{\prime}} \tag{9.3.6}
\end{equation*}
$$

where $\wedge \mathbb{R}^{m}$ is the constant sheaf on $B^{n, m}$.
Proposition 9.3.1. The sheaf morphism (9.3.6) is injective and, consequently, an isomorphism if and only if

$$
\begin{equation*}
N-N^{\prime} \geq m \tag{9.3.7}
\end{equation*}
$$

In this case, the representation of a superfunction $F(x+y)$ by the sum (9.3.4) is unique.

Using the representation (9.3.4), one can define derivatives of superfunctions. Let $f(x) \in S_{N^{\prime}}(U)$ be a graded function on $U \subset B^{n, 0}$. Since $f$, by definition, is the Taylor series (9.3.3), its partial derivative along an even coordinate $x^{i}$ is defined in a natural way as

$$
\begin{align*}
& \partial_{\mathbf{i}} f(x)=\left(\partial_{\mathrm{i}} f\right)(\sigma(x)+s(x))=\frac{\partial f}{\partial r^{i}}(\sigma(x))+  \tag{9.3.8}\\
& \quad \sum_{k=0}^{N^{\prime}} \frac{1}{k!}\left[\sum_{p=1}^{N} \frac{1}{p!} \frac{\partial^{p+1} f_{a_{1} \ldots a_{k}}(\sigma(x))}{\partial r^{i} \partial r^{i_{1}} \cdots \partial r^{i_{p}}} s\left(x^{i_{1}}\right) \cdots s\left(x^{i_{p}}\right)\right] c^{a_{1}} \cdots c^{a_{k}}
\end{align*}
$$

This notion of an even derivative is extended to superfunctions $F$ on $B^{n, m}$ when the representation (9.3.4) is not necessarily unique.

The definition of an odd derivative of superfunctions however meets difficulties. An odd derivative is defined as an image of a $\mathbb{Z}$-graded derivation of order -1 of the exterior algebra $\wedge \mathbb{R}^{m}$ by the morphism (9.3.5), i.e.,

$$
\frac{\partial}{\partial y^{j}}(\lambda(f \otimes y))=\lambda\left(f \otimes \partial_{j}(y)\right), \quad y \in \wedge \mathbb{R}^{m}
$$

This definition is consistent only if $\lambda$ is an isomorphism, i.e., the relation (9.3.7) holds. If otherwise, there exists a non-vanishing element $f \otimes y$ such that $\lambda(f \otimes y)=0$, while $\lambda\left(f \otimes \partial_{j}(y)\right) \neq 0$. For example, this is an element $f \otimes\left(y^{1} \cdots y^{m}\right)$ if $N-N^{\prime}=$ $m-1$.

Example 9.3.1. We will follow below the terminology of [20].
If $N^{\prime}=0$, the sheaf $S_{N^{\prime}}$ coincides with the sheaf $\mathcal{H}^{\infty}$ of $H^{\infty}$-superfunctions (first considered by M. Batchelor [23] and B. DeWitt [79]). In this case, superfunctions (9.3.4) read

$$
\begin{equation*}
F(x+y)=\sum_{r=0}^{N} \frac{1}{r!}\left[\sum_{p=0}^{N} \frac{1}{p!} \frac{\partial^{p} f_{j_{1} \ldots j_{r}}(\sigma(x))}{\partial r^{i_{1}} \ldots \partial r^{i_{p}}} s\left(x^{i_{1}}\right) \cdots s\left(x^{i_{p}}\right)\right] y^{j_{1}} \cdots y^{j_{r}} . \tag{9.3.9}
\end{equation*}
$$

If $N^{\prime}=N$, we deal with $G^{\infty}$-superfunctions, introduced by A. Rogers [257]. In this case, the inequality (9.3.7) does not hold, unless $m=0$.

If the condition (9.3.7) is fulfilled, superfunctions are called $G H^{\infty}$-superfunctions. They include $H^{\infty}$-superfunctions as a particular case.

Superfunctions of the above mentioned types are called smooth superfunctions.

Let $\mathcal{G} \mathcal{H}_{N^{\prime}}$ denote the sheaf of $G H^{\infty}$-superfunctions on a supervector space $B^{n, m}$. Let us define the sheaf of graded commutative $\Lambda$-algebras

$$
\begin{equation*}
\mathcal{G}_{N^{\prime}}=\mathcal{G} \mathcal{H}_{N^{\prime}} \otimes \Lambda \tag{9.3.10}
\end{equation*}
$$

where $\Lambda$ is regarded as a graded algebra over $\Lambda^{\prime}$. The sheaf $\mathcal{G}_{N^{*}}(9.3 .10)$ possesses the following important properties [20].

- There is the evaluation morphism

$$
\begin{align*}
& \delta: \mathcal{G}_{N^{\prime}} \rightarrow C_{B^{n, m}}^{\Lambda},  \tag{9.3.11}\\
& \delta: F \otimes a \mapsto F a, \quad F \in \mathcal{G H}_{N^{\prime}}, \quad a \in \Lambda
\end{align*}
$$

where $C_{B^{n, m}}^{\Lambda} \cong C_{B^{n, m}}^{0} \otimes \Lambda$ is the sheaf of continuous $\Lambda$-valued functions on $B^{n, m}$. This morphism enables one to evaluate germs of sections of $\mathcal{G}_{N^{\prime}}$. Its image is isomorphic to the sheaf $\mathcal{G}^{\infty}$ of $G^{\infty}$-superfunctions on $B^{n, m}$.

- For any two integers $N^{\prime}$ and $N^{\prime \prime}$ satisfying the condition (9.3.7), there is the canonical isomorphism of sheaves of graded commutative $\Lambda$-algebras $\mathcal{G}_{N^{\prime}}$ and $\mathcal{G}_{N^{\prime \prime}}$. Therefore, we can define a canonical sheaf $\mathcal{G}_{n, m}$ of graded commutative $\Lambda$-algebras on the supervector space $B^{n, m}$. With no loss of generality, one can think of sections of $\mathcal{G}_{n, m}$ as being the tensor products $F \otimes a$ of $H^{\infty}$ superfunctions $F$ (9.3.9) and elements $a \in \Lambda$. We call these sections the $G$-functions.
- The sheaf $\mathfrak{d} \mathcal{G}_{n, m}$ of graded derivations of $\mathcal{G}_{n, m}$ is locally free over $\mathcal{G}_{n, m}$, of rank $(n, m)$. On every open set $U \subset B^{n, m}$, the $\mathcal{G}_{n, m}(U)$-module $\partial \mathcal{G}_{n, m}(U)$ is generated by the derivations $\partial / \partial x^{i}, \partial / \partial y^{j}$ which act on $\mathcal{G}_{n, m}(U)$ by the rule.

$$
\begin{equation*}
\frac{\partial}{\partial x^{i}}(F \otimes a)=\frac{\partial F}{\partial x^{i}} \otimes a, \quad \frac{\partial}{\partial y^{j}}(F \otimes a)=\frac{\partial F}{\partial y^{j}} \otimes a \tag{9.3.12}
\end{equation*}
$$

## Supermanifolds

Turn now to the notion of a supermanifold.
Definition 9.3.2. A paracompact topological space $M$ is said to be an ( $n, m$ )dimensional smooth supermanifold if it admits an atlas

$$
\Psi=\left\{U_{\zeta}, \phi_{\zeta}\right\}, \quad \phi_{\zeta}: U_{\zeta} \rightarrow B^{n, m}
$$

such that the transition functions $\phi_{\zeta} \circ \phi_{\xi}^{-1}$ are supersmooth morphisms.
Obviously, a smooth supermanifold of dimension $(n, m)$ is also a real smooth manifold of dimension $2^{N-1}(n+m)$.

If transition superfunctions are $H^{\infty}, G^{\infty}$ or $G H^{\infty}$-superfunctions, one deals with $H^{\infty}, G^{\infty}$ or $G H^{\infty}$ supermanifolds, respectively. By virtue of Proposition 8.3.2 extended to graded locally ringed spaces, the preceding definition is equivalent to the following one.

Definition 9.3 .3 . A smooth supermanifold is a locally ringed space $(M, S)$ which is locally isomorphic to $\left(B^{n, m}, \mathcal{S}\right)$, where $\mathcal{S}$ is one of the sheaves of smooth superfunctions on $B^{n, m}$ under consideration. The sheaf $S$ is called the structure sheaf of a supermanifold.

By a morphism of smooth supermanifolds is meant their morphism $(\varphi, \Phi)$ as locally ringed spaces, where $\Phi$ is an even graded morphism. In particular, every morphism $\varphi: M \rightarrow M^{\prime}$ yields the smooth supermanifold morphism ( $\varphi, \Phi=\varphi^{*}$ ). Thus, a choice of a class of superfunctions on a smooth supermanifold determines a class of morphisms of this supermanifold.

Note that smooth supermanifolds are effected by serious inconsistencies as follows.

Since it is impossible to define derivatives of $G^{\infty}$-superfunctions with respect to odd variables, the sheaf of derivations of the sheaf of $G^{\infty}$-superfunctions is not locally free and the transition functions of the $G^{\infty}$-tangent bundle are not the Jacobian matrices (see Example 9.3.6 below). Nevertheless, any $G$-supermanifold considered below has an underlying $G^{\infty}$-supermanifold.

In the case of $G H^{\infty}$-supermanifolds, one meets the phenomenon that the space of values of $G H^{\infty}$-superfunctions changes from point to point since the Grassmann algebra $\Lambda$ of rank $N$ is not a free module with respect to the subalgebra $\Lambda^{\prime}$ of rank $N^{\prime}$. This fact leads to difficulties in the definition of $G H^{\infty}$ vector bundles if one follows the construction of smooth vector bundles in Example 8.3.3.

By these reasons, supervector bundles in the category of $G$-supermanifolds usually are considered. With the canonical sheaf $\mathcal{G}_{n, m}$ of graded commutative $\Lambda$ algebras on the supervector space $B^{n, m}$, one gives the following definition of $G$ supermanifolds.

Definition 9.3.4. An $(n, m)$ dimensional $G$-supermanifold is a graded locally $\Lambda$-ringed space ( $M, G_{M}$ ) satisfying the following conditions:

- $M$ is a paracompact topological space;
- $\left(M, G_{M}\right)$ is locally isomorphic to ( $B^{n, m}, \mathcal{G}_{n, m}$ );
- there exists a morphism of sheaves of $\Lambda$-algebras $\delta: G_{M} \rightarrow C_{M}^{\hat{M}}$, where $C_{M}^{\mathrm{A}} \cong$ $C_{M}^{0} \otimes \Lambda$ is sheaf of continuous $\Lambda$-valued functions on $M$, and $\delta$ is locally isomorphic to the evaluation morphism (9.3.11).

Example 9.3.2. The triple ( $\left.B^{n, m}, \mathcal{G}_{n, m}, \delta\right)$, where $\delta$ is the evaluation morphism (9.3.11), is called a standard supermanifold.

Remark 9.3.3. Any $G H^{\infty}$-supermanifold ( $M, G H_{M}^{\infty}$ ) with the structure sheaf $G H_{M}^{\infty}$ is naturally extended to the $G$-supermanifold ( $M, G H_{M}^{\infty} \otimes \Lambda$ ). Every $G$ supermanifold defines an underlying $G^{\infty}$-supermanifold $\left(M, \delta\left(G_{M}\right)\right.$ ), where $\delta\left(G_{M}\right)=$ $G_{M}^{\infty}$ is the sheaf of $G^{\infty}$-superfunctions on $M$.

Morphisms of $G$-supermanifolds are morphisms of graded locally ringed spaces. In particular, every morphism ( $\varphi, \varphi^{*}$ ) of $G H^{\infty}$-supermanifolds

$$
\left(M, G H_{M}^{\infty}\right) \rightarrow\left(M^{\prime}, G H_{M^{\prime}}^{\infty}\right)
$$

is extended trivially to the morphism $(\varphi, \Phi)$ of $G$-supermanifolds

$$
\left(M, G H_{M}^{\infty}\right) \otimes \Lambda \rightarrow\left(M^{\prime}, G H_{M^{\prime}}^{\infty} \otimes \Lambda\right)
$$

where $\Phi(F \otimes \lambda)=\varphi^{*}(F) \otimes \lambda$.
As in the case of smooth supermanifolds, the underlying space $M$ of a $G$ supermanifold ( $M, G_{M}$ ) is provided with the structure of a real smooth manifold of dimension $2^{N-1}(n+m)$, and morphisms of $G$-supermanifolds are smooth morphisms of the underlying smooth manifolds. Nevertheless, it may happen that nonisomorphic $G$-supermanifold have isomorphic underlying smooth manifolds.

Similarly to the properties of the sheaf $\mathfrak{d} \mathcal{G}_{n, m}$, the sheaf $\mathfrak{d} G_{M}$ of graded derivations of $G_{M}$ is locally free, with the local bases $\left\{\partial / \partial x^{i}, \partial / \partial y^{j}\right\}$. The supertangent space
$T_{q}\left(M, G_{M}\right)$ to the $G$-supermanifold $\left(M, G_{M}\right)$ at a point $q \in M$ is the graded $\Lambda$ module of graded derivations $G_{M q} \rightarrow \Lambda$. It is isomorphic to the quotient $\mathfrak{d} G_{M_{q}} /\left(\mathcal{M}_{q}\right.$. $\mathfrak{d} G_{M_{q}}$ ), and its basis is given by the elements

$$
\left(\frac{\partial}{\partial x^{i}}\right)_{q}\left(s_{q}\right)=\frac{\partial s}{\partial x^{i}}(q), \quad\left(\frac{\partial}{\partial y^{j}}\right)_{q}\left(s_{q}\right)=\frac{\partial s}{\partial y^{j}}(q), \quad \forall s \in G_{M q} .
$$

For any open subset $U \subset B^{n, m}$, the space $\mathcal{G}_{n, m}(U)$ can be provided with the topology such that it is a graded Fréchet algebra. There are isometrical isomorphisms

$$
\begin{align*}
& \mathcal{G}_{n, m}(U) \cong \mathcal{H}^{\infty}(U) \otimes \Lambda \cong C^{\infty}\left(\sigma^{n, m}(U)\right) \otimes \Lambda \otimes \wedge \mathbb{R}^{m} \cong  \tag{9.3.13}\\
& \quad C^{\infty}\left(\sigma^{n, m}(U)\right) \otimes \wedge \mathbb{R}^{N+m} .
\end{align*}
$$

Remark 9.3.4. We present briefly the axiomatic approach to supermanifolds which enables one to obtain, for different choice of a graded commutative algebra, all the previously known types of supermanifolds. These are $R^{\infty}$-supermanifolds [20, 21, 45]. This approach to supermanifolds develops that of M.Rothstein [258] (see $[20,21]$ for a discussion). The $R^{\infty}$-supermanifolds are introduced over the above mentioned Arens-Michael algebras of Grassmann origin [45], but we omit here the topological side of their definition though just the topological properties differ $R^{\infty}$ supermanifolds from $R$-supermanifolds of M.Rothstein.

Let $\Lambda$ be a real graded commutative algebra of the above mentioned type (for the sake of simplicity, the reader can think of $\Lambda$ as being a Grassmann algebra). A superspace over $\Lambda$ is a triple ( $M, \mathcal{A}, \delta$ ), where $M$ is a paracompact topological space, $\mathcal{A}$ is a sheaf of $\Lambda$-algebras, and $\delta: \mathcal{A} \rightarrow C_{\mathcal{M}}^{\wedge}$ is an evaluation morphism to the sheaf $C_{\mathcal{M}}^{\Lambda}$ of continuous $\Lambda$-valued functions on $M$. Sections of $\mathcal{A}$ are called $R^{\infty}{ }^{\infty}$ superfunctions. We define the graded ideal $\mathcal{M}_{q}$ of the stalk $\mathcal{A}_{q}, q \in M$, formed by the germs of $R^{\infty}$-superfunctions $f$ vanishing at a point $q$, i.e., such that $\delta(f)(q)=0$.

An $R^{\infty}$-supermanifold of dimension ( $n, m$ ) is a superspace ( $M, \mathcal{A}, \delta$ ) satisfying the following four axioms [45].
Axiom 1. The graded $\mathcal{A}$-dual $\mathcal{D}^{*} \mathcal{A}$ of the sheaf of derivations is a locally free graded $\mathcal{A}$-module of rank $(n, m)$. Every point $q \in M$ has an open neighbourhood $U$ with sections $x^{1}, \cdots, x^{n} \in \mathcal{A}(U)_{0}, y^{1}, \cdots, y^{m} \in \mathcal{A}(U)_{1}$ such that $\left\{d x^{i}, d y^{j}\right\}$ is a graded basis of $\boldsymbol{0}^{\boldsymbol{*}} \mathcal{A}(U)$ over $\mathcal{A}(U)$.
Axiom 2. Given the above mentioned coordinate chart, the assignment

$$
q \rightarrow\left(\delta\left(x^{i}\right), \delta\left(y^{j}\right)\right)
$$

defines a homeomorphism of $U$ onto an open subset in $B^{n, m}$
Axiom 3. For every $q \in M$, the ideal $\mathcal{M}_{q}$ is finitely generated.
Axiom 4. For every open subset $U \subset M$, the topological algebra $\mathcal{A}(U)$ is Hausdorff and complete.

An $R$-supermanifold over a graded commutative Banach algebra, satisfying Axiom 4, is an $R^{\infty}$-supermanifold.

A standard supermanifold in Example 9.3.2 is an $R^{\infty}$-supermanifold. Moreover, in the case of a finite Grassmann algebra $\Lambda$, the category of $R^{\infty}$ supermanifolds and the category of $G$-supermanifolds are equivalent.

Let ( $M, G_{M}$ ) be a $G$-supermanifold. As was mentioned above, it satisfies Axioms 1-4. Sections $u$ of the sheaf $\boldsymbol{\partial} G_{M}$ of graded derivations are called supervector fields on the $G$-supermanifold ( $M, G_{M}$ ), while sections $\phi$ of the dual sheaf $\mathfrak{d}^{*} G_{M}$ are 1 superforms on $\left(M, G_{M}\right)$. Given a coordinate chart $\left(q^{i}\right)=\left(x^{i}, y^{j}\right)$ on $U \subset M$, supervector fields and 1 -superforms read

$$
u=u^{i} \partial_{i}, \quad \phi=\phi_{i} d q^{i},
$$

where coefficients $u^{i}$ and $\phi_{i}$ are $G$-functions on $U$. The graded exterior differential calculus on supervector fields and superforms obeys the same formulas (9.2.15), (9.2.30) - (9.2.37) as that for graded vector fields and graded forms.

Let us consider the cohomology of $G$-supermanifolds. Given a $G$-supermanifold ( $M, G_{M}$ ), let $\mathfrak{D}_{\Lambda M}^{*}=\mathfrak{D}_{M}^{*} \otimes \Lambda$ be the sheaves of smooth $\Lambda$-valued exterior forms on $M$. These sheaves are fine, and constitute the fine resolution

$$
0 \rightarrow \Lambda \rightarrow C_{M}^{\infty} \otimes \Lambda \rightarrow \mathfrak{D}_{M}^{1} \otimes \Lambda \rightarrow \cdots
$$

of the constant sheaf $\Lambda$ on $M$. We have the corresponding De Rham complex of $\Lambda$-valued exterior forms on $M$

$$
0 \rightarrow \Lambda \rightarrow C_{\Lambda}^{\infty}(M) \rightarrow \mathfrak{O}_{\Lambda}^{1}(M) \rightarrow \cdots
$$

By virtue of Theorem 8.3.8, the cohomology groups $H_{\Lambda}^{*}(M)$ of this complex are isomorphic to the cohomology groups $H^{*}(M ; \Lambda)$ with coefficients in the constant sheaf $\Lambda$ on $M$ and, consequently, are related to the De Rham cohomology as follows:

$$
\begin{equation*}
H_{\Lambda}^{*}(M)=H^{\bullet}(M ; \Lambda)=H^{*}(M) \otimes \Lambda . \tag{9.3.14}
\end{equation*}
$$

Thus, the cohomology groups of $\Lambda$-valued forms do not provide us with information on the $G$-supermanifold structure of $M$.

Let us turn to cohomology of exterior superforms. The sheaves ${ }_{\wedge}^{\wedge} \mathfrak{d}^{*} G_{M}$ of exterior superforms constitute the sequence

$$
\begin{equation*}
0 \rightarrow \Lambda \rightarrow G_{M} \rightarrow \mathfrak{D}^{*} G_{M} \rightarrow \cdots . \tag{9.3.15}
\end{equation*}
$$

The Poincaré lemma is extended to superforms [44], and this sequence is exact. However, the structure sheaf $G_{M}$ is not acyclic in general. It follows that the exact sequence (9.3.15) fails to be a resolution of the constant sheaf $\Lambda$ on $M$ (this is not the terminology of [20]), and the homology groups $H_{S}^{*}(M)$ of the De Rham complex of exterior superforms are not equal to the cohomology groups $H^{*}(M ; \Lambda)$ and the De Rham cohomology groups $H^{*}(M)$ of the manifold $M$. In particular, the cohomology groups $H_{S}^{*}(M)$ are not topological invariants, but they are invariant under $G$-isomorphisms of $G$-supermanifolds.

Proposition 9.3.5. The structure sheaf $\mathcal{G}_{n, m}$ of the standard $G$-supermanifold ( $B^{n, m}, \mathcal{G}_{n, m}$ ) is acyclic, i.e.,

$$
H^{k>0}\left(B^{n, m} ; \mathcal{G}_{n, m}\right)=0
$$

The proof is based on the isomorphism (9.3.13) and some cohomological constructions $[20,45]$.

## DeWitt supermanifolds

There exists a particular class of supermanifolds, called DeWitt supermanifolds. Their notion implies introducing in $B^{n, m}$ a topology, called the DeWitt topology, which is coarser than the Euclidean one. This is the coarsest topology such that the body projection $\sigma^{n, m}: B^{n, m} \rightarrow \mathbb{R}^{n}$ is continuous. The open sets in the DeWitt topology have the form $V \times \mathcal{R}^{n, m}$, where $V$ are open sets in $\mathbb{R}^{n}$. Obviously, this topology is not Hausdorff.

DEFINITION 9.3.6. A sniooth supermanifold [ $G$-supermanifold, $R^{\infty}$-supermanifold] is said to be a DeWitt supermanifold if it admits an atlas such that the local morphisms $\phi_{\zeta}: U_{\zeta} \rightarrow B^{n, m}$ in Definition 9.3.2 [Definition 9.3.4, Axiom 2] are continuous in the DeWitt topology, i.e., $\phi_{\zeta}\left(U_{\zeta}\right) \subset B^{n, m}$ are open in the DeWitt topology.

In particular, the $G^{\infty}$-supermanifold underlying a DeWitt $G$-supermanifold is also a DeWitt supermanifold, and so is the $G$-extension of a DeWitt $G H^{\infty}$ - supermanifold.

Given an atlas ( $U_{\zeta}, \phi_{\zeta}$ ) of a DeWitt supermanifold in accordance with Definition 9.3 .6 , it is readily observed that its transition functions $\phi_{\zeta} \circ \phi_{\xi}^{-1}$ must preserve the fibration $\sigma^{n, m}: B^{n, m} \rightarrow \mathbb{R}^{n}$ whose fibre $\left(\sigma^{n, m}\right)^{-1}(z)$ over $z \in \mathbb{R}^{n}$ is equipped with the coarsest topology where $\emptyset$ and $\left(\sigma^{n, m}\right)^{-1}(z)$ only are open sets. It states the following fact.

Proposition 9.3.7. Every DeWitt supermanifold is a locally trivial topological fibre bundle

$$
\begin{equation*}
\sigma_{M}: M \rightarrow Z_{M} \tag{9.3.16}
\end{equation*}
$$

over an $n$-dimensional smooth manifold $Z_{M}$ with the typical fibre $\mathcal{R}^{n, m}$.
The base $Z_{M}$ of the fibre bundle (9.3.16) is said to be a body manifold of $M$, while the projection $\sigma_{M}$ is called a body map of a DeWitt supermanifold.

There is the important correspondence betwcen the DeWitt $H^{\infty}$-supermanifolds and the above studied graded manifolds. This correspondence is based on the following facts.

- Given a graded manifold $(Z, \mathcal{A})$, its structure sheaf $\mathcal{A}$, by definition, is locally isomorphic to the sheaf $C_{U}^{\infty} \otimes \wedge \mathbb{R}^{m}$ for any suitable $U \subset Z$.
- Given a DeWitt $H^{\infty}$-supermanifold $\left(M, H_{M}^{\infty}\right)$ and the body map (9.3.16), Proposition 9.3 .1 implies that the direct image $\sigma_{*}\left(H_{M}^{\infty}\right)$ on $Z_{M}$ of the sheaf $H_{M}^{\infty}$ is locally isomorphic to the sheaf $C_{Z_{M}}^{\infty} \otimes \wedge \mathbb{R}^{m}$. The expression (9.3.9) shows this isomorphism in an explicit form.
- Moreover, the spaces $\left(M, H_{M}^{\infty}\right)$ and $\left(Z_{M}, \sigma\left(H_{M}^{\infty}\right)\right)$ determine the same element of $H^{1}\left(Z_{M} ;\right.$ Aut $\left.\left(\wedge \mathbb{R}^{m l}\right)_{\infty}\right)$.

It states the following Theorem $[20,23]$.
Theorem 9.3.8. Given a DeWitt $H^{\infty}$-supermanifold ( $M, H_{m}^{\infty}$ ), the associated pair $\left(Z_{M}, \sigma_{*}\left(H_{M}^{\infty}\right)\right)$ is a graded manifold. Conversely, for any graded manifold $(Z, \mathcal{A})$, there exists a DeWitt $H^{\infty}$-supermanifold whose body manifold is $Z$ and $\mathcal{A}$ is isomorphic to $\sigma_{*}\left(H_{M}^{\infty}\right)$.

Corollary 9.3.9. By virtue of Batchelor's Theorem 9.2.2 and Theorem 9.3.8, there is one-to-one correspondence between the classes of isomorphic DeWitt $H^{\infty}{ }_{-}$ supermanifolds of odd rank $m$, with a body manifold $Z$, and the classes of equivalent $m$-dimensional vector bundles over $Z$.

This result is extended to $\operatorname{DeWitt} G H^{\infty}-, G^{\infty}$ - and $G$-supermanifolds.
Let us say something more on DeWitt $G$-supermanifolds, which can be utilized as base of supervector bundles.

Proposition 9.3.10. The structure sheaf $G_{M}$ of a DeWitt $G$-supermanifold is acyclic, and so is any locally free sheaves of $G_{M}$-modules [20, 45].

Proposition 9.3.11. [251]. The cohomology groups $H_{\boldsymbol{\Lambda}}^{\dot{*}}(M)$ of the De Rham complex of exterior superforms on a DeWitt $G$-supermanifold are isomorphic with the De Rham cohomology groups (9.3.14) of $\Lambda$-valued exterior forms on the body manifold $Z_{M}$, i.e.,

$$
\begin{equation*}
H_{\Lambda}^{*}(M)=H^{*}\left(Z_{M}\right) \otimes \Lambda . \tag{9.3.17}
\end{equation*}
$$

These results are based on the fact that the structure sheaf $G_{M}$ on $M$ provided with the DeWitt topology is finc. However, this does not imply automatically that $G_{M}$ is acyclic since the DeWitt topology is not paracompact. Nevertheless, it follows that the image $\sigma_{.}\left(G_{M}\right)$ on the body manifold $Z_{M}$ is fine and acyclic. Then combining Propositions 8.3.7 and 9.3.5 leads to Proposition 9.3.10. In particular, the sheaves of exterior superforms on a DeWitt $G$-supermanifold are acyclic. Then they constitute the resolution of the constant sheaf $\Lambda$ on $M$, and one gains the isomorphisms

$$
H_{\Lambda}^{*}(M)=H^{*}(M ; \Lambda)=H^{*}(M) \otimes \Lambda .
$$

Since the typical fibre of the fibre bundle $M \rightarrow Z_{M}$ is contractible, then $H^{*}(M)=$ $H^{\bullet}\left(Z_{M}\right)$ such that the isomorphisms (9.3.17) take place.

## Supervector bundles

As was manifested above, let us consider vector bundles in the category of $G$ supermanifolds (see [20] for a detailed exposition).

We will start from the definition of the product of two $G$-supermanifolds. Let $\left(B^{n, m}, \mathcal{G}_{n, m}\right)$ and $\left(B^{r, s}, \mathcal{G}_{r, s}\right)$ be two standard supermanifolds in Example 9.3.4. Given open sets $U \subset B^{n, m}$ and $V \subset B^{r, s}$, we consider the presheaf

$$
\begin{equation*}
U \times V \rightarrow \mathcal{G}_{n, m}(U) \hat{\otimes} \mathcal{G}_{r, s}(V) \tag{9.3.18}
\end{equation*}
$$

where $\hat{\otimes}$ denotes the tensor product of modules completed in Grothendieck's topology (see Remark 8.1.8). Due to the isomorphism (9.3.13), it is readily observed that the structure sheaf $\mathcal{G}_{n+r, m+s}$ of the standard supermanifold on $B^{n+r, m+s}$ is isomorphic to that defined by the presheaf (9.3.18). This construction is generalized to arbitrary $G$-supermanifolds as follows.

Proposition 9.3.12. Let $\left(M, G_{M}\right)$ and $\left(M^{\prime}, G_{M^{\prime}}\right)$ be two $G$-supermanifolds of dimensions $(n, m)$ and $(r, s)$, respectively. Their product $\left(M, G_{M}\right) \times\left(M^{\prime}, G_{M^{\prime}}\right)$ is defined as the graded locally ringed space ( $M \times M^{\prime}, G_{M} \widehat{\otimes} G_{M^{\prime}}$ ), where $G_{M} \widehat{\otimes} G_{M^{\prime}}$ is the sheaf constructed from the presheaf

$$
\begin{aligned}
& U \times U^{\prime} \rightarrow G_{M}(U) \hat{\otimes} G_{M^{\prime}}\left(U^{\prime}\right) \\
& \delta: G_{M}(U) \hat{\otimes} G_{M^{\prime}}\left(U^{\prime}\right) \rightarrow C_{\sigma(U)}^{\infty} \hat{\otimes} C_{\sigma\left(U^{\prime}\right)}^{\infty}=C_{\sigma_{M}(U) \times \sigma_{M}\left(U^{\prime}\right)}^{\infty}
\end{aligned}
$$

for any open subsets $U \subset M$ and $U^{\prime} \subset M^{\prime}$. This product is a $G$-supermanifold of dimension $(n+r, m+s)$.

Moreover, there are the epimorphisms

$$
\begin{aligned}
& \operatorname{pr}_{1}:\left(M, G_{M}\right) \times\left(M^{\prime}, G_{M^{\prime}}\right) \rightarrow\left(M, G_{M}\right), \\
& \operatorname{pr}_{2}:\left(M, G_{M}\right) \times\left(M^{\prime}, G_{M^{\prime}}\right) \rightarrow\left(M^{\prime}, G_{M^{\prime}}\right) .
\end{aligned}
$$

One may define a section, e.g., of the fibration $\mathrm{pr}_{1}$ over an open subset $U \subset M$ as the $G$-supermanifold morphism

$$
s_{U}:\left(U,\left.G_{M}\right|_{U}\right) \rightarrow\left(M, G_{M}\right) \times\left(M^{\prime}, G_{M^{\prime}}\right)
$$

such that $\mathrm{pr}_{\downarrow} \circ s_{U}$ is the identity morphism of $\left(U,\left.G_{M}\right|_{U}\right)$. Sections $s_{U}$ for all open subsets $U \subset M$ define a sheaf on $M$. We are interested in providing this sheaf with a suitable graded $G_{M}$-structure. Recall that, in the case of a smooth vector bundle over a manifold $X$, the sheaf of its section is a sheaf of $C_{X}^{\infty}$-modules (see Example 8.3.3).

For this purpose, let us consider the product

$$
\begin{equation*}
\left(M, G_{M}\right) \times\left(B^{r \mid s}, \mathcal{G}_{r \mid s}\right), \tag{9.3.19}
\end{equation*}
$$

where $B^{r \mid s}$ is the graded envelope (9.1.4). It is called a product $G$-supermanifold. Since the $\Lambda_{0}$-modules $B^{r \mid s}$ and $B^{r+s, r+s}$ are isomorphic, $B^{r \mid s}$ has a natural structure of an ( $r+s, r+s$ )-dimensional $G$-supermanifold. Because $B^{r \mid s}$ is a free graded $\Lambda$-module of the type ( $r, s$ ), the sheaf $S_{M}^{\Gamma \mid s}$ of sections of the fibration

$$
\begin{equation*}
\left(M, G_{M}\right) \times\left(B^{r \mid s}, \mathcal{G}_{\tau \mid s}\right) \rightarrow\left(M, G_{M}\right) \tag{9.3.20}
\end{equation*}
$$

has the structure of the sheaf of free graded $G_{M}$-modules of rank $(r, s)$. Conversely, given a $G$-supermanifold ( $M, G_{M}$ ) and a sheaf $S$ of free graded $G_{M}$-modules of rank $(r, s)$ on $M$, there exists a product $G$-supermanifold (9.3.19) such that $S$ is isomorphic to the sheaf of sections of the fibration (9.3.20).

Turn now to the notion of a supervector bundle over $G$-supermanifolds. Similarly to smooth vector bundles (see Example 8.3.3), one can require that the category of supervector bundles over $G$-supermanifolds to be equivalent to the category of locally free graded sheaves on $G$-supermanifolds. Then we can restrict ourselves to locally trivial $G$-superbundles with the standard fibre $B^{r \mid s}$.

Definition 9.3.13. A supervector bundle over a $G$-supermanifold ( $M, G_{M}$ ) with the standard fibre $\left(B^{r \mid s}, \mathcal{G}_{r \mid s}\right)$ is a pair $\left(\left(Y, G_{Y}\right), \pi\right)$ of a $G$-supermanifold ( $Y, G_{Y}$ ) and a $G$-epimorphism

$$
\begin{equation*}
\pi:\left(Y, G_{Y}\right) \rightarrow\left(M, G_{M}\right) \tag{9.3.21}
\end{equation*}
$$

such that $M$ admits an open covering $\left\{U_{\zeta}\right\}$ with a set of local $G$-isomorphisms

$$
\psi_{\zeta}:\left(\pi^{-1}\left(U_{\zeta}\right),\left.G_{Y}\right|_{\pi^{-1}\left(U_{\zeta}\right)}\right) \rightarrow\left(U_{\zeta},\left.G_{M}\right|_{U_{\zeta}}\right) \times\left(B^{r \mid s}, \mathcal{G}_{r \mid s}\right) .
$$

It is clear that sections of the supervector bundle (9.3.21) constitute a sheaf of locally free graded $G_{M}$-modules. A converse of this fact is the following [20].

Proposition 9.3.14. For any sheaf $S$ of locally free graded $G_{M}$-modules of rank $(r, s)$ on a $G$-manifold $\left(M, G_{M}\right)$, there exists a supervector bundle over $\left(M, G_{M}\right)$ such that $S$ is isomorphic to the sheaf of its sections.

Given a sheaf $S$ as in Proposition 9.3.14, called the structure sheaf, the fibre $Y_{q}$, $q \in M$, of the above mentioned supervector bundle is the quotient

$$
S_{q} / \mathcal{M}_{q} \cong S_{M q}^{\tau \mid s} /\left(\mathcal{M}_{q} \cdot S_{M q}^{r \mid s}\right) \cong B^{r \mid s}
$$

of the stalk $S_{q}$ by the submodule $\mathcal{M}_{q}$ of the germs $s \in S_{q}$ whose evaluation $\delta(f)(q)$ vanishes. This fibre is a graded $\Lambda$-module isomorphic to $B^{r \mid s}$. It is provided with the structure of a standard supermanifold.

Remark 9.3.5. The proof of Proposition 9.3 .14 uses the fact that, given the transition functions $\rho_{\varsigma \xi}$ of the sheaf $S$, its evaluations

$$
\begin{equation*}
g_{\varsigma \xi}=\delta\left(\rho_{\varsigma \xi}\right) \tag{9.3.22}
\end{equation*}
$$

define the morphisms $U_{\zeta} \cap U_{\xi} \rightarrow G L(r \mid s ; \Lambda)$ and constitute the cocycle of the sheaf $G^{\infty}$-morphisms from $M$ to the general linear graded group $G L(r \mid s ; \Lambda)$. Thus, we come to the notion of a $G^{\infty}$-vector bundle. Its definition is the repetition of Definition 9.3 .13 if one replaces $G$-supermanifolds and $G$-morphisms with the $G^{\infty}$ ones. Moreover, the $G^{\infty}$-supermanifold underlying a supervector bundle (see Remark 9.3.3) is a $G^{\infty}$-supervector bundle whose transition functions $g_{\zeta \xi}$ are related to those of the supervector bundle by the evaluation morphisms (9.3.22), and are $G L(r \mid s ; \Lambda)$-valued transition functions.

Since the category of supervector bundles over a $G$-supermanifold ( $M, G_{M}$ ) is equivalent to the category of locally free sheaves of $G_{M}$-modules, one can define the usual operations of direct sum, tensor product, etc. of supervector bundles.

Note that any supervector bundle admits the canonical global zero section. Any section of the supervector bundle $\pi$ (9.3.21), restricted to its a trivialization chart

$$
\begin{equation*}
\left(U,\left.G_{M}\right|_{U}\right) \times\left(B^{\tau \mid s}, \mathcal{G}_{\tau \mid s}\right) \tag{9.3.23}
\end{equation*}
$$

is represented by a sum $s=s^{a}(q) \epsilon_{a}$, where $\left\{\epsilon_{a}\right\}$ is the basis for the $\Lambda$-module $B^{r \mid s}$, while $s^{a}(q)$ are $G$-functions on $U$. Given another trivialization chart $U^{\prime}$ of $\pi$, a transition function

$$
\begin{equation*}
s^{\prime b}(q) \epsilon_{b}^{\prime}=s^{a}(q) h_{a}^{b}(q) \epsilon_{b}, \quad q \in U \cap U^{\prime} \tag{9.3.24}
\end{equation*}
$$

is given by the $(r+s) \times(r+s)$ matrix $h$ whose entries $h_{a}^{b}(q)$ are $G$-functions on $U \cap U^{\prime}$. One can think of this matrix as being a section of the supervector bundle over $U \cap U$ with the above mentioned group $G L(r \mid s ; \Lambda)$ as a typical fibre.

Example 9.3.6. Given a $G$-supermanifold $\left(M, G_{M}\right)$, let us consider the locally free graded sheaf $\delta G_{M}$ of graded derivations of $G_{M}$. In accordance with Proposition 9.3.14, there is a supervector bundle $T\left(M, G_{M}\right)$, called supertangent bundle, whose sheaf of sections is isomorphic to $\mathfrak{d} G_{M}$. If $\left(q^{1}, \ldots, q^{m+n}\right)$ and $\left(q^{\prime 1}, \ldots, q^{m+n}\right)$ are two coordinate charts on $M$, the Jacobian matrix

$$
h_{j}^{i}=\frac{\partial q^{\prime i}}{\partial q^{j}}, \quad i, j=1, \ldots, n+m
$$

(see the prescription (9.3.12)) provides the transition morphisms for $T\left(M, G_{M}\right)$. Of course, the fibre of the supertangent bundle $T\left(M, G_{M}\right)$ at a point $q \in M$ is the above mentioned supertangent space $T_{q}\left(M, G_{M}\right)$.

It should be emphasized that the underlying $G^{\infty}$-vector bundle of the supertangent bundle $T\left(M, G_{M}\right)$, called $G^{\infty}$-supertangent bundle, has the transition functions $\delta\left(h_{j}^{i}\right)$ which cannot be written as the Jacobian matrices since the derivatives of $G^{\infty}$ superfunctions with respect to odd variables are ill-defined and the sheaf $\mathfrak{d} G_{M}^{\infty}$ is not locally free.

## Superconnections

Given a supervector bundle $\pi$ (9.3.21) with the structure sheaf $S$ of its sections, a connection on this supervector bundle is defined as in Definition 8.3.6. The difference is only that $S$ is a sheaf of graded locally free $G_{M}$-modules.

As in the case of the exact sequence (8.3.5) in Section 8.3, one can obtain the exact sequence of sheaves

$$
\begin{equation*}
0 \rightarrow \mathfrak{d}^{*} G_{M} \otimes S \rightarrow\left(G_{M} \oplus \mathfrak{d}^{*} G_{M}\right) \otimes S \rightarrow S \rightarrow 0 \tag{9.3.25}
\end{equation*}
$$

as a direct limit of the exact sequence (8.1.35) for the graded $G_{M}(U)$-modules $S(U)$, where by $\bmod \mu^{2}$ is meant the quotient by the graded relations

$$
\begin{aligned}
& \delta^{a} \circ \delta^{b}(1 \otimes p)=1 \otimes(a b p)-a \otimes(b p)-(-1)^{[a][b]} b \otimes(a p)+a b \otimes p=0 \\
& a \otimes b+(-1)^{[a \mid[b]} b \otimes a=a b \otimes 1+1 \otimes a b
\end{aligned}
$$

where

$$
\begin{equation*}
\delta^{b}(a \otimes p)=(-1)^{[a \mid[b]} a \otimes(b p)-(b a) \otimes p \tag{9.3.26}
\end{equation*}
$$

(cf. (8.1.11), (8.1.15) and (8.1.18)). The exact sequence (9.3.25) needs not be split in general. It admits a splitting if and only if there exists an even sheaf morphism

$$
\begin{equation*}
\nabla: S \rightarrow \mathfrak{0}^{*} G_{M} \otimes S \tag{9.3.27}
\end{equation*}
$$

satisfying the Leibniz rule

$$
\begin{equation*}
\nabla(f s)=d f \otimes s+f \nabla(s), \quad f \in G_{M}(U), \quad s \in S(U) \tag{9.3.28}
\end{equation*}
$$

for any open subset $U \in M$.
DEFINITION 9.3.15. The sheaf morphism (9.3.27) is called a superconnection on the supervector bundle $\pi$ (9.3.21).

The curvature of the superconnection (9.3.27) is given by the expression

$$
\begin{equation*}
R=\nabla^{2}: S \rightarrow \wedge^{2} \mathfrak{d}_{M}^{*} \otimes S \tag{9.3.29}
\end{equation*}
$$

similar to the expression (8.3.12).
As in the case of sheaves of $C_{X}^{\infty}$-modules, the exact sequence (9.3.25) leads to the exact sequence of sheaves

$$
0 \rightarrow \operatorname{Hom}\left(S, \mathfrak{d}^{\bullet} G_{M} \otimes S\right) \rightarrow \operatorname{Hom}\left(S,\left(G_{M} \oplus \mathfrak{d}^{*} G_{M}\right) \otimes S\right) \rightarrow \operatorname{Hom}(S, S) \rightarrow 0
$$

and to the corresponding exact sequence of the cohomology groups

$$
\begin{gathered}
0 \rightarrow H^{0}\left(M ; \operatorname{Hom}\left(S, \mathfrak{o}^{*} G_{M} \otimes S\right)\right) \rightarrow H^{0}\left(M ; \operatorname{Hom}\left(S,\left(G_{M} \oplus \mathfrak{o}^{*} G_{M}\right) \otimes S\right)\right) \rightarrow \\
\\
H^{0}(M ; \operatorname{Hom}(S, S)) \rightarrow H^{1}\left(M ; \operatorname{Hom}\left(S, \boldsymbol{0}^{*} G_{M} \otimes S\right)\right) \rightarrow \cdots
\end{gathered}
$$

The exact sequence (9.3.25) defines the Atiyah class At $(\pi) \in H^{1}\left(M ; \operatorname{Hom}\left(S, \mathfrak{d}^{*} G_{M} \otimes\right.\right.$ $S)$ ) of the supervector bundle $\pi$ (9.3.21). If $\mathrm{At}(\pi)$ vanishes, a superconnection on this supervector bundle exists (see Section 8.3). Of course, a superconnection exists if the cohomology group $H^{1}\left(M ; \operatorname{Hom}\left(S, \mathfrak{d}^{*} G_{M} \otimes S\right)\right)$ is trivial. In contrast with smooth vector bundles, the structure sheaf $G_{M}$ of a $G$-supermanifold is not acyclic in general, the sheaf $\operatorname{Hom}\left(S, \mathfrak{D}^{*} G_{M} \otimes S\right)$ has non-trivial cohomology, and a supervector bundle does not admit necessarily a superconnection.

Example 9.3.7. For instance, the structure sheaf of the standard supermanifold ( $B^{n, m}, \mathcal{G}_{n, m}$ ) is acyclic (see Proposition 9.3 .5 ), and a supervector bundle

$$
\begin{equation*}
\left(B^{n, m}, \mathcal{G}_{n, m}\right) \times\left(B^{r \mid s}, \mathcal{G}_{r \mid s}\right) \rightarrow\left(B^{n, m}, \mathcal{G}_{n, m}\right) \tag{9.3.30}
\end{equation*}
$$

has obviously a superconnection, e.g., the trivial superconnection.

Example 9.3.8. If ( $M, G_{M}$ ) is a DeWitt $G$-supermanifold, its structure sheaf $G_{M}$ is acyclic, and so is the locally free sheaf $\operatorname{Hom}\left(S, \mathfrak{d}^{*} G_{M} \otimes S\right)$ (see Proposition 9.3.10). It follows that supervector bundles over DeWitt $G$-supermanifolds admit superconnections.

Example 9.3.7 enables one to gain a local coordinate expression of a superconnection on a supervector bundle $\pi$ (9.3.21) with the typical fibre $B^{r \mid s}$ and with the base $G$-supermanifold locally isomorphic to the standard supermanifold ( $B^{n, m}, \mathcal{G}_{n, m}$ ). Let $U \subset M$ (9.3.23) be a trivialization chart of this supervector bundle such that every section $s$ of $\left.\pi\right|_{U}$ is represented by a sum $s^{a}(q) \epsilon_{a}$, while the sheaf of superforms $\left.\mathfrak{d}^{*} G_{M}\right|_{U}$ has a local basis $\left\{d q^{i}\right\}$. Then a superconnection $\nabla$ (9.3.27) restricted to this trivialization chart can be given by a collection of coefficients

$$
\begin{equation*}
\nabla\left(\epsilon_{a}\right)=d q^{i} \otimes\left(\nabla_{i}{ }_{a}^{b} \epsilon_{b}\right) \tag{9.3.31}
\end{equation*}
$$

where $\nabla_{i}{ }^{a}{ }_{b}$ are $G$-functions on $U$. Bearing in mind the Leibniz rule (9.3.28), one can compute the coefficients of the curvature form (9.3.29) of the superconnection (9.3.31). We have

$$
\begin{aligned}
& R\left(\epsilon_{a}\right)=\frac{1}{2} d q^{i} \wedge d q^{j} \otimes R_{i j}{ }^{b}{ }_{a} \epsilon_{b}, \\
& R_{i j}{ }^{a}{ }_{b}=(-1)^{[i][j]} \partial_{i} \nabla_{j}{ }^{a}{ }_{b}-\partial_{j} \nabla_{i}{ }^{a}{ }_{b}+(-1)^{[i](j]+(a]+(k])} \nabla_{j}{ }^{a}{ }_{k} \nabla_{i}{ }^{k}{ }_{b}- \\
& \quad(-1)^{[j]([a]+\mid k])} \nabla_{i}{ }^{a}{ }_{k} \nabla_{j}{ }^{k}{ }_{b} .
\end{aligned}
$$

In a similar way, one can obtain the transformation law of the superconnection coefficients (9.3.31) under the transition morphisms (9.3.24). In particular, any trivial supervector bundle admits the trivial superconnection $\nabla_{i}{ }^{b}{ }_{a}=0$.

### 9.4 Principal superconnections

In contrast with a supervector bundle, the structure sheaf $G_{P}$ of a principal superbundle $\left(P, G_{P}\right) \rightarrow\left(M, G_{M}\right)$ is not a sheaf of locally free $G_{M}$-modules in general. Therefore, the above technique of connections on modules and sheaves is not applied to principal superconnections in a straightforward way. Principal superconnections are introduced on principal superbundles by analogy with principal connections
on smooth principal bundles [20] (compare, e.g., the exact sequence (6.1.11) with the exact sequence (9.4.6) below). For the sake of simplicity, let us denote $G$ supermanifolds ( $M, G_{M}$ ) and their morphisms ( $\varphi: M \rightarrow N, \Phi: G_{N} \rightarrow \varphi_{*}(M)$ ) by $\widehat{M}$ and $\widehat{\varphi}$, respectively. Given a point $q \in M$, by $\widehat{q}=(q, \Lambda)$ is meant the trivial $G$-supermanifold of dimension $(0,0)$. We will start from the notion of a $G$-Lie supergroup $\widehat{H}$. The relations between $G-G H^{\infty}$ - and $G^{\infty}$-Lie supergroups follow the relations between the corresponding classes of superfunctions.

Definition 9.4.1. A $G$-supermanifold $\widehat{H}=(H, \mathcal{H})$ is said to be a $G$-Lie supergroup if there exist the following $G$-supermanifold morphisms:

- a multiplication $\widehat{m}: \widehat{H} \times \widehat{H} \rightarrow \widehat{H}$,
- a unit $\widehat{\varepsilon}: \widehat{e} \rightarrow \widehat{H}$,
- an inverse $\widehat{S}: \widehat{H} \rightarrow \widehat{H}$,
together with the natural identifications

$$
\widehat{e} \times \widehat{H}=\widehat{H} \times \widehat{e}=\widehat{H}
$$

which satisfy

- the associativity

$$
\widehat{m} \circ(\mathrm{Id} \times \widehat{m})=\widehat{m} \circ(\widehat{m} \times \mathrm{Id}): \widehat{H} \times \widehat{H} \times \widehat{H} \rightarrow \widehat{H} \times \widehat{H} \rightarrow \widehat{H}
$$

- the unit property

$$
(\widehat{m} \circ(\widehat{\varepsilon} \times \operatorname{Id}))(\hat{e} \times \widehat{H})=(\widehat{m} \circ(\operatorname{Id} \times \widehat{\varepsilon}))(\widehat{H} \times \widehat{e})=\operatorname{Id} H
$$

- the inverse property

$$
(\widehat{m} \circ(\widehat{S}, \mathrm{Id}))(\widehat{H})=(\widehat{m} \circ(\mathrm{Id}, \widehat{S}))(\widehat{H})=\widehat{\varepsilon}(\widehat{e})
$$

Given a point $g \in H$, let us denote by $\hat{g}: \widehat{e} \rightarrow \widehat{H}$ the $G$-supermanifold morphism whose image in $H$ is $g$. Then one can introduce the notions of the left translation $\hat{L}_{g}$ and the right translation $\hat{R}_{g}$ as the $G$-supermanifold morphisms

$$
\begin{aligned}
& \widehat{L}_{g}: \widehat{H}=\widehat{e} \times \widehat{H} \xrightarrow{\widehat{g} \times I d} \widehat{H} \times \widehat{H} \xrightarrow{\hat{m}} \widehat{H}, \\
& \widehat{R}_{g}: \widehat{H}=\widehat{H} \times \widehat{e} \xrightarrow{\mathrm{Id} \times \widehat{g}} \widehat{H} \times \widehat{H} \xrightarrow{\widehat{m}} \widehat{H} .
\end{aligned}
$$

Remark 9.4.1. Given a $G$-Lie supergroup $\widehat{H}$, the underlying smooth manifold $H$ is provided with the structure of a real Lie group of dimension $2^{N-1}(n+m)$, called the underlying Lie group. In particular, the actions on the underlying Lie group $H$, corresponding to the left and right translations by $\widehat{g}$, are ordinary left and right translations by $g$.

Let us reformulate the group axioms in Definition 9.4.1 in terms of the structure sheaf $\mathcal{H}$ of the $G$-Lie supergroup $(H, \mathcal{H})$. We will observe that $\mathcal{H}$ has properties of a sheaf of graded Hopf algebras.
Remark 9.4.2. A real (or complex) vector space $A$ is called a coalgebra if there exist the morphisms:

- a comultiplication $\Delta: A \rightarrow A \otimes A$,
- a counit $\epsilon: A \rightarrow \mathbb{R}$
which satisfy the relations

$$
\begin{aligned}
& (\Delta \otimes \mathrm{Id}) \Delta(a)=(\operatorname{Id} \otimes \Delta) \Delta(a), \\
& (\epsilon \otimes \mathrm{Id}) \Delta(a)=(\mathrm{Id} \otimes \epsilon) \Delta(a)=a, \quad a \in \mathcal{A} .
\end{aligned}
$$

Let $A$ be an associative $\mathbb{R}$-algebra with a unit $e$, i.e., an $\mathbb{R}$-ring, where the multiplication $m$ is written as

$$
m: A \otimes A \ni a \otimes b \mapsto a b \in A, \quad a, b \in A .
$$

Recall that $A \otimes A$ is also a $\mathbb{R}$-ring with respect to the operations

$$
\begin{aligned}
& (a \otimes b) \otimes\left(a^{\prime} \otimes b^{\prime}\right) \mapsto\left(a a^{\prime}\right) \otimes\left(b b^{\prime}\right), \\
& \lambda(a \otimes b)=(\lambda a) \otimes b=a \otimes(\lambda b), \quad a, b \in \mathcal{A}, \quad \lambda \in \mathbb{R} .
\end{aligned}
$$

A bialgebra $(A, m, \Delta, \epsilon)$ is a coalgebra $A$ which is also an $\mathbb{R}$-ring such that

$$
\Delta(e)=e \otimes e, \quad \epsilon(e)=1
$$

A Hopf algebra $(A, m, \Delta, \epsilon, S)$ is a bialgebra, endowed with a coinverse $S: A \rightarrow A$ such that

$$
m((S \otimes \operatorname{Id}) \Delta(a))=m((\operatorname{Id} \otimes S) \Delta(a))=\epsilon(a) e
$$

(see [1] for a survey).
If $(H, \mathcal{H})$ is a $G$-Lie supergroup, the structure sheaf $\mathcal{H}$ is provided with the sheaf morphisms:

- a comultiplication $\widehat{m}^{*}: \mathcal{H} \rightarrow m_{*}(\mathcal{H} \widehat{\otimes} \mathcal{H})$,
- a counit $\widehat{\varepsilon}^{\boldsymbol{*}}: \mathcal{H} \rightarrow e_{\star}(\Lambda)$,
- a coinverse $\widehat{S}: \mathcal{H} \rightarrow s, \mathcal{H}$.

Let us denote

$$
k=m \circ(\mathrm{Id} \times m)=m \circ(m \times \mathrm{Id}): H \times H \times H \rightarrow H .
$$

Then the group axioms in Definition 9.4.1 are equivalent to the relations

$$
\begin{aligned}
& \left(\left(\operatorname{Id} \otimes \widehat{m}^{*}\right) \circ \widehat{m}^{*}\right)(\mathcal{H})=\left(\left(\widehat{m}^{*} \otimes \mathrm{Id}\right) \circ \widehat{m}^{*}\right)(\mathcal{H})=k_{*}(\mathcal{H} \hat{\otimes} \mathcal{H} \widehat{\otimes} \mathcal{H}) \\
& \left(\widehat{m}^{*} \circ\left(\operatorname{Id} \otimes \widehat{\varepsilon}^{*}\right)\right)\left(\mathcal{H} \widehat{\otimes} e_{*}(\Lambda)\right)=\left(\widehat{m}^{*} \circ(\widehat{\varepsilon} \otimes \operatorname{Id})\right)\left(e_{*}(\Lambda) \widehat{\otimes} \mathcal{H}\right)=\operatorname{Id} \mathcal{H} \\
& \left(\mathrm{Id} \cdot \widehat{S}^{*}\right) \circ \widehat{m}^{*}=\left(\widehat{S}^{*} \cdot \mathrm{Id}\right) \circ \widehat{m}^{*}=\widehat{\varepsilon}^{*}
\end{aligned}
$$

Comparing these relations with the axioms of a Hopf algebra in Remark 9.4.2, one can think of the structure sheaf of a $G$-Lie group as a sheaf of graded topological Hopf algebras.

Example 9.4.3. The general linear graded group $G L(n \mid m ; \Lambda)$ is endowed with the natural structure of $H^{\infty}$-supermanifold of dimension $\left(n^{2}+m^{2}, 2 n m\right)$. The matrix multiplication gives the $H^{\infty}$-morphism

$$
m: G L(n \mid m ; \Lambda) \times G L(n \mid m ; \Lambda) \rightarrow G L(n \mid m ; \Lambda)
$$

such that $F\left(g, g^{\prime}\right) \mapsto F\left(g g^{\prime}\right)$. It follows that $G L(n \mid m ; \Lambda)$ is an $H^{\infty}$-Lie supergroup. It is trivially extended to the $G$-Lie supergroup $\widehat{G L}(n \mid m ; \Lambda)$, called the general linear supergroup.

A Lie superalgebra $\mathfrak{h}$ of a $G$-Lie supergroup $\widehat{H}$ is defined as an algebra of left-invariant supervector fields on $\widehat{H}$. Recall that a supervector field $u$ on a $G$ supermanifold $\widehat{H}$ is a derivation of its structure sheaf $\mathcal{H}$. It is called left-invariant if

$$
(\operatorname{Id} \otimes u) \circ \widehat{m}^{*}=\widehat{m}^{*} \circ u .
$$

If $u$ and $u^{\prime}$ are left-invariant supervector fields, so are $\left[u, u^{\prime}\right]$ and $a u+a^{\prime} u^{\prime}, a, a^{\prime} \in$ $\Lambda$. Hence, left-invariant supervector fields constitute a Lie superalgebra. The Lie superalgebra $\mathfrak{h}$ can be identified with the supertangent space $T_{e}(\widehat{H})$. Moreover, there is the sheaf isomorphism

$$
\begin{equation*}
\mathcal{H} \otimes \mathfrak{h}=\mathfrak{d} \mathcal{H}, \tag{9.4.1}
\end{equation*}
$$

i.e., the sheaf of supervector fields on a $G$-Lie supergroup $\widehat{H}$ is the globally free sheaf of graded $\mathcal{H}$-modules of rank $(n, m)$, generated by left-invariant supervector fields. The Lie superalgebra of right-invariant supervector fields on $\widehat{H}$ is introduced in a similar way.

Let us consider the right action of a $G$-Lie supergroup $\widehat{H}$ on a $G$-supermanifold $\hat{P}$. This is a $G$-morphism

$$
\hat{\rho}: \widehat{P} \times \widehat{H} \rightarrow \hat{P}
$$

such that

$$
\begin{aligned}
& \hat{\rho} \circ(\hat{\rho} \times \operatorname{Id})=\hat{\rho} \circ(\operatorname{Id} \times \widehat{m}): \hat{P} \times \widehat{H} \times \widehat{H} \rightarrow \hat{P}, \\
& \hat{\rho} \circ(\operatorname{Id} \times \bar{\varepsilon})(\hat{P} \times \hat{e})=\operatorname{Id} \hat{P} .
\end{aligned}
$$

The left action of $\widehat{H}$ on $\widehat{P}$ is defined similarly.
Example 9.4.4. Obviously, a $G$-Lie supergroup acts on itself both on the left and on the right by the multiplication morphism $\widehat{m}$.

The general linear supergroup $\widehat{G L}(n \mid m ; \Lambda)$ acts linearly on the standard supermanifold $B^{n / n}$ on the left by the matrix multiplication which is a $G$-morphism.

Let $\hat{P}$ and $\hat{P}^{\prime}$ be $G$-supermanifolds that are acted on by the same $G$-Lie supergroup $\widehat{H}$. A $G$-supermanifold morphism $\hat{\varphi}: \widehat{P} \rightarrow \widehat{P}^{\prime}$ is said to be $\widehat{H}$-invariant if

$$
\hat{\varphi} \circ \hat{\rho}=\hat{\rho} \circ(\hat{\varphi} \times \mathrm{Id}): \widehat{P} \times \widehat{H} \rightarrow \widehat{P}^{\prime} .
$$

Definition 9.4.2. A quotient of an action of a $G$-Lie supergroup on a $G$-submanifold $\hat{P}$ is a pair ( $\widehat{M}, \hat{\pi}$ ) of a $G$-supermanifold $\widehat{M}$ and a $G$-supermanifold morphism $\hat{\pi}: \widehat{P} \rightarrow \widehat{M}$ such that:
(i) there is the equality

$$
\begin{equation*}
\widehat{\pi} \circ \hat{\rho}=\hat{\pi} \circ \widehat{\mathrm{pr}}_{1}: \widehat{P} \times \widehat{H} \rightarrow \widehat{M}, \tag{9.4.2}
\end{equation*}
$$

(ii) for every morphism $\hat{\varphi}: \widehat{P} \rightarrow \widehat{M}^{\prime}$ such that $\hat{\varphi} \circ \hat{\rho}=\widehat{\varphi} \circ \widehat{\operatorname{pr}}_{1}$, there is a unique morphism $\widehat{g}: \widehat{M} \rightarrow \widehat{M}^{\prime}$ with $\hat{\varphi}=\widehat{g} \circ \widehat{\pi}$.

The quotient $(\widehat{M}, \widehat{\pi})$ does not necessarily exists. If it exists, there is a monomorphism of the structure sheaf $G_{M}$ of $\widehat{M}$ into the direct image $\pi_{\bullet} G_{P}$. Since the $G$-Lie group $\widehat{H}$ acts trivially on $\widehat{M}$, the image of this monomorphism is a subsheaf of $\pi \cdot G_{P}$, invariant under the action of $\widehat{H}$. Moreover, there is an isomorphism

$$
\begin{equation*}
G_{M} \cong\left(\pi_{*} G_{P}\right)^{H} \tag{9.4.3}
\end{equation*}
$$

between $G_{M}$ and the subsheaf of $G_{P}$ of $\widehat{H}$-invariant sections. The latter is generated by sections of $G_{P}$ on $\pi^{-1}(U), U \subset M$, which are $\widehat{H}$-invariant as $G$-morphisms $\widehat{U} \rightarrow \Lambda$, where one takes the trivial action of $\widehat{H}$ on $\Lambda$.

Let us denote the morphism in the equality (9.4.2) by $\vartheta$. It is readily observed, that the invariant sections of $G_{P}\left(\pi^{-1}(U)\right)$ are exactly the elements which have the same image under the morphisms

$$
\begin{aligned}
& \hat{\rho}^{*}: G_{P}\left(\pi^{-1}(U)\right) \rightarrow\left(\mathcal{H}\left(\hat{\otimes} G_{P}\right)\left(\vartheta^{-1}(U)\right),\right. \\
& \widehat{\operatorname{pr}}_{1}^{*}: G_{P}\left(\pi^{-1}(U)\right) \rightarrow\left(\mathcal{H} \hat{\otimes} G_{P}\right)\left(\vartheta^{-1}(U)\right) .
\end{aligned}
$$

Then the isomorphism (9.4.3) leads to the exact sequence of sheaves of $\Lambda$-modules on $M$

$$
\begin{equation*}
0 \longrightarrow G_{M} \xrightarrow{\hat{\pi}^{*}} \pi_{\bullet} G_{P} \xrightarrow{\hat{p}^{*}-\hat{p}_{\mathrm{i}}} \vartheta_{\approx}\left(G_{M} \hat{\otimes} \mathcal{H}\right) . \tag{9.4.4}
\end{equation*}
$$

Definition 9.4.3. A principal superbundle of a $G$-Lie supergroup $\widehat{H}$ is defined as a locally trivial quotient $\pi: \widehat{P} \rightarrow \widehat{M}$, i.e., there exists an open covering $\left\{U_{\zeta}\right\}$ of $M$ together with $\widehat{H}$-invariant isomorphisms

$$
\hat{\psi}_{\zeta}:\left.\hat{P}\right|_{\hat{U}_{\zeta}} \rightarrow \hat{U}_{\zeta} \times \widehat{H},
$$

where $\widehat{H}$ acts on

$$
\begin{equation*}
\hat{U}_{\zeta} \times \widehat{H} \rightarrow \hat{U}_{\zeta} \tag{9.4.5}
\end{equation*}
$$

by the right multiplication.
Remark 9.4.5. In fact, we need only the condition (i) in Definition 9.4.2 of the action of $\widehat{H}$ on $\widehat{P}$ and the condition of local triviality of $\hat{P}$.

In an equivalent way, one can think of a principal superbundle as being glued of trivial principal superbundles (9.4.5) by $\widehat{H}$-invariant transition functions

$$
\widehat{\phi}_{\zeta \xi}: \hat{U}_{\zeta \xi} \times \widehat{H} \rightarrow \hat{U}_{\zeta \zeta} \times \widehat{H}, \quad U_{\zeta \xi}=U_{\zeta} \cap U_{\xi},
$$

which fulfill the cocycle condition.
As in the case of smooth principal bundles, the following two types of supervector fields on a principal superbundle are introduced.
Definition 9.4.4. A supervector field $u$ on a principal superbundle $\hat{P}$ is said to be invariant if

$$
\vec{\rho} \circ u=(u \otimes \mathrm{Id}) \circ u: G_{P} \rightarrow \rho_{*}\left(G_{P} \widehat{\otimes} \mathcal{H}\right) .
$$

One can associate with every open subset $V \subset M$ the $G_{M}(V)$-module of all $\widehat{H}$-invariant supervector fields on $\pi^{-1}(V)$, thus defining the sheaf $\mathfrak{d}^{H}\left(\pi \cdot G_{P}\right)$ of $G_{M^{-}}$ modules.

Definition 9.4.5. A fundamental supervector field $\tilde{v}$ associated with an element $v \in \mathfrak{h}$ is defined by the condition

$$
\tilde{v}=(\operatorname{Id} \otimes v) \circ \hat{\rho}^{*}: G_{P} \rightarrow G_{P} \hat{\otimes} e_{*}(\Lambda)=G_{P} .
$$

Fundamental supervector fields generate the sheaf $\mathcal{V} G_{P}$ of $G_{P}$-modules of vertical supervector field on the principal superbundle $\hat{P}$, i.e., $u \circ \pi^{*}=0$. Moreover, there is an isomorphism of sheaves of $G_{P}$-modules

$$
G_{P} \otimes \mathfrak{h} \ni F \otimes v \mapsto F \tilde{v} \in \mathcal{V} G_{P},
$$

which is similar to the isomorphism (9.4.1).
Let us consider the sheaf

$$
\left(\pi_{*} \mathcal{V} G_{P}\right)^{H}=\pi_{*}\left(\mathcal{V} G_{P}\right) \cap \mathfrak{D}^{H}\left(\pi_{*} G_{P}\right)
$$

on $M$ whose sections are vertical $\widehat{H}$-invariant supervector fields.
Proposition 9.4.6. [20]. There is the exact sequence of sheaves of $G_{M}$-modules

$$
\begin{equation*}
0 \rightarrow\left(\pi_{\bullet} \mathcal{V} G_{P}\right)^{H} \rightarrow \mathfrak{d}^{H}\left(\pi_{\star} G_{P}\right) \rightarrow \mathfrak{d} G_{M} \rightarrow 0 . \tag{9.4.6}
\end{equation*}
$$

The exact sequence (9.4.6) is similar to the exact sequence (6.1.11) and the corresponding exact sequence of sheaves of $C^{\infty}$-modules

$$
0 \rightarrow\left(V_{G} P\right)_{X} \rightarrow\left(T_{G} P\right)_{X} \rightarrow \mathfrak{d} C_{X}^{\infty} \rightarrow 0
$$

in the case of smooth principal bundles. Accordingly, we come to the following definition of a superconnection on a principal superbundle.

Definition 9.4.7. A superconnection on a principal superbundle $\pi: \widehat{P} \rightarrow \widehat{M}$ (or simply a principal superconnection) is defined as a splitting

$$
\begin{equation*}
\nabla: \mathfrak{d} G_{M} \rightarrow \mathfrak{d}^{H}\left(\pi, G_{P}\right) \tag{9.4.7}
\end{equation*}
$$

of the exact sequence (9.4.6).
In contrast with principal connections on smooth principal bundles, principal superconnections on a $\widehat{H}$-principal superbundle need not exist.

A principal superconnection can be described in terms of a $\mathfrak{h}$-valued 1 -superform on $\widehat{P}$

$$
\omega: \delta G_{P} \rightarrow G_{P} \otimes \mathfrak{ŋ} \cong \mathcal{V} G_{P},
$$

called a superconnection form (cf. (6.1.14)). Indeed, every splitting $\nabla$ (9.4.7) defines the morphism of $G_{P}$-modules

$$
\hat{\pi}^{*}\left(\mathfrak{d} G_{M}\right) \rightarrow \hat{\pi}^{*}\left(\mathfrak{d}^{H}\left(\pi_{*} G_{P}\right)\right) \cong \mathfrak{d} G_{P}
$$

which splits the exact sequence

$$
0 \rightarrow \mathcal{V} G_{P} \rightarrow \mathfrak{d} G_{P} \rightarrow \hat{\pi}^{*}\left(\mathfrak{d} G_{M}\right) \rightarrow 0
$$

Therefore, there exists the exact sequence

$$
0 \rightarrow \hat{\pi}^{*}\left(\mathfrak{d} G_{M}\right) \mathcal{V} G_{P} \rightarrow \mathfrak{d} G_{P} \xrightarrow{\omega} \mathcal{V} G_{P} \rightarrow 0 .
$$

Let us note that, by analogy with associated smooth bundles, one can introduce associated superbundles and superconnections on these superbundles. In particular, every supervector bundle of fibre dimension $(r, s)$ is a superbundle associated with $\widehat{G L}(r \mid s ; \Lambda)$-principal superbundle [20].

### 9.5 Graded principal bundles

Graded principal bundles and connections on these bundles can be studied similarly to principal superbundles and principal superconnections, though the theory of graded principal bundles preceded that of principal superbundles [5, 183]. Therefore, we will touch on only a few elements of the graded bundle technique (see, e.g. [285] for a detailed exposition).

Let $(Z, \mathcal{A})$ be a graded manifold of dimension $(n, m)$. A useful object in the graded manifold theory, not mentioned above, is the finite dual $\mathcal{A}(Z)^{\circ}$ of the algebra $\mathcal{A}(Z)$ which consists of elements $a$ of the dual $\mathcal{A}(Z)^{*}$ which vanish on an ideal of $\mathcal{A}(Z)$ of finite codimension. This is a graded commutative coalgebra with the comultiplication

$$
\left(\Delta^{\circ}(a)\right)\left(f \otimes f^{\prime}\right) \stackrel{\operatorname{def}}{=} a\left(f f^{\prime}\right), \quad \forall f, f^{\prime} \in \mathcal{A}(Z),
$$

and the counit

$$
\epsilon^{\circ}(a) \stackrel{\text { def }}{=} a\left(1_{\mathcal{A}}\right) .
$$

In particular, $\mathcal{A}(Z)^{\circ}$ includes the evaluation elements $\delta_{z}$ such that

$$
\delta_{z}(f)=(\sigma(f))(z) .
$$

Given an evaluation element $\delta_{z}$, elements $u \in \mathcal{A}(Z)^{\circ}$ are called primitive elements with respect to $\delta_{z}$ if they obey the relation

$$
\begin{equation*}
\Delta^{\circ}(v)=u \otimes \delta_{z}+\delta_{z} \otimes u \tag{9.5.1}
\end{equation*}
$$

These elements are derivations of $\mathcal{A}(Z)$ at $z$, i.e.,

$$
u\left(f f^{\prime}\right)=(u f)\left(\delta_{z} f^{\prime}\right)+(-1)^{[u \mid[f]}\left(\delta_{z} f\right)\left(u f^{\prime}\right) .
$$

Definition 9.5.1. A graded Lie group $(G, \mathcal{G})$ is defined as a graded manifold such that $G$ is an ordinary Lie group, the algebra $\mathcal{G}(G)$ is a graded Hopf algebra $(\Delta, \epsilon, S)$, and the algebra epimorphism $\sigma: \mathcal{G}(G) \rightarrow C^{\infty}(G)$ is a morphism of graded Hopf algebras.

One can show that $\mathcal{G}(G)^{\circ}$ is also equipped with the structure of a Hopf algebra with the multiplication law

$$
\begin{equation*}
a \star b \stackrel{\text { def }}{=}(a \otimes b) \circ \Delta, \quad \forall a, b \in \mathcal{G}(G)^{\circ} \tag{9.5.2}
\end{equation*}
$$

With respect to this multiplication, the evaluation elements $\delta_{g}, G \in G$, constitute a group $\delta_{g} \star \delta_{g^{\prime}}=\delta_{g g^{\prime}}$ isomorphic to $G$. Therefore, they are also called group-like elements. It is readily observed that the set of primitive elements of $\mathcal{G}(G)^{\circ}$ with respect to $\delta_{e}$, i.e., the tangent space $T_{e}(G, \mathcal{G})$ is a Lie superalgebra with respect to the multiplication (9.5.2). It is called the Lie superalgebra $g$ of the graded Lie group $(G, \mathcal{G})$.

One says that a graded Lie group $(G, \mathcal{G})$ acts on a graded manifold $(Z, \mathcal{A})$ on the right if there exists a morphism

$$
(\varphi, \Phi):(Z, \mathcal{A}) \times(G, \mathcal{G}) \rightarrow(Z, \mathcal{A})
$$

such that the corresponding algebra morphism

$$
\Phi: \mathcal{A}(Z) \rightarrow \mathcal{A}(Z) \otimes \mathcal{G}(G)
$$

defines a structure of a right $\mathcal{G}(G)$-comodule on $\mathcal{A}(Z)$, i.e.,

$$
(\mathrm{Id} \otimes \Delta) \circ \Phi=(\Phi \otimes \mathrm{Id}) \circ \Phi, \quad(\mathrm{Id} \otimes \epsilon) \circ \Phi=\mathrm{Id}
$$

For a right action $(\varphi, \Phi)$ and for each element $a \in \mathcal{G}(G)^{\circ}$, one can introduce the linear map

$$
\begin{equation*}
\Phi_{a}=(\operatorname{Id} \otimes a) \circ \Phi: \mathcal{A}(Z) \rightarrow \mathcal{A}(Z) \tag{9.5.3}
\end{equation*}
$$

In particular, if $a$ is a primitive element with respect to $\delta_{e}$, then $\Phi_{a} \in \mathfrak{O} \mathcal{A}(Z)$.
Let us consider a right action of $(G, \mathcal{G})$ on itself. If $\Phi=\Delta$ and $a=\delta_{g}$ is a group-like element, then $\Phi_{a}(9.5 .3)$ is a homogeneous graded algebra isomorphism of degree zero which corresponds to the right translation $G \rightarrow G g$. If $a \in \mathfrak{g}$, then $\Phi_{a}$ is a derivation of $\mathcal{G}(G)$. Given a basis $\left\{u_{i}\right\}$ for $\mathfrak{g}$, the derivations $\Phi_{u_{i}}$ constitute the
global besis for $\mathfrak{d} \mathcal{G}(G)$, i.e., $\mathfrak{d} \mathcal{G}(G)$ is a free left $\mathcal{G}(G)$-module. In particular, there is the decomposition

$$
\begin{aligned}
& \mathcal{G}(G)=\mathcal{G}^{\prime}(G) \otimes_{R} \mathcal{G}^{\prime \prime}(G) \\
& \mathcal{G}^{\prime}(G)=\left\{f \in \mathcal{G}(G): \Phi_{u}(f)=0, \forall u \in \mathfrak{g}_{0}\right\} \\
& \mathcal{G}^{\prime \prime}(G)=\left\{f \in \mathcal{G}(G): \Phi_{u}(f)=0, \quad \forall u \in \mathfrak{g}_{1}\right\}
\end{aligned}
$$

Since $\mathcal{G}^{\prime}(G) \cong C^{\infty}(G)$, one finds that every graded Lie group $(G, \mathcal{G})$ is the sheaf of sections of some trivial exterior bundle $G \times \mathfrak{g}_{1}^{*} \rightarrow G[5,36,183]$.

Turn now to the notion of a graded principal bundle. A right action $(\varphi, \Phi)$ of $(G, \mathcal{G})$ on $(Z, \mathcal{A})$ is called free if, for each $z \in Z$, the morphism $\Phi_{z}: \mathcal{A}(Z) \rightarrow \mathcal{G}(G)$ is such that the dual morphism $\Phi_{z *}: \mathcal{G}(G)^{\circ} \rightarrow \mathcal{A}(Z)^{\circ}$ is injective.

A right action $(\varphi, \Phi)$ of $(G, \mathcal{G})$ on $(Z, \mathcal{A})$ is called regular if the morphism

$$
\left(\varphi \times \mathrm{pr}_{1}\right) \circ \Delta:(Z, \mathcal{A}) \times(G, \mathcal{G}) \rightarrow(Z, \mathcal{A}) \times(Z, \mathcal{A})
$$

defines a closed graded submanifold of $(Z, \mathcal{A}) \times(Z, \mathcal{A})$.
Remark 9.5.1. Note that $\left(Z^{\prime}, \mathcal{A}^{\prime}\right)$ is said to be a graded submanifold of $(Z, \mathcal{A})$ if there exists a morphism $\left(Z^{\prime}, \mathcal{A}^{\prime}\right) \rightarrow(Z, \mathcal{A})$ such that the corresponding morphism $\mathcal{A}^{\prime}\left(Z^{\prime}\right)^{\circ} \rightarrow \mathcal{A}(Z)^{\circ}$ is an inclusion. A graded submanifold is called closed if $\operatorname{dim}\left(Z^{\prime}, \mathcal{A}^{\prime}\right)<\operatorname{dim}(Z, \mathcal{A})$.

Then we come to the following variant of the well-known theorem on the quotient of a graded manifold [5, 285].

Theorem 9.5.2. A right action $(\varphi, \Phi)$ of $(G, \mathcal{G})$ on $(Z, \mathcal{A})$ is regular if and only if the quotient $(Z / G, \mathcal{A} / \mathcal{G})$ is a graded manifold, i.e., there exists an epimorphism of graded manifolds $(Z, \mathcal{A}) \rightarrow(Z / G, \mathcal{A} / \mathcal{G})$ compatible with the projection $Z \rightarrow Z / G$.

In view of this Theorem, a graded principal bundle $(P, \mathcal{A})$ can be defined as a locaily trivial submersion $(P, \mathcal{A}) \rightarrow(P / G, \mathcal{A} / \mathcal{G})$ with respect to the right regular free action of $(G, \mathcal{G})$ on $(P, \mathcal{A})$. In an equivalent way, one can say that a graded principal bundle is a graded manifold $(P, \mathcal{A})$ together with a free right action of a graded Lie group $(G, \mathcal{G})$ on $(P, \mathcal{A})$ such that the quotient $(P / G, \mathcal{A} / \mathcal{G})$ is a graded manifold and the natural surjection $(P, \mathcal{A}) \rightarrow(P / G, \mathcal{A} / \mathcal{G})$ is a submersion. Obviously, $P \rightarrow P / G$ is an ordinary $G$-principal bundle.

A graded principal connection on a graded ( $G, \mathcal{G}$ )-principal bundle $(P, \mathcal{A}) \rightarrow$ $(X, \mathcal{B})$ can be introduced similarly to a superconnection on a principal superbundle. This is defined as a $(G, \mathcal{G})$-invariant splitting of the sheaf $\mathfrak{O} \mathcal{A}$, and is represented by a $\mathfrak{g}$-valued graded connection form on $(P, \mathcal{A})$ [285].

Remark 9.5.2. In an alternative way, one can define graded connections on a graded bundle $(Z, \mathcal{A}) \rightarrow(X, \mathcal{B})$ as sections $\Gamma$ of the jet graded bundle $J^{1}(Z / X) \rightarrow$ $(Z, \mathcal{A})$ of sections of $(Z, \mathcal{A}) \rightarrow(X, \mathcal{B})[5]$, which is also a graded manifold [260]. In the case of a $(G, \mathcal{G})$-principal graded bundle, these sections $\Gamma$ are required to be $(G, \mathcal{G})$-equivariant (cf. Definition 6.1.1).

### 9.6 SUSY-extended field theory

Sections 9.4 and 9.5 provided the general mathematical formalism for field models with supersymmetries (SUSY field models). Here, we show that field theory on a wide class of fibre bundles $Y \rightarrow X$ can be extended in a standard way to SUSY field theory which is invariant under the Lie supergroup $\operatorname{ISp}(2)$. In comparison with the SUSY field theory in Ref. [42, 60], this extension is formulated in terms of simple graded manifolds, and is the direct generalization of the BRS mechanics of E.Gozzi and M.Reuter [136, 137, 138, 213]. The SUSY-extended field theory is constructed as the BRS-generalization of the vertical extension of field theory on the fibre bundle $V Y \rightarrow X$ in Section 4.5 [125]. From the physical viewpoint, it may describe odd deviations of physical fields

Given a fibre bundle $Y \rightarrow X$ and the vertical tangent bundle $V Y \rightarrow X$, let us consider the vertical tangent bundle $V V Y$ of $V Y \rightarrow X$ and the simple graded manifold ( $V Y, \mathcal{A}_{V V Y}$ ) whose body manifold is $V Y$ and whose characteristic vector bundle is $V V Y \rightarrow V Y$. Its local basis is ( $c^{i}, \vec{c}^{i}$ ), where $\left\{c^{i}, \vec{c}\right\}$ is the fibre basis for $V^{*} V Y$, dual of the holonomic fibre basis $\left\{\partial_{\mathrm{i}}, \dot{\partial}_{\mathrm{i}}\right\}$ for $V V Y \rightarrow V Y$. Graded vector fields and graded exterior 1-forms are introduced on $V Y$ as sections of the vector bundles $\mathcal{V}_{V V Y}$ and $\mathcal{V}_{V V Y}$, respectively. Let us complexify these bundles as $\mathbb{C} \underset{X}{\otimes} \mathcal{V}_{V V Y}$ and $\mathbb{C} \underset{X}{\otimes} \mathcal{V}_{V V Y}^{*}$. By the BRS operator on graded functions on $V Y$ is meant the complex graded vector field

$$
\begin{equation*}
u_{Q}=c^{i} \partial_{i}+i \bar{y}^{i} \frac{\partial}{\partial \bar{c}} . \tag{9.6.1}
\end{equation*}
$$

It satisfies the nilpotency rule $u_{Q}^{2}=0$.

The configuration space of the SUSY-extended field theory is the simple graded manifold ( $V J^{1} Y, \mathcal{A}_{V V J^{1} Y}$ ) whose characteristic vector bundle is the vertical tangent bundle $V V J^{1} Y \rightarrow V J^{1} Y$ of $V J^{1} Y \rightarrow X$. Its local basis is $\left(c^{i}, c^{i}, c_{\lambda}^{i}, c_{\lambda}^{i}\right)$ which is the fibre basis for $V^{\bullet} V J^{1} Y$ dual of the holonomic fibre basis $\left\{\partial_{i}, \dot{\partial}_{i}, \partial_{i}^{\lambda}, \dot{\partial}_{i}^{\lambda}\right\}$ for $V V J^{1} Y \rightarrow V J^{1} Y$. The affine fibration $\pi_{0}^{1}: V J^{1} Y \rightarrow V Y$ and the corresponding vertical tangent morphism $V \pi_{0}^{1}: V V J^{1} Y \rightarrow V V Y$ yields the associated morphism of graded manifolds $\left(V J^{1} Y, \mathcal{A}_{V V J Y}\right) \rightarrow\left(V Y, \mathcal{A}_{V V Y}\right)$ (9.2.17).

Let us introduce the operator of the total derivative

$$
d_{\lambda}=\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}+\dot{y}_{\lambda}^{i} \dot{\partial}_{i}+c_{\lambda}^{i} \frac{\partial}{\partial c^{i}}+\bar{c}_{\lambda}^{i} \frac{\partial}{\partial \bar{c}^{i}} .
$$

With this operator, the coordinate transformation laws of $c_{\lambda}^{i}$ and $\vec{c}_{\lambda}^{\lambda}$ read

$$
\begin{equation*}
c_{\lambda}^{\prime i}=d_{\lambda} c^{\prime i}, \quad \quad c_{\lambda}^{i i}=d_{\lambda} \bar{c}^{i} . \tag{9.6.2}
\end{equation*}
$$

Then one can treat $c_{\lambda}^{i}$ and $\vec{c}_{\lambda}^{i}$ as the jets of $c^{i}$ and $\vec{c}^{i}$. Note that this is not the notion of jets of graded bundles in [260]. The transformation laws (9.6.2) show that the BRS operator $u_{Q}$ (9.6.1) on $V Y$ can give rise to the complex graded vector field

$$
\begin{equation*}
J_{Q}^{u}=u_{Q}+c_{\lambda}^{i} \partial_{i}^{\lambda}+i \bar{y}_{\lambda}^{i} \frac{\partial}{\partial \vec{c}_{\lambda}^{i}} \tag{9.6.3}
\end{equation*}
$$

on the $V J^{1} Y$ (cf. (1.3.10)).
In a similar way, the simple graded manifold with the characteristic vector bundle $V V J^{k} Y \rightarrow V J^{k} Y$ can be defined. Its local basis is $\left(c^{i}, c^{i}, c_{\Lambda}^{i}, c_{\Lambda}^{i}\right), 0<|\Lambda| \leq k$. Let us introduce the operators

$$
\begin{align*}
\partial_{c} & =c^{i} \partial_{i}+c_{\lambda}^{i} \partial_{i}^{\lambda}+c_{\lambda \mu}^{i} \partial_{i}^{\lambda \mu}+\cdots, \quad \partial_{\bar{c}}=\bar{c}^{i} \partial_{i}+\bar{c}_{\lambda}^{i} \partial_{i}^{\lambda}+\bar{c}_{\lambda \mu}^{i} \partial_{i}^{\lambda \mu}+\cdots,  \tag{9.6.4}\\
d_{\lambda} & =\partial_{\lambda}+y_{\lambda}^{i} \partial_{i}+c_{\lambda}^{i} \frac{\partial}{\partial c^{i}}+\bar{c}_{\lambda}^{i} \frac{\partial}{\partial \bar{c}^{i}}+\cdots . \tag{9.6.5}
\end{align*}
$$

It is easily verified that

$$
\begin{equation*}
d_{\lambda} \partial_{c}=\partial_{c} d_{\lambda}, \quad d_{\lambda} \partial_{\bar{c}}=\partial_{\bar{c}} d_{\lambda} . \tag{9.6.6}
\end{equation*}
$$

As in the BRS mechanics, the main criterion of the SUSY extension of Lagrangian formalism is its invariance under the BRS transformation (9.6.3). The BRS-invariant extension of the vertical Lagrangian $L_{V}$ (4.5.1) is the graded $n$-form

$$
\begin{equation*}
L_{S}=L_{V}+i \partial_{c} \partial_{\bar{\tau}} \mathcal{L} \omega \tag{9.6.7}
\end{equation*}
$$

such that $L_{J_{u_{Q}}} L_{S}=0$. The corresponding Euler-Lagrange equations are defined as the kernel of the Euler-Lagrange operator

$$
\begin{equation*}
\mathcal{E}_{L_{S}}=\left(d y^{i} \delta_{i}+d \bar{y}^{i} \dot{\delta}_{i}+d c^{i} \frac{\delta}{\delta c^{i}}+d \bar{c}^{i} \frac{\delta}{\delta \bar{c}^{i}}\right) \mathcal{L}_{S} \wedge \omega \tag{9.6.8}
\end{equation*}
$$

They read

$$
\begin{align*}
& \dot{\delta}_{i} \mathcal{L}_{S}=\delta_{i} \mathcal{L}=0  \tag{9.6.9a}\\
& \delta_{i} \mathcal{L}_{S}=\delta_{i} \mathcal{L}_{V}+i \partial_{\bar{c}} \partial_{c} \delta_{i} \mathcal{L}=0  \tag{9.6.9~b}\\
& \frac{\delta}{\delta c^{i}} \mathcal{L}_{S}=-i \partial_{\bar{c}} \delta_{i} \mathcal{L}=0  \tag{9.6.9c}\\
& \frac{\delta}{\delta \bar{c}^{i}} \mathcal{L}_{S}=i \partial_{\mathbf{c}} \delta_{i} \mathcal{L}=0 \tag{9.6.9d}
\end{align*}
$$

where the relations (9.6.6) are used. The equations (9.6.9a) are the Euler-Lagrange equations for the initial Lagrangian $L$, while ( 9.6 .9 b ) - ( 9.6 .9 d ) can be seen as the equations for a Jacobi field $\delta y^{i}=\bar{\varepsilon} c^{i}+\bar{c}^{i} \varepsilon+i \bar{\varepsilon} \varepsilon \dot{y}^{i}$ modulo terms of order $>2$ in the odd parameters $\varepsilon$ and $\varepsilon$.

A momentum phase space of the SUSY-extended field theory is the complexified simple graded manifold ( $V \Pi, \mathcal{A}_{V V \Pi}$ ) whose body manifold is $V \Pi$ and whose characteristic vector bundle is $V V \Pi \rightarrow V \Pi$. Its local basis is ( $c^{i}, \bar{c}^{i}, c_{i}^{\lambda}, \bar{c}_{i}^{\lambda}$ ), where such that $c_{i}^{\lambda}$ and $\bar{c}_{i}^{\lambda}$ have the same transformation laws as $p_{i}^{\lambda}$ and $\dot{p}_{i}^{\lambda}$, respectively. The corresponding graded vector fields and graded 1 -forms are introduced on $V \Pi$ as sections of the vector bundles $\mathbb{C} \underset{X}{\otimes} \mathcal{V}_{V V \Pi}$ and $\mathbb{C} \underset{X}{\otimes} \mathcal{V}_{V V \Pi}^{*}$, respectively.

In accordance with the above mentioned transformation laws of $c_{i}^{\lambda}$ and $\bar{c}_{i}^{\lambda}$, the BRS operator $u_{Q}$ (9.6.1) on $V Y$ can give rise to the complex graded vector field

$$
\begin{equation*}
\tilde{u}_{Q}=\partial_{c}+i \dot{y}^{i} \frac{\partial}{\partial c_{c}}+i \dot{p}_{i}^{\lambda} \frac{\partial}{\partial \bar{c}_{i}^{\lambda}} \tag{9.6.10}
\end{equation*}
$$

on $V \Pi$ (cf. (4.4.1). The BRS-invariant extension of the polysymplectic form $\Omega_{V Y}$ (4.5.6) on $V \Pi$ is the $T X$-valued graded form

$$
\Omega_{S}=\left[d \dot{p}_{i}^{\lambda} \wedge d y^{i}+d p_{i}^{\lambda} \wedge d \dot{y}^{i}+i\left(d \bar{c}_{i}^{\lambda} \wedge d c^{i}-d \bar{c}^{i} \wedge d c_{i}^{\lambda}\right)\right] \wedge \omega \otimes \partial_{\lambda}
$$

where $\left(c^{i},-i \bar{c}_{i}^{\lambda}\right)$ and $\left(\bar{c}^{i}, i c_{i}^{\lambda}\right)$ are the conjugate pairs. Let $\gamma$ be a Hamiltonian connection for a Hamiltonian form $H$ on $\Pi$. Its double vertical prolongation $V V \gamma$
on $V V \Pi \rightarrow X$ (see (2.7.18) and (4.5.11)) is a linear morphism over the vertical connection $V \gamma$ on $V \Pi \rightarrow X$, and so defines the composite graded connection

$$
(V V \gamma)_{S}=V \gamma+d x^{\mu} \otimes\left[\bar{g}_{\mu}^{i} \frac{\partial}{\partial \bar{c}^{i}}+\bar{g}_{\mu i}^{\lambda} \frac{\partial}{\partial \bar{c}_{i}^{\lambda}}+g_{\mu}^{i} \frac{\partial}{\partial c^{i}}+g_{\mu i}^{\lambda} \frac{\partial}{\partial c_{i}^{\lambda}}\right]
$$

(9.2.26) on $V \Pi \rightarrow X$, whose components $g$ and $\bar{g}$ are given by the expressions

$$
\begin{aligned}
& \bar{g}_{\lambda}^{i}=\partial_{c} \partial_{\lambda}^{i} \mathcal{H}, \quad \bar{g}_{\lambda i}^{\lambda}=-\partial_{\bar{c}} \partial_{i} \mathcal{H}, \quad g_{\lambda}^{i}=\partial_{c} \partial_{\lambda}^{i} \mathcal{H}, \quad g_{\lambda i}^{\lambda}=-\partial_{c} \partial_{i} \mathcal{H}, \\
& \partial_{c}=c^{i} \partial_{i}+c_{i}^{\lambda} \partial_{\lambda}^{i}, \quad \partial_{\bar{c}}=\bar{c}^{i} \partial_{i}+\bar{c}_{i}^{\lambda} \partial_{\lambda}^{i} .
\end{aligned}
$$

This composite graded connection satisfies the relation

$$
(V V \gamma)_{S} \int \Omega_{S}=-d H_{S},
$$

and can be regarded as a Hamiltonian graded connection for the Hamiltonian graded form

$$
\begin{align*}
& H_{S}=\left[\dot{p}_{i}^{\lambda} d y^{i}+p_{i}^{\lambda} d \dot{y}^{i}+i\left(\bar{c}_{i}^{\lambda} d c^{i}+d \bar{c}^{i} c_{i}^{\lambda}\right)\right] \omega_{\lambda}-\mathcal{H}_{S} \omega,  \tag{9.6.11}\\
& \mathcal{H}_{S}=\left(\partial_{V}+i \partial_{\bar{c}} \partial_{c}\right) \mathcal{H},
\end{align*}
$$

on $V \Pi$. It is readily observed that this graded form is BRS-invariant, i.e., $\mathbf{L}_{\tilde{u}_{Q}} H_{S}=$ 0 . Thus, it is the desired SUSY extension of the Hamiltonian form $H$.

In particular, let $\Gamma_{\lambda}^{i}=\Gamma_{\lambda}{ }^{i}{ }_{j} y^{j}$ be a linear connection on $Y \rightarrow X$ and $\tilde{\Gamma}$ is a Hamiltonian connection (4.1.23) on $\Pi \rightarrow X$ for the Hamiltonian form $H_{\Gamma}$ (4.1.13). Given the splitting (4.1.14) of the Hamiltonian form $H$, there is the corresponding splitting of the SUSY-extended Hamiltonian form

$$
\begin{aligned}
\mathcal{H}_{S}= & \mathcal{H}_{\Gamma S}+\widetilde{\mathcal{H}}_{S \Gamma}=\dot{p}_{i}^{\lambda} \Gamma_{\lambda}{ }^{i} j y^{j}+\dot{y}^{j} p_{i}^{\lambda} \Gamma_{\lambda}{ }^{i}{ }_{j}+i\left(\bar{c}_{i}^{\lambda} \Gamma_{\lambda}{ }_{\lambda}{ }_{j} c^{j}+\bar{c}^{j} \Gamma_{\lambda}{ }^{i}{ }_{j} c_{i}^{\lambda}\right) \\
& +\left(\partial_{V}+i \partial_{\bar{c}} \partial_{c}\right) \widetilde{\mathcal{H}}_{\Gamma}
\end{aligned}
$$

with respect to the composite graded connection $(V V \tilde{\Gamma})_{S}(9.2 .26)$ on the fibre bundle $V \Pi \rightarrow X$.

The Hamiltonian graded form $H_{S}$ (9.6.11) defines the corresponding SUSY extension of the Lagrangian $L_{H}(4.1 .20)$ as follows. The fibration $J^{1} V \Pi \rightarrow V \Pi$ yields the pull-back of the Hamiltonian graded form $H_{S}(9.6 .11)$ onto $J^{1} V \Pi$. Let us consider the graded generalization

$$
h_{0}: d c^{i} \mapsto c_{\mu}^{i} d x^{\mu}, \quad d c_{i}^{\lambda} \mapsto c_{\mu i}^{\lambda} d x^{\mu}
$$

of the horizontal projection $h_{0}$ (1.3.15). Then the graded horizontal density

$$
\begin{align*}
& L_{S H}=h_{0}\left(H_{S}\right)=\left(L_{H}\right)_{S}=L_{H_{V}}+i\left[\left(\bar{c}_{i}^{\lambda} c_{\lambda}^{i}+\bar{c}_{\lambda}^{i} c_{i}^{\lambda}\right)-\partial_{\bar{c}} \partial_{c} \mathcal{H}\right] \omega=  \tag{9.6.12}\\
& L_{H_{V}}+i\left[\bar{c}_{i}^{\lambda}\left(c_{\lambda}^{i}-\partial_{c} \partial_{\lambda}^{i} \mathcal{H}\right)+\left(\bar{c}_{\lambda}^{i}-\partial_{\bar{c}} \partial_{\lambda}^{i} \mathcal{H}\right) c_{i}^{\lambda}+\bar{c}_{\boldsymbol{i}}^{\lambda} c_{j}^{\mu} \partial_{\lambda}^{i} \partial_{\mu}^{j} \mathcal{H}-\bar{c}^{i} c^{j} \partial_{i} \partial_{j} \mathcal{H}\right] \omega
\end{align*}
$$

on $J^{1} V \Pi \rightarrow X$ is the SUSY extension (9.6.7) of the Lagrangian $L_{H}$ (4.1.20). The Euler-Lagrange equations for $L_{S H}$ coincide with the Hamilton equations for $H_{S}$, and read

$$
\begin{align*}
& y_{\lambda}^{i}=\dot{\partial}_{\lambda}^{i} \mathcal{H}_{S}=\partial_{\lambda}^{i} \mathcal{H}, \quad p_{\lambda i}^{\lambda}=-\dot{\partial}_{i} \mathcal{H}_{S}=-\partial_{i} \mathcal{H},  \tag{9.6.13a}\\
& \dot{y}_{\lambda}^{i}=\partial_{\lambda}^{i} \mathcal{H}=\left(\partial_{V}+i \partial_{\bar{c}} \partial_{c}\right) \partial_{\lambda}^{i} \mathcal{H}, \quad \dot{p}_{\lambda i}^{\lambda}=-\partial_{i} \mathcal{H}_{S}=-\left(\partial_{V}+i \partial_{\bar{c}} \partial_{c}\right) \partial_{i} \mathcal{H},  \tag{9.6.13b}\\
& c_{\lambda}^{i}=i \frac{\partial \mathcal{H}_{S}}{\partial \bar{c}_{i}^{\lambda}}=-\partial_{c} \partial_{\lambda}^{\mathcal{H}}, \quad c_{\lambda i}^{\lambda}=i \frac{\partial \mathcal{H}_{S}}{\partial \widetilde{c}^{i}}=-\partial_{c} \partial_{i} \mathcal{H},  \tag{9.6.13c}\\
& \bar{c}_{\lambda}^{i}=-i \frac{\partial \mathcal{H}_{S}}{\partial \bar{c}_{i}^{\lambda}}=-\partial_{\bar{c}} \partial_{\lambda}^{i} \mathcal{H}, \quad \bar{c}_{\lambda i}^{\lambda}=-i \frac{\partial \mathcal{H}_{S}}{\partial \bar{c}^{i}}=-\partial_{c} \partial_{i} \mathcal{H} . \tag{9.6.13d}
\end{align*}
$$

The equations (9.6.13a) are the Hamilton equations for the initial Hamiltonian form $H$, while (9.6.13b) - (9.6.13d) describe the Jacobi fields

$$
\delta y^{i}=\bar{\varepsilon} c^{i}+\bar{c}^{i} \varepsilon+i \bar{\varepsilon} \varepsilon \dot{y}^{2}, \quad \delta p_{i}^{\lambda}=\bar{\varepsilon} c_{i}^{\lambda}+\bar{c}_{i}^{\lambda} \varepsilon+i \bar{\varepsilon} \varepsilon p_{i}^{\lambda} .
$$

Let us study the relationship between SUSY-extended Lagrangian and Hamiltonian formalisms. Given a Lagrangian $L$ on $J^{1} Y$, the vertical Legendre map $\hat{L}_{V}$ (4.5.4) yields the corresponding morphism (9.2.17) of graded manifolds

$$
S \hat{L}_{V}:\left(V J^{l} Y, \mathcal{A}_{V V J^{\prime} Y}\right) \rightarrow\left(V \Pi, \mathcal{A}_{V V \mathrm{n}}\right)
$$

which is given by the relations (4.5.5) and

$$
c_{i}^{\lambda}=\partial_{c} \pi_{i}^{\lambda}, \quad \bar{c}_{i}^{\lambda}=\partial_{c} \pi_{i}^{\lambda} .
$$

Let $H$ be a Hamiltonian form on $\Pi$. The vertical Hamiltonian map $\widehat{H}_{V}$ (4.5.14) yields the morphism of graded manifolds

$$
S \widehat{H}_{V}:\left(V \Pi, \mathcal{A}_{V V \Pi}\right) \rightarrow\left(V J^{1} Y, \mathcal{A}_{V V J^{1} Y}\right)
$$

given by the relations (4.5.15) and

$$
c_{\lambda}^{i}=\partial_{c} \partial_{\lambda}^{i} \mathcal{H}, \quad \bar{c}_{\lambda}^{i}=\partial_{\bar{c}} \partial_{\lambda}^{i} \mathcal{H} .
$$

If a Hamiltonian form $H$ is associated with $L$, a direct computation shows that the Hamiltonian graded form $H_{S}$ (9.6.11) is weakly associated with the Lagrangian $L_{S}$ (9.6.7), i.e.,

$$
\begin{aligned}
& S \widehat{L}_{V} \circ S \widehat{H}_{V} \circ S \widehat{L}_{V}=S \widehat{L}_{V} \\
& L_{S} \circ S \widehat{H}_{V}=\left(p_{i}^{\lambda} \partial_{\lambda}^{i}+\dot{p}_{i}^{\lambda} \dot{\partial}_{\lambda}^{i}+c_{i}^{\lambda} \frac{\partial}{\partial c_{i}^{\lambda}}+\bar{c}_{i}^{\lambda} \frac{\partial}{\partial \widehat{c}_{i}^{\lambda}}\right) \mathcal{H}_{S}-\mathcal{H}_{S}
\end{aligned}
$$

where the second equality takes place at points of the Lagrangian constraint space $\hat{L}\left(J^{1} Y\right)$.

The BRS invariance of the SUSY field theory can be extended to the above mentioned Lie supergroup $I S p(2)$ if a fibre bundle $Y \rightarrow X$ has affine transition functions (it is not necessarily an affine bundle). Almost all field models are of this type. In this case, the vertical tangent bundle admits the vertical splitting (1.1.13) with respect to the holonomic coordinates $\dot{y}^{i}$ on $V Y$ whose transition functions are independent of $y^{i}$. As a consequence, the transformation laws of the frames $\left\{\partial_{i}\right\}$ and $\left\{\dot{\partial}_{i}\right\}$ are the same, and so are the transformations laws of the coframes $\left\{c^{i}\right\}$ and $\left\{\vec{c}^{i}\right\}$. Then the graded vector fields

$$
\begin{align*}
& u_{\bar{Q}}=\bar{c}^{i} \partial_{i}-i \bar{y}^{i} \frac{\partial}{\partial c^{i}}, \quad u_{K}=c^{i} \frac{\partial}{\partial \bar{c}^{i}}, \quad u_{\bar{K}}=\bar{c}^{i} \frac{\partial}{\partial c^{i}}, \\
& u_{C}=c^{i} \frac{\partial}{\partial c^{i}}-\bar{c}^{i} \frac{\partial}{\partial \bar{c}^{i}} . \tag{9.6.14}
\end{align*}
$$

are globally defined on $V Y$. The graded vector fields (9.6.1) and (9.6.14) constitute the above-mentioned Lie superalgebra of the supergroup $\operatorname{ISp}(2)$ :

$$
\begin{align*}
& {\left[u_{Q}, u_{Q}\right]=\left[u_{\bar{Q}}, u_{\bar{Q}}\right]=\left[u_{\bar{Q}}, u_{Q}\right]=\left[u_{K}, u_{Q}\right]=\left[u_{\bar{K}}, u_{\bar{Q}}\right]=0,} \\
& {\left[u_{K}, u_{\bar{Q}}\right]=u_{Q}, \quad\left[u_{\bar{K}_{K}}, u_{Q}\right]=u_{\bar{Q}}, \quad\left[u_{K}, u_{\bar{K}}\right]=u_{C},}  \tag{9.6.15}\\
& {\left[u_{C}, u_{K}\right]=2 u_{K}, \quad\left[u_{C}, u_{\bar{K}}\right]=-2 u_{\bar{K}} .}
\end{align*}
$$

Similarly to (9.6.3), let us consider the jet prolongation of the graded vector fields (9.6.14) onto $V J^{1} Y$. Using the compact notation $u=u^{a} \partial_{a}$, we have the formula

$$
J^{1} u=u+d_{\lambda} u^{a} \partial_{a}^{\lambda}
$$

and, as a consequence, obtain

$$
J^{1} u_{\bar{Q}}=u_{\bar{Q}}+\bar{c}_{\lambda}^{i} \partial_{i}^{\lambda}-i \dot{y}_{\lambda}^{i} \frac{\partial}{\partial c_{\lambda}^{i}},
$$

$$
\begin{align*}
& J^{1} u_{K}=u_{K}+c_{\lambda}^{i} \frac{\partial}{\partial \bar{c}_{\lambda}^{i}}, \quad J^{1} u_{\bar{K}}=u_{\bar{K}}+\bar{c}_{\lambda}^{i} \frac{\partial}{\partial c_{\lambda}^{i}}  \tag{9.6.16}\\
& J^{1} u_{C}=u_{C}=c_{\lambda}^{i} \frac{\partial}{\partial c_{\lambda}^{i}}-\bar{c}_{\lambda}^{i} \frac{\partial}{\partial \bar{c}_{\lambda}^{i}}
\end{align*}
$$

It is readily observed that the SUSY-extended Lagrangian $L_{S}$ (9.6.7) is invariant under the transformations (9.6.16). The graded vector fields (9.6.3) and (9.6.16) make up the Lie superalgebra (9.6.15).

Graded vector fields (9.6.14) can give rise to $V \Pi$ by the formula

$$
\tilde{u}=u-(-1)^{\left[y^{a}\right] \mid\left(p_{b} \mid+\left[u^{b}\right]\right)} \partial_{a} u^{b} p_{b}^{\lambda} \frac{\partial}{\partial p_{a}^{\lambda}}
$$

(cf. (4.4.1)). We have

$$
\begin{align*}
& \tilde{u}_{\bar{Q}}=\partial_{\bar{c}}-i \dot{y}^{i} \frac{\partial}{\partial c^{i}}-i \dot{p}_{i}^{\lambda} \frac{\partial}{\partial c_{i}^{\lambda}}, \\
& \tilde{u}_{K}=c^{i} \frac{\partial}{\partial \bar{c}^{i}}+c_{i}^{\lambda} \frac{\partial}{\partial \bar{c}_{i}^{\lambda}}, \quad \tilde{u}_{\bar{K}}=\bar{c}^{i} \frac{\partial}{\partial c^{i}}+\bar{c}_{i}^{\lambda} \frac{\partial}{\partial c_{i}^{\lambda}},  \tag{9.6.17}\\
& \tilde{u}_{C}=c^{i} \frac{\partial}{\partial c^{i}}+c_{i}^{\lambda} \frac{\partial}{\partial c_{i}^{\lambda}}-\bar{c}^{i} \frac{\partial}{\partial \bar{c}^{i}}-\bar{c}_{i}^{\lambda} \frac{\partial}{\partial \bar{c}_{i}^{\lambda}} .
\end{align*}
$$

A direct computation shows that the BRS-extended Hamiltonian form $H_{S}(9.6 .11)$ is invariant under the transformations (9.6.17). Accordingly, the Lagrangian $L_{S H}$ (9.6.12) is invariant under the jet prolongation $J^{1} \tilde{u}$ of the graded vector fields (9.6.17). The graded vector fields (9.6.10) and (9.6.17) make up the Lie superalgebra (9.6.15).

With the graded vector fields (9.6.10) and (9.6.17), one can construct the corresponding graded currents $\left.\left.\tilde{\mathfrak{T}}_{u}=\tilde{u}\right\rfloor H_{S}=u\right\rfloor H_{S}$ (4.4.7). These are the graded ( $n-1$ )-forms

$$
\begin{aligned}
& \tilde{\mathfrak{T}}_{u_{Q}}=\left(c^{i} \dot{p}_{i}^{\lambda}-\dot{y}^{i} c_{i}^{\lambda}\right) \omega_{\lambda}, \quad \tilde{\mathfrak{T}}_{u_{\bar{Q}}}=\left(\bar{c}^{i} \dot{p}_{i}^{\lambda}-\dot{y}^{i} \bar{c}_{i}^{\lambda}\right) \omega_{\lambda}, \\
& \tilde{\mathfrak{T}}_{u_{K}}=-i c_{i}^{\lambda} c^{i} \omega_{\lambda}, \quad \tilde{\mathfrak{T}}_{u_{\bar{K}}}=i \bar{c}_{i}^{\lambda} \bar{c}^{i} \omega_{\lambda}, \quad \tilde{\mathfrak{T}}_{u_{C}}=i\left(\bar{c}_{i} c^{i}-\bar{c}^{i} c_{i}\right) \omega_{\lambda}
\end{aligned}
$$

on $V \Pi$. They form the Lie superalgebra (9.6.15) with respect to the product

$$
\left[\tilde{\mathfrak{T}}_{u}, \widetilde{\mathfrak{T}}_{u^{\prime}}\right]=\tilde{\mathfrak{T}}_{\left|u, u^{\prime}\right|} .
$$

The following construction is similar to that in the SUSY and BRS mechanics. Given a function $F$ on the Legendre bundle $\Pi$, let us consider the operators

$$
\begin{aligned}
& F_{\beta}=e^{\beta F} \circ \tilde{u}_{Q} \circ e^{-\beta F}=\tilde{u}_{Q}-\beta \partial_{c} F, \quad \beta>0 \\
& \bar{F}_{\beta}=e^{-\beta F} \circ \tilde{u}_{\bar{Q}} \circ e^{\beta F}=\tilde{u}_{\bar{Q}}+\beta \partial_{\bar{c}} F
\end{aligned}
$$

called the SUSY charges, which act on graded functions on $V \Pi$. These operators are nilpotent, i.e.,

$$
\begin{equation*}
F_{\mathcal{\beta}} \circ F_{\mathcal{\beta}}=0, \quad \bar{F}_{\beta} \circ \bar{F}_{\mathcal{\beta}}=0 . \tag{9.6.18}
\end{equation*}
$$

By the BRS-invariant extension of a function $F$ is meant the graded function

$$
F_{S}=-\frac{i}{\beta}\left(\bar{F}_{\beta} \circ F_{\beta}+F_{\beta} \circ \bar{F}_{\beta}\right) .
$$

We have the relations

$$
F_{\beta} \circ F_{S}-F_{S} \circ F_{\beta}=0, \quad \bar{F}_{\beta} \circ F_{S}-F_{S} \circ \bar{F}_{\beta}=0
$$

These relations together with the relations (9.6.18) provide the operators $F_{\beta}, \bar{F}_{\beta}$, and $F_{S}$ with the structure of the Lie superalgebra sl(1/1) [56]. In particular, let $F$ be a local Hamiltonian $\mathcal{H}$ in the expression (4.1.7). Then

$$
\mathcal{H}_{S}=-i\left(\bar{F}_{1} \circ F_{1}+F_{1} \circ \bar{F}_{1}\right)
$$

is exactly the local function $H_{S}$ in the expression (9.6.11). The similar splitting of a super-Hamiltonian is the corner stone of the SUSY mechanics [65, 191].

### 9.7 The Ne'eman-Quillen superconnection

In this Section, we consider the class of superconnections introduced by Y.Ne'eman in the physical literature [233, 234, 235] and by D.Quillen in the mathematical literature [218, 250]. The fibre bundles that they consider belong neither to above studied graded manifolds and bundles nor superbundles. Ne'eman-Quillen superconnections have been applied to computing the Chern character in $K$-theory (see below), to non-commutative geometry [237], BRST formalism [195] and some particle unification models (see below).

Let $X$ be an $N$-dimensional smooth manifold and $\wedge T^{*} X$ the exterior bundle. Let $E_{0}$, and $E_{1}$ be two vector bundles over $X$ of dimensions $n$ and $m$, respectively, One constructs the vector bundle

$$
\begin{equation*}
Q=\wedge T^{*} X \underset{X}{\otimes} E=\wedge T^{*} X \underset{X}{\otimes}\left(E_{0} \underset{X}{\ominus} E_{1}\right), \tag{9.7.1}
\end{equation*}
$$

called hereafter the body of an NQ -superbundle (see Definition 9.7.1 below) or simply an NQ -superbundle.

The typical fibre of the NQ -superbundle $Q$ is

$$
\begin{equation*}
V=\wedge \mathbb{R}^{N} \otimes\left(B_{0} \oplus B_{1}\right) \tag{9.7.2}
\end{equation*}
$$

where $B_{0}$ and $B_{1}$ are the typical fibres of the vector bundles $E_{0}$ and $E_{1}$ respectively. This typical fibre can be provided with the structure of the superspace $B^{n \mid m}$ over the Grassmann algebra $\Lambda=\wedge \mathbb{R}^{N}$. This is the graded envelope of the graded vector space $B=B_{0} \oplus B_{1}$, where $B_{0}$ and $B_{1}$ are regarded as its even and odd subspaces, respectively. The NQ -superbundle $Q$ inherits this gradation since transition functions of $E_{0}$ and $E_{1}$ are mutually independent, while the transition functions of $T^{*} X$ preserve the $\mathbb{Z}$-gradation of the Grassmann algebra $\wedge \mathbb{R}^{N}$.

Nevertheless, the NQ-superbundle (9.7.1) is not a supervector bundle over $X$ since its transition functions are not $\Lambda$-module morphisms. Obviously, one can think of the NQ -superbundle $Q$ as the tensor product of the vector bundle $E$ and the characteristic vector bundle $\wedge T^{*} X$ of the simple graded manifold ( $X, \mathfrak{V}_{X}^{*}$ ), where $\mathcal{D}_{X}^{*}$ is the sheaf of exterior forms on $X$. The vector bundle $\mathcal{V}_{E}$ of graded vector fields and the vector bundle $\mathcal{V}_{E}^{*}$ of graded 1 -forms (see Section 9.2 ) have a local structure of an NQ -superbundle (see local isomorphisms (9.2.12) and (9.2.28), respectively).

Let us denote by $Q(X)$ and $Q_{X}$ the space of global sections of the NQ -superbundle $Q$ and the sheaf of its sections, respectively. Of course, $Q(X)=Q_{X}(X)$. The space $Q(X)$ has the natural structure of a locally free $C^{\infty}(X)$-module, while $Q_{X}$ is the locally free sheaf of $C_{X}^{\infty}$-modules of rank $2^{N}(n+m)$. At the same time, bearing in mind that ( $X, \mathfrak{D}_{X}^{*}$ ) is a graded locally ringed space, one can provide $Q(X)=\mathfrak{V}^{*}(X) \otimes E(X)$ with the structure of the graded locally free $\mathfrak{D}^{*}(X)$-module, while

$$
Q_{X}=C_{X}^{\infty} \otimes \wedge \mathbb{R}^{N} \otimes B=\mathfrak{D}_{X}^{*} \otimes B
$$

can be seen as the graded locally free sheaf of $\mathcal{O}_{X}^{*}$-modules of rank $(n+m)$. We will denote $Q(X)$ and $Q_{X}$ endowed with the above mentioned structures by $\bar{Q}(X)$ and $\bar{Q}_{X}$, respectively.

Definition 9.7.1. The pair $\hat{Q}=(Q, \bar{Q}(X))$ (or the pair $\left.\left(Q, \bar{Q}_{X}\right)\right)$ is called an $N Q$-superbundle.

Given a trivialization domain $U \subset X$ of the vector bundle $E \rightarrow X$, let $\left\{c_{A}\right\}$ and $\left\{c_{i}\right\}$ be fibre bases for the vector bundles $E_{0}$ and $E_{1}$ over $U$, respectively. Then
every element $q$ of $\bar{Q}(X)$ reads

$$
q=q^{A} c_{A}+q^{i} c_{i}
$$

where $q^{A}, q^{i}$ are local exterior forms on $U$. An element $q$ is homogeneous, if its Grassmann degree is

$$
[q]=\left[q^{A}\right]=\left[q^{i}\right]+1, \quad\left[q^{A}\right]=\left|q^{A}\right| \bmod 2, \quad\left[q^{i}\right]=\left|q^{i}\right| \bmod 2 .
$$

Given another trivialization domain $U^{\prime} \subset X$ of $E$, the corresponding transition functions read

$$
\begin{equation*}
q^{\prime A}=\rho_{B}^{A} q^{B}, \quad q^{\prime i}=\rho_{j}^{i} q^{j}, \tag{9.7.3}
\end{equation*}
$$

where $\rho_{B}^{A}, \rho_{j}^{i}$ are local smooth functions on $U \cap U^{\prime}$. We call the triple ( $U ; q^{A}, q^{i}$ ) together with the transition functions (9.7.3) a splitting domain of the NQ-superbundle $\hat{Q}$.

A connection on the the NQ -superbundle ( $Q, \bar{Q}(X)$ ) can be defined in accordance with Definition (8.2.2). It is easily seen that, in the case of the ring $\mathcal{D}^{*}(X)$, the derivation $d^{1}$ in Proposition 8.1.6, is exactly the exterior differential $d$.

Definition 9.7.2. A connection on the $N Q$-superbundle ( $Q, \bar{Q}(X)$ ), called an $N Q$ superconnection, is defined as a morphism $\nabla: \bar{Q} \rightarrow \bar{Q}$ which obeys the Leibniz rule

$$
\begin{equation*}
\nabla(\phi q)=(d \phi) q+(-1)^{[f]} f \nabla(q), \quad \forall q \in \bar{Q}(X), \quad \forall \phi \in \mathfrak{D}^{*}(X) . \tag{9.7.4}
\end{equation*}
$$

It should be emphasized that an NQ -superconnection is defined as a connection on $\mathcal{D}^{*}(X)$-module $Q(X)$, but not on the $C^{\infty}(X)$-module $Q(X)$. Therefore, it is not an ordinary connection on the smooth vector bundle $Q \rightarrow X$.

The Leibniz rule (9.7.4) implies that an NQ -superconnection is an odd morphism. For instance, if $E \rightarrow X$ is a trivial bundle, we have the trivial NQ -superconnection $\nabla=d$. Let $\Gamma_{0}$ and $\Gamma_{1}$ be linear connections on the vector bundles $E_{0}$ and $E_{1}$, respectively, and $\Gamma_{0} \oplus \Gamma_{1}$ a linear connection on $E \rightarrow X$. Then the covariant differential $\nabla^{\Gamma}(2.2 .8)$ relative to the connection $\Gamma$ is an $N Q$-superconnection

$$
\begin{equation*}
\nabla^{\Gamma}(q)=d x^{\lambda} \wedge\left(\partial_{\lambda}-\Gamma\right)(q) . \tag{9.7.5}
\end{equation*}
$$

Given a splitting domain $U$, this superconnection reads

$$
\begin{equation*}
\nabla^{\Gamma}(q)=\left(d q^{A}-d x^{\lambda} \wedge \Gamma_{0 \lambda}{ }^{A}{ }_{B} q^{B}\right) c_{A}+\left(d q^{i}-d x^{\lambda} \wedge \Gamma_{1 \lambda^{i}}{ }_{j} q^{j}\right) c_{i} \tag{9.7.6}
\end{equation*}
$$

where $\Gamma_{0 \lambda}{ }^{A}{ }_{B}, \Gamma_{1 \lambda}{ }^{i}{ }_{j}$ are local functions on $U$ with the familiar transformation laws under the transition morphisms $\rho_{B}^{A}$ and $\rho_{j}^{i}$ of the vector bundles $E_{0}$ and $E_{1}$, respectively.

As it follows directly from the Leibniz rule (9.7.4), the NQ-superconnections on an NQ -superbundle constitute an affine space modelled over the $\mathfrak{O}^{*}(X)_{0}$-module End $(\bar{Q}(X))_{1}$ of odd degree endomorphisms of $\bar{Q}(X)$, i.e.,

$$
\begin{equation*}
\nabla^{\prime}=\nabla+L \tag{9.7.7}
\end{equation*}
$$

where $L$ is an odd element of $\operatorname{End}(\bar{Q}(X))$.
It is easy to see that the $\mathfrak{D}^{*}(X)$-module $\operatorname{End}(\bar{Q}(X))$ is a $C^{\infty}(X)$-module of sections of the vector bundle

$$
\wedge T^{*} X \underset{X}{\otimes} E \underset{X}{\otimes} E^{*} \rightarrow X .
$$

Given a splitting domain $U$ of the NQ-superbundle $\hat{Q}$, every element of $\operatorname{End}(\bar{Q}(X))$ is represented by a supermatrix function (or simply a supermatrix)

$$
L=\left(\begin{array}{ll}
L_{1} & L_{2}  \tag{9.7.8}\\
L_{3} & L_{4}
\end{array}\right)
$$

whose entries are local exterior forms on $U$. The transformation law of this supermatrix under the transition morphisms (9.7.3) is

$$
L^{\prime}=\hat{\rho} L \widehat{\rho}^{-1}
$$

where $\hat{\rho}$ is the $(n+m) \times(n+m)$ matrix

$$
\hat{\rho}=\left(\begin{array}{cc}
\rho_{B}^{A} & 0  \tag{9.7.9}\\
0 & \rho_{j}^{i}
\end{array}\right)
$$

whose entries are the transition functions $\rho_{B}^{A}$ and $\rho_{j}^{i}$.
Due to the relation (9.7.7), any $N Q$-superconnection on a splitting domain of the NQ-superbundle $\hat{Q}$ can be written in the form

$$
\begin{equation*}
\nabla=d+\vartheta \tag{9.7.10}
\end{equation*}
$$

where $\vartheta$ is a local odd supermatrix (9.7.9), i.e., entries of $\vartheta_{1}, \vartheta_{4}$ are exterior forms of odd degree, while those of $\vartheta_{2}, \vartheta_{3}$ are exterior forms of even degree. Obviously, the splitting (9.7.10) is not maintained under the transition morphisms (9.7.3), and we have the transformation law

$$
\vartheta^{\prime}=\hat{\rho} \vartheta \widehat{\rho}^{-1}-d \hat{\rho} \rho^{-1}
$$

where $d \hat{\rho}$ is the supermatrix whose entries are 1 -forms $d \rho_{B}^{A}$ and $d \rho_{j}^{i}$.
In accordance with Definition 8.2.4, the curvature of the NQ-superconnection $\nabla$ is the morphism

$$
\begin{equation*}
R=\nabla^{2}: \bar{Q} \rightarrow \bar{Q} \tag{9.7.11}
\end{equation*}
$$

For instance, the curvature of the trivial connection $\nabla=d$ is equal to zero. The curvature of the connection $\nabla^{\Gamma}(9.7 .6)$ is

$$
R(q)=\left(\begin{array}{cc}
\frac{1}{2} R_{\lambda \mu}{ }^{A}{ }_{B} d x^{\lambda} \wedge d x^{\mu} \wedge q^{B} c_{A} & 0  \tag{9.7.12}\\
0 & \frac{1}{2} R_{\lambda \mu}{ }^{i}{ }_{j} d x^{\lambda} \wedge d x^{\mu} \wedge q^{j} c_{\mathbf{i}}
\end{array}\right)
$$

where $R_{\lambda \mu}{ }^{A}{ }_{B}, R_{\lambda \mu}{ }^{i}{ }_{j}$ are the curvatures (2.4.2) of the linear connections $\Gamma_{0}$ and $\Gamma_{1}$, respectively. Given the local splitting (9.7.10) of an NQ-superconnection $\nabla$, its curvature (9.7.11) takes the local form

$$
\begin{equation*}
R=d(\vartheta)+\vartheta^{2} \tag{9.7.13}
\end{equation*}
$$

and has the transformation law $R^{\prime}=\widehat{\rho} R \widehat{\rho}^{-1}$ under the transition morphisms (9.7.3). It follows that the curvature of an NQ-superconnection is an even endomorphism of the $\mathfrak{D}^{*}(X)$-module $\bar{Q}(X)$.

Remark 9.7.1. The notions of an NQ-superbundle and an NQ-superconnection are extended in a straightforward manner to the case of a complex vector bundle $E \rightarrow X$ and the exterior algebra $\mathbb{C} \otimes \mathfrak{D}^{*}(X)$ of complex exterior forms on $X$.

Let us discuss briefly the following two applications of NQ-superconnections.
The first one is concerned with the unification models in particle physics (see $[195,233,234,256])$. Let $E_{0}$ be a vector bundle with a structure group $G$ treated as a group of internal symmetries in particle physics, e.g., $S U(2)$, while $E_{1} \rightarrow X$ is a linear bundle. Then the typical fibre of the NQ -superbundle $Q(9.7 .1)$ is the superspace $B^{n \mid 1}$. Let $A$ be an associated linear principal connection (6.1.24) on
$E_{0} \rightarrow X$, i.e., its components $A_{\lambda}^{p}$ are gauge potentials for the group $G$. Then one considers the NQ-superconnection which is a sum

$$
\nabla=\nabla^{A}+L
$$

of the superconnection $\nabla^{A}(q)(9.7 .5)$ and an even endomorphism

$$
L=\left(\begin{array}{cc}
0 & i \phi^{*} \\
i \phi & 0
\end{array}\right)
$$

where $\phi$ is a scalar field, treated as a Higgs field. The goal is that gauge potentials and a Higgs field are regarded on the same footing as components of the same NQsuperconnection. It should be emphasized that the authors of [195, 233, 234] follow the convention where the supermatrix multiplication reads

$$
\binom{A C}{D B}\binom{A^{\prime} C^{\prime}}{D^{\prime} B^{\prime}}=\left(\begin{array}{ll}
A \wedge A^{\prime}+(-1)^{\left|D^{\prime}\right|} C \wedge D^{\prime} & A \wedge C^{\prime}+(-1)^{\left|B^{\prime}\right|} C \wedge B^{\prime} \\
(-1)^{\left|A^{\prime}\right|} D \wedge A^{\prime}+B \wedge D^{\prime} & (-1)^{\left|C^{\prime}\right|} D \wedge C^{\prime}+B \wedge B^{\prime}
\end{array}\right)
$$

This matrix multiplication does not satisfy the relations (9.1.6), (9.1.7).
Another application addresses the computation of the Chern character [202, 218, 250]. Given an NQ-superbundle $Q$ (9.7.1), let us consider an NQ-superconnection

$$
\begin{equation*}
\nabla=\nabla^{\mathbf{r}}+t L \tag{9.7.14}
\end{equation*}
$$

where $\nabla^{\Gamma}$ is the superconnection (9.7.6), $L$ is an odd element of $\operatorname{End}(\bar{Q}(X)$ ), and $t$ is a real parameter. The curvature (9.7.11) of the connection (9.7.14) reads

$$
R=t^{2} L^{2}+t\left[\nabla^{\Gamma}, L\right]+\left(\nabla^{\Gamma}\right)^{2}
$$

where $\left(\nabla^{\Gamma}\right)^{2}$ is the curvature (9.7.12) of the NQ -superconnection $\nabla^{\Gamma}$ (9.7.6). Then we have

$$
\begin{equation*}
\mathrm{ch}_{\mathrm{t}}=\operatorname{Str}(\exp (R))=\sum_{k=0} \operatorname{Str}\left(\left(\nabla^{\boldsymbol{\Gamma}}+L\right)^{2 k}\right) \tag{9.7.15}
\end{equation*}
$$

This series converges since $R$ is a section of a bundle of finite-dimensional algebras over $X$. It is readily observed that

$$
\begin{equation*}
\operatorname{ch}_{t=0}=\operatorname{ch}\left(E_{0}\right)-\operatorname{ch}\left(E_{1}\right) \tag{9.7.16}
\end{equation*}
$$

where $\operatorname{ch}\left(E_{0}\right), \operatorname{ch}\left(E_{1}\right)$ are the Chern characters (6.7.18) of the complex vector bundles $E_{0}$ and $E_{1}$ (with accuracy to the customary factor $i / 2 \pi$ ). This is the Chern character
of the difference element $E_{0} \ominus E_{1}$ in the $K$-theory of complex vector bundles on a manifold $X[10,168]$ (see the relation (9.8.2) below). The key point is that the De Rham cohomology classes of the exterior forms $\mathrm{ch}_{t}$ (9.7.15) and $\mathrm{ch}_{t=0}$ (9.7.16) are the same. This fact issues from the following two assertions.

Proposition 9.7.3. Given an $N Q$-superconnection $\nabla$ and an odd endomorphism $T \in \operatorname{End}(\bar{Q}(X))$, one has

$$
\begin{equation*}
d(\operatorname{Str}(T))=\operatorname{Str}([\nabla, T]) \tag{9.7.17}
\end{equation*}
$$

Proof. Since the relation (9.7.17) is local, one can assume that $\nabla$ is split as in (9.7.10) and $T$ is a sum of supermatrices of the form $\phi_{k} T_{k}$ where $\phi_{k}$ is are exterior forms, while $T_{k}$ are constant supermatrices. Bearing in mind the relation (9.1.7), we have

$$
\operatorname{Str}\left(\left[d+\vartheta, \phi_{k} T_{k}\right]\right)=\operatorname{Str}\left(d \phi_{k} T_{k}\right)=d\left(\operatorname{Str}\left(\phi_{k} T_{k}\right)\right)
$$

QED
Let $T=R^{k}$, where $R$ is the curvature of the NQ -superconnection $\nabla$. Since $\operatorname{Str}\left(\left[\nabla, R^{k}\right]\right)=0$, we obtain from the relation (9.7.17) that the exterior form $\operatorname{Str}\left(R^{k}\right)$ is closed.

Proposition 9.7.4. [250]. Given the curvature $R$ of an NQ-superconnection $\nabla$, the De Rham cohomology class of the exterior form $\operatorname{Str}\left(R^{k}\right)$ is independent of the choice of the NQ -superconnection $\nabla$.

The coincidence of the De Rham cohomology classes of the forms $\mathrm{ch}_{t}$ (9.7.15) and $\mathrm{ch}_{t=0}$ (9.7.16) enables one to analyse the Chern character under the different choice of the supermatrix $L$ and the parameter $t$ in the expression (9.7.14).

### 9.8 Appendix. K-Theory

The characteristic classes discussed in Section 6.7 enable one to describe the equivalence classes of real or complex vector bundles of the same dimension. Let $\mathcal{C}(X)$ be the set of all equivalence classes of vector bundles over a manifold $X$. It is a
commutative monoid with respect to the Whitney sum $\oplus$, where the 0 -dimensional vector bundle plays the role of a zero element. The goal is to define the operation $\theta$.

Recall the following algebraic construction. Given a commutative monoid $A$, let us consider the quotient $K(A)$ of $A \times A$ with respect to the relation $(a, b) \approx\left(a^{\prime}, b^{\prime}\right)$ if there exists an element $p \in A$ such that

$$
a+b^{\prime}+p=b+a^{\prime}+p
$$

Then $K(A)$ is group, called the Grothendieck group of the monoid $A$. There is the homomorphism $k: A \rightarrow K(A)$ such that $k(a), a \in A$, is the equivalence class of the pair $(a, 0) \in A \times A$. The inverse element $-k(a)$ is the equivalence class of the pair $(0, a)$. Then any element $(a, b)$ of the group $K(A)$ can be represented as the difference $k(a)-k(b), a, b \in A$. It is easily seen that $k(a)=k(b)$ if and only if there exists an element $p \in A$ such that $a+p=b+p$.

Let us construct the Grothendieck group of the monoid $\mathcal{C}(X)$ of equivalence classes of vector bundles over a compact manifold $X[10,168]$. Let us denote $k(E)$, $E \in \mathcal{C}(X)$, simply by $[E]$. Then $[E]=\left[E^{\prime}\right]$ if an only if there is a vector bundle $F \rightarrow X$ such that $E \oplus F \approx E^{\prime} \oplus F$.

Theorem 9.8.1. Let $E$ be a vector bundle over a compact manifold $X$. There exists a vector bundle $E^{\prime}$ such that the Whitney sum $E \oplus E^{\prime}$ is a trivial vector bundle.

Corollary 9.8.2. $[E]=\left[E^{\prime}\right]$ in $K(X)$ if and only if $E \oplus I^{m} \approx E^{\prime} \oplus I^{m}$ for some trivial vector bundle $I^{m}$ over $X$.

It follows that vector bundles $E$ and $E^{\prime}$ belong to the same class in $K(X)$ only if they are of the same dimension, but need not be isomorphic. For example, $\left[T S^{2}\right]=$ $\left[I^{2}\right]=0 \in K\left(S^{2}\right)$, though the tangent bundle $T S^{2} \rightarrow S^{2}$ is not trivial. This example shows that the morphism $k: \mathcal{C}(X) \rightarrow K(X)$ is not an injection. It is an injection on equivalence classes of real vector bundles of dimension $m>\operatorname{dim} X$ and on the equivalence classes of complex vector bundles of dimension $m>\operatorname{dim} X / 2$.

There is another equivalence relation $\{E\}$ on the monoid $\mathcal{C}(X)$ of equivalence classes of vector bundles over $X$. We put $\{E\}=\left\{E^{\prime}\right\}$ if and only if there exist trivial vector bundles $I^{k}$ and $I^{p}$ such that $E \oplus I^{k} \approx E^{\prime} \oplus I^{p}$. These equivalence
classes constitute the group $\widetilde{K}(X)$ whose zero element includes all trivial vector bundles. There is an isomorphism $K(X)=\mathbb{Z} \oplus \widetilde{K}(X)$. For instance, if $X$ is a point, $K(X)=\mathbb{Z}$, while $\widetilde{K}(X)=0$.

Theorem 9.8.3. Let $X$ and $X^{\prime}$ be compact manifolds and manifold morphisms $f_{1}: X \rightarrow X^{\prime}$ and $f_{2}: X \rightarrow X^{\prime}$ are homotopic. Then $f_{1}$ and $f_{2}$ yield the same morphisms $K(X) \rightarrow K\left(X^{\prime}\right)$ and $\widetilde{K}(X) \rightarrow \widetilde{K}\left(X^{\prime}\right)$.

Let now $K_{C}(X)$ be the Grothendieck group of complex vector bundles over a compact manifold $X$. The Chern character (6.7.18) of these vector bundles defines the map

$$
\begin{equation*}
\operatorname{ch}: K_{C}(X) \rightarrow \bigoplus_{i \geq 0} H^{2 i}(X, \mathbb{Q}) \tag{9.8.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\operatorname{ch}\left([E]-\left[E^{\prime}\right]\right)=\operatorname{ch}(E)-\operatorname{ch}\left(E^{\prime}\right) . \tag{9.8.2}
\end{equation*}
$$

The morphism (9.8.1) leads to the isomorphism

$$
\widetilde{K}_{C}(X) \otimes \mathbb{Q}=\bigoplus_{i>0} H^{2 i}(X, \mathbb{Q})
$$

for complex vector bundles and to the isomorphism

$$
\widetilde{K}_{R}(X) \otimes \mathbb{Q}=\bigoplus_{i>0} H^{4 i}(X, \mathbb{Q})
$$

for real vector bundles.

## Chapter 10

## Connections in quantum mechanics

Quantum mechanics is a vast subject which can be studied from many different point of view. This Chapter is devoted to a few main examples of an application of connections to quantization of mechanical systems. These are linear connections on Kähler manifolds in geometric quantization, symplectic connections in the Fedosov deformation quantization, and Berry connections.

With respect to mathematical prerequisites, the reader is expected to be familiar with the basics of differential analysis on finite-dimensional complex manifolds (see, e.g., [177, 303]), geometry of Poisson and symplectic manifolds (see, e.g., [213, 299]), theory of Hilbert spaces and $C^{*}$-algebras [82]. By a Hilbert space throughout this Chapter is meant a complex Hilbert space.

### 10.1 Kähler manifolds modelled on Hilbert spaces

This Section provides a brief exposition of geometry of Kähler manifolds modelled on infinite-dimensional Hilbert spaces [61, 228]. These manifolds generalize the wellknown finite-dimensional Kähler manifolds [177, 303], and are particular Banach manifolds modelled on infinite-dimensional Banach spaces.

Let $E$ be a Hilbert space with a Hermitian form (.|.). Let $\bar{E}$ be the dual of $E$ and

$$
E \ni x \mapsto \bar{x} \in \bar{E}, \quad \bar{x}\left(x^{\prime}\right)=\left\langle x^{\prime} \mid x\right\rangle, \quad x^{\prime} \in E,
$$

the corresponding antilinear morphism. Let us consider the direct sum $E \oplus \bar{E}$. There exists its isomorphism, called the complex structure,

$$
\begin{equation*}
J: E \oplus \bar{E} \ni x+\bar{y} \mapsto i x-i \bar{y}=i x+\overline{(i y)} \in E \oplus \bar{E} \tag{10.1.1}
\end{equation*}
$$

such that $J^{2}=-$ Id. The spaces $E$ and $\bar{E}$ are eigenspaces of $J$ characterized by the eigenvalues $i$ and $-i$, respectively. There is the relation $\overline{J x}=J \bar{x}$.

The notion of holomorphic and antiholomorphic derivatives is extended to Hilbert spaces as follows.

Let $E$ and $H$ be Hilbert spaces, $U \subset E$ an open subset, and $f: U \rightarrow H$ a differentiable function between real Banach spaces $E$ and $H$. It means that, given a point $\zeta_{0} \in U$, there exists a continuous $\mathbb{R}$-linear map $l_{z_{0}}: E \rightarrow H$ such that

$$
f(z)=f\left(z_{0}\right)+l_{x_{0}}\left(z-z_{0}\right)+o\left(z-z_{0}\right), \quad z \in U .
$$

This condition can be reformulated as follows. There exist morphisms

$$
\begin{array}{ll}
a: E \rightarrow H, & a(z)=\frac{1}{2} l_{z_{0}}(z)-\frac{i}{2} l_{z_{0}}(i z), \\
b: \bar{E} \rightarrow H, & b(\bar{z})=\frac{1}{2} l_{z_{0}}(z)+\frac{i}{2} l_{z_{0}}(i z),
\end{array}
$$

such that

$$
\begin{equation*}
f(z)=f\left(z_{0}\right)+a\left(z-z_{0}\right)+b\left(\overline{z-z_{0}}\right)+o\left(z-z_{0}\right) . \tag{10.1.2}
\end{equation*}
$$

They define the $\mathbb{C}$-linear maps

$$
\begin{equation*}
\left(\partial_{z_{0}} f\right)(x+\bar{y})=a(x), \quad\left(\bar{\partial}_{z_{0}} f\right)(x+\bar{y})=b(\bar{y}) \tag{10.1.3}
\end{equation*}
$$

from $E \oplus \bar{E}$ to $H$. The $\mathbb{C}$-linear morphism

$$
\begin{equation*}
f_{z_{0}}^{\prime}: E \oplus \bar{E} \rightarrow H, \quad f_{z_{0}}^{\prime}=\partial_{z_{0}} f+\bar{\partial}_{z_{0}} f, \tag{10.1.4}
\end{equation*}
$$

is called a derivative of $f$ at a point $z_{0} \in U$. The higher order derivatives are defined in a similar way. Accordingly, a function $f$ between Hilbert spaces is said to be

- smooth if it is indefinitely differentiable,
- holomorphic if it is differentiable and $\bar{\partial}_{z} f=0$ for all $z \in E$,
- antiholomorphic if it is differentiable and $\partial_{z} f=0$ for all $z \in E$.

As in the finite-dimensional case, a holomorphic function is smooth and given by the Taylor series.

Let us consider a Hilbert manifold $\mathcal{P}$ modelled on a Hilbert space $E$. It has an atlas of charts $\left(U_{\iota}, \psi_{\iota}\right)$, where the morphisms $\psi_{\iota}$ take their values in the Hilbert space $E$, while the transition functions $\psi_{\zeta} \psi_{\iota}^{-1}$ from $\psi_{\iota}\left(U_{\iota} \cap U_{\zeta}\right) \subset E$ to $\psi_{\zeta}\left(U_{\iota} \cap U_{\zeta}\right) \subset E$ are smooth. Moreover, we will suppose that transition functions are holomorphic and, consequently, $\mathcal{P}$ is a holomorphic manifold. Tangent vectors to a holomorphic manifold $\mathcal{P}$ are defined by analogy with those to a finite-dimensional manifold. Given a point $z \in \mathcal{P}$, let us consider the pair $\left(v ;\left(U_{\iota}, \psi_{l}\right)\right)$ of a vector $v \in E$ and a chart $\left(U_{l} \ni z, \psi_{l}\right)$ of the holomorphic manifold $\mathcal{P}$. Two such pairs $\left(v ;\left(U_{\iota}, \psi_{l}\right)\right)$ and ( $v^{\prime} ;\left(U_{\zeta}, \psi_{\zeta}\right)$ ) are said to be equivalent if

$$
v^{\prime}=\partial_{\psi_{l}(z)}\left(\psi_{\varsigma} \psi_{l}^{-1}\right) v .
$$

The equivalence classes of the above mentioned pairs make up the holomorphic tangent space $T_{z} \mathcal{P}$ to the holomorphic manifold $\mathcal{P}$ at a point $z \in \mathcal{P}$. This tangent space is isomorphic to $E$ regarded as a topological vector space. The dual $\bar{T}_{z} \mathcal{P}$ of $T_{z} \mathcal{P}$ is called the antiholomorphic tangent space. The complex tangent space to the holomorphic manifold $\mathcal{P}$ at a point $z \in \mathcal{P}$ is the direct sum

$$
\mathcal{T}_{z} \mathcal{P}=T_{z} \mathcal{P} \oplus \bar{T}_{z} \mathcal{P}
$$

The complex tangent space $\mathcal{T}_{z}$ is provided with the involution operation

$$
v+\bar{u} \mapsto \bar{v}+u
$$

and the complex structure $J_{z}$. Every complex tangent vector $\vartheta \in \mathcal{T}_{z} \mathcal{P}$ is represented uniquely by a sum $\vartheta=v+\bar{u}$ of its holomorphic and antiholomorphic components. A complex tangent vector $\vartheta$ is called real if $\vartheta=\bar{\vartheta}$. The disjoint union of complex tangent spaces to the holomorphic manifold $\mathcal{P}$ is the complex tangent bundle $\mathcal{T} \mathcal{P}$ of $\mathcal{P}$. Its sections are called complex vector fields on $\mathcal{P}$. Complex vector fields on $\mathcal{P}$ constitute the locally free module $\mathcal{T}(\mathcal{P})$ over the ring $\mathbb{C}^{\infty}(\mathcal{P})$ of smooth complex functions on $\mathcal{P}$.

Accordingly, the dual $T_{z}^{*} \mathcal{P}$ of the complex tangent space $T_{z} \mathcal{P}$ is called the complex cotangent space to the holomorphic manifold $\mathcal{P}$ at a point $z \in \mathcal{P}$. Complex cotangent spaces make up the complex cotangent bundle $\mathcal{T}^{*} \mathcal{P}$ of $\mathcal{P}$. Its sections are complex 1 -forms which constitute the $\mathbb{C}^{\infty}(\mathcal{P})$-module $\mathfrak{V}^{1}(\mathcal{P})$. One can consider tensor products of complex tangent and cotangent bundles over $\mathcal{P}$. In particular,
complex exterior forms and the exterior differential $d$ acting on these forms are well defined on the holomorphic manifold $\mathcal{P}$.

Example 10.1.1. The differential $d f$ of a smooth function $f: \mathcal{P} \rightarrow \mathbb{C}$ is a complex 1 -form on $\mathcal{P}$. Let us denote its holomorphic and antiholomorphic parts by $\partial f$ and $\bar{\partial} f$, respectively. Given a complex tangent vector $\vartheta_{z}=v_{z}+\bar{u}_{z}$ at a point $z \in \mathcal{P}$, we have the relations

$$
\begin{aligned}
& \left\langle\vartheta_{z} \mid d f\right\rangle=f_{z}^{\prime}\left(\vartheta_{z}\right) \\
& \left\langle\vartheta_{z} \mid \partial f\right\rangle=\left\langle v_{z} \mid d f\right\rangle=\left(\partial_{z} f\right)\left(v_{z}\right) \\
& \left\langle\vartheta_{z} \mid \bar{\partial} f\right\rangle=\left\langle\bar{u}_{z} \mid d f\right\rangle=\left(\bar{\partial}_{z} f\right)\left(\bar{u}_{z}\right) .
\end{aligned}
$$

By a Hermitian metric on a holomorphic manifold $\mathcal{P}$ is meant a complex bilinear form $g$ on $\mathcal{T P}$ which obeys the conditions:

- $g\left(\vartheta_{z}, \nu_{z}\right)=0$ if complex tangent vectors $\vartheta_{z}, \nu_{z} \in T_{z} \mathcal{P}$ are simultaneously holomorphic or antiholomorphic;
- $g\left(\vartheta_{z}, \bar{\vartheta}_{z}\right)>0$ for any non-vanishing complex tangent vector $\vartheta_{z} \in T_{z} \mathcal{P}$;
- the bilinear form $g_{z}(.,$.$) defines a topology in the complex tangent space T_{z} \mathcal{P}$ which is equivalent to its Hilbert space topology.

As an immediate consequence of this definition, we obtain

$$
\begin{aligned}
& \overline{g\left(\vartheta_{z}, \nu_{z}\right)}=g\left(\bar{\vartheta}_{z}, \bar{\nu}_{z}\right), \\
& g\left(J \vartheta_{z}, J \nu_{z}\right)=g\left(\vartheta_{z}, \nu_{z}\right) .
\end{aligned}
$$

Example 10.1.2. Let $\mathcal{P}=E$ be a Hilbert space. The Hermitian form 〈.|.) on $E$ defines uniquely the following constant Hermitian metric on $E \oplus \bar{E}$ :

$$
\begin{align*}
& g:(E \oplus \bar{E}) \times(E \oplus \bar{E}) \rightarrow \mathbb{C}  \tag{10.1.5}\\
& g\left(\vartheta_{1}, \vartheta_{2}\right\rangle=\left\langle v_{1} \mid u_{2}\right\rangle+\left\langle v_{2} \mid u_{1}\right\rangle
\end{align*}
$$

for all complex vectors $\vartheta_{1}=v_{1}+\bar{u}_{1}$ and $\vartheta_{2}=v_{2}+\bar{u}_{2}$. Conversely, every Hermitian metric on $E$ provides $E$ with a Hermitian form.

Definition 10.1.1. The pair ( $\mathcal{P}, g$ ) of a holomorphic manifold $\mathcal{P}$ and a Hermitian metric $g$ on $\mathcal{P}$ is called a Hermitian manifold.

Given a Hermitian manifold ( $\mathcal{P}, g$ ), let us define a non-degenerate exterior 2-form $\omega$ on $\mathcal{P}$, given by the equality

$$
\begin{equation*}
\omega\left(\vartheta_{z}, \nu_{z}\right)=g\left(J \vartheta_{z}, \nu_{z}\right) \tag{10.1.6}
\end{equation*}
$$

for any point $z \in \mathcal{P}$ and any pair of complex tangent vectors $\vartheta_{z}, \nu_{z} \in T_{z} \mathcal{P}$. The exterior form $\omega$ is called the fundamental form of the Hermitian metric $g$. It satisfies the relations

$$
\begin{aligned}
& \overline{\omega\left(\vartheta_{z}, \nu_{z}\right)}=\omega\left(\bar{\vartheta}_{z}, \bar{\nu}_{z}\right), \\
& \omega\left(J_{z} \vartheta_{z}, J_{z} \nu_{z}\right)=\omega\left(\vartheta_{z}, \nu_{z}\right) .
\end{aligned}
$$

Definition 10.1.2. A Hermitian metric $g$ on the holomorphic manifold $\mathcal{P}$ is called a Kähler metric if $d w=0$, i.e., its fundamental form is a symplectic form. The ( $\mathcal{P}, g$ ) is said to be a Kähler manifold.

Example 10.1.3. Let $\mathcal{P}=E$ be a Hilbert space in Example 10.1 .2 together with the Hermitian metric $g$ (10.1.5). The corresponding fundamental form (10.1.6) on $E \oplus \bar{E}$ reads

$$
\begin{equation*}
\omega\left(\vartheta_{1}, \vartheta_{2}\right)=i\left\langle v_{1} \mid u_{2}\right\rangle-i\left\langle v_{2} \mid u_{1}\right\rangle \tag{10.1.7}
\end{equation*}
$$

for all complex vectors $\vartheta_{1}=v_{1}+\bar{u}_{1}$ and $\vartheta_{2}=v_{2}+\bar{u}_{2}$. It is constant on $E$, and $d \omega=0$. Therefore, $g(10.1 .5)$ is a Kähler metric.

In accordance with Definition 8.2.2, a connection $\nabla$ on a Hermitian manifold $\mathcal{P}$ is defined as a morphism

$$
\nabla: \mathcal{T}(\mathcal{P}) \rightarrow \mathfrak{D}^{1}(\mathcal{P}) \otimes \mathcal{T}(\mathcal{P})
$$

which obeys the Leibniz rule

$$
\nabla(f \vartheta)=d f \otimes \vartheta+f \nabla(\vartheta), \quad f \in \mathbb{C}^{\infty}(\mathcal{P}), \quad \vartheta \in \mathcal{T}(\mathcal{P}) .
$$

Similarly, a connection is introduced on any $\mathbb{C}^{\infty}(\mathcal{P})$-module, e.g., on the structure module $T(\mathcal{P})$ of a tensor bundle $T$ over the holomorphic manifold $\mathcal{P}$. Let us denote
the holomorphic and antiholomorphic parts of $\nabla$ by $D$ and $\bar{D}$, respectively. Given a complex vector field $\vartheta=v+\bar{u}$ on $\mathcal{P}$, we have the relations

$$
\begin{aligned}
& \nabla_{\vartheta}=D_{\vartheta}+\bar{D}_{\vartheta}, \\
& D_{\vartheta}=\nabla_{v}, \quad \bar{D}_{\vartheta}=\bar{\nabla}_{\bar{u}}, \\
& D_{J_{\vartheta}}=i D_{\vartheta}, \quad \bar{D}_{J_{\vartheta}}=-i \bar{D}_{\vartheta} .
\end{aligned}
$$

If $f$ is a smooth complex function on a holomorphic manifold $\mathcal{P}$, then $\nabla f=d f$. There are the equalities

$$
\begin{aligned}
& (\nabla \nabla f)\left(\vartheta_{z}, \nu_{z}\right)=(\nabla \nabla f)\left(\nu_{z}, \vartheta_{z}\right), \\
& (D D f)\left(\vartheta_{z}, \nu_{z}\right)=(D D f)\left(\nu_{z}, \vartheta_{z}\right), \\
& (\overline{D D} f)\left(\vartheta_{z}, \nu_{z}\right)=(\overline{D D})\left(\nu_{z}, \vartheta_{z}\right), \\
& (\bar{D} D f)\left(\vartheta_{z}, \nu_{z}\right)=(D \bar{D} f)\left(\nu_{z}, \vartheta_{z}\right) .
\end{aligned}
$$

Given a Hermitian manifold ( $\mathcal{P}, g$ ), there always exists a metric connection on $\mathcal{P}$ such that the covariant differential $\nabla g$ vanishes everywhere on $\mathcal{P}$. We have the equality

$$
\overline{\nabla_{\vartheta} \nu}=\nabla_{\bar{\vartheta}} \bar{\nu}
$$

for any pair of complex vector fields $\vartheta$ and $\nu$ on $\mathcal{P}$. If $(\mathcal{P}, g)$ is a Kähler manifold, then $\nabla \omega=0$ and $\nabla J=0$, where $J$ is regarded as a section of the tensor bundle $\mathcal{T} \cdot \mathcal{P} \otimes \mathcal{T} \mathcal{P}$.
Example 10.1.4. Let a Hilbert space $E$ be regarded as a Kähler manifold with the Kähler metric $g$ (10.1.5). The metric connection on $E$ is trivial, and $D=\partial, \bar{D}=\bar{\partial}$.

A Kähler metric $g$ and its fundamental form $\omega$ on a holomorphic manifold $\mathcal{P}$ define the isomorphisms

$$
\begin{align*}
& g^{b}: \mathcal{T P} \ni v \mapsto v j g \in \mathcal{T}^{*} \mathcal{P},  \tag{10.1.8}\\
& \left.\omega^{b}: \mathcal{T P} \ni v \mapsto v\right\rfloor \omega \in \mathcal{T}^{*} \mathcal{P} . \tag{10.1.9}
\end{align*}
$$

Let us denote by $g^{\sharp}$ and $\omega^{\sharp}$ the inverse isomorphisms $\mathcal{T}^{*} \mathcal{P} \rightarrow \mathcal{T P}$. They have the properties

$$
\begin{aligned}
& \left.\left.g^{\sharp}(\phi)\right\rfloor \sigma=g^{\sharp}(\sigma)\right\rfloor \phi, \quad \phi, \sigma \in \mathcal{T}^{*} \mathcal{P}, \\
& \left.\left.\omega^{\sharp}(\phi)\right\rfloor \sigma=-\omega^{\sharp}(\sigma)\right\rfloor \phi, \\
& g^{\sharp}=J \omega^{\sharp}, \quad \omega^{\sharp}=-J g^{\sharp} .
\end{aligned}
$$

If $\nabla$ is a metric connection on $\mathcal{P}$, then

$$
\nabla g^{\sharp}=0, \quad \nabla \omega^{\sharp}=0,
$$

where $g^{\sharp}$ and $\omega^{\sharp}$ are regarded as sections of the tensor bundle $\tau^{*} \mathcal{P} \otimes \mathcal{T}$.
In particular, every smooth complex function $f$ on the Kähler manifold ( $\mathcal{P}, g$ ) defines:

- the complex vector field

$$
\begin{equation*}
g^{\mathbb{\sharp}}(d f)=g^{\sharp}(\bar{\partial} f)+g^{\sharp}(\partial f), \tag{10.1.10}
\end{equation*}
$$

where $g^{\sharp}(\bar{\partial} f)$ and $g^{\sharp}(\partial f)$ are its holomorphic and antiholomorphic parts, respectively;

- complex Hamiltonian vector field

$$
\begin{equation*}
\omega^{\sharp}(d f)=-J\left(g^{\sharp}(d f)\right)=-i g^{\sharp}(\bar{\partial} f)+i g^{\sharp}(\partial f) . \tag{10.1.11}
\end{equation*}
$$

In conclusion, let us consider the important example of a projective Hilbert space $P E$ made up by the complex 1-dimensional subspaces of a Hilbert space $E$. This is a holomorphic manifold which possesses the following standard atlas. Given a non-zero element $x \in E$, let us denote by x a point of $P E$ such that $x \in \mathrm{x}$. Then any normalized element $h \in E,\|h\|=1$, defines a chart $\left(U_{h}, \psi_{h}\right)$ of the projective Hilbert space $P E$ such that

$$
\begin{equation*}
U_{h}=\{\mathrm{x} \in P E:\langle x \mid h\rangle \neq 0\}, \quad \psi_{h}(\mathrm{x})=\frac{x}{\langle x \mid h\rangle}-h . \tag{10.1.12}
\end{equation*}
$$

The image of $U_{h}$ in the Hilbert space $E$ is the subspace

$$
\begin{equation*}
E_{h}=\{z \in E:\langle z \mid h\rangle=0\} . \tag{10.1.13}
\end{equation*}
$$

Conversely, the inverse image $\psi_{h}^{-1}(z)$ of any element $z \in E_{h}$ is an element in $U_{h}$ such that $z+h \in \psi_{h}^{-1}(z)$. The set of the charts $\left\{\left(U_{h}, \psi_{h}\right)\right\}$ is a holomorphic atlas of the projective Hilbert space $P E$. In particular, given a point $\rho \in P E$, one can choose the centred chart $E_{h}, h \in \mathrm{x}$, such that $\psi_{h}(\mathrm{x})=0$.

The projective Hilbert space $P E$ admits a unique Hermitian metric $g$ such that the corresponding distance function on $P E$ is

$$
\begin{equation*}
\rho\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\sqrt{2} \arccos \left(\left|\left\langle x \mid x^{\prime}\right\rangle\right|\right), \tag{10.1.14}
\end{equation*}
$$

where $x, x^{\prime}$ are normalized elements of $E$. This is a Kähler metric, called the FubiniStudi metric. Given a local chart ( $U_{h}, \psi_{h}$ ), this metric reads

$$
g\left(\vartheta_{1}, \vartheta_{2}\right)=\frac{\left\langle v_{1} \mid u_{2}\right\rangle+\left\langle v_{2} \mid u_{1}\right\rangle}{1+\|z\|^{2}}-\frac{\left\langle z \mid u_{2}\right\rangle\left\langle v_{1} \mid z\right\rangle+\left\langle z \mid u_{1}\right\rangle\left\langle v_{2} \mid z\right\rangle}{\left(1+\|z\|^{2}\right)^{2}}, \quad z \in E_{h},(10.1 .15)
$$

for any complex tangent vectors $\vartheta_{1}=v_{1}+\bar{u}_{1}$ and $\vartheta_{2}=v_{2}+\bar{u}_{2}$ in $T_{z} P E$. The corresponding fundamental form is given by the expression

$$
\begin{equation*}
\omega\left(\vartheta_{1}, \vartheta_{2}\right)=i \frac{\left.\left\langle v_{1} \mid u_{2}\right\rangle-\left\langle v_{2}\right| u_{1}\right)}{1+\|z\|^{2}}-i \frac{\left.\left.\left(z\left|u_{2}\right\rangle\left\langle v_{1}\right| z\right)-\langle z| u_{1}\right)\left\langle v_{2}\right| z\right)}{\left(1+\|z\|^{2}\right)^{2}} . \tag{10.1.16}
\end{equation*}
$$

Written in the coordinate chart centred at a point $z=0$, the expressions (10.1.15) and (10.1.16) come to the expressions (10.1.5) and (10.1.7), respectively.

### 10.2 Geometric quantization

There are three main approaches to quantization of Poisson and symplectic systems of classical mechanics. These are Berezin's quantization, geometric quantization and deformation quantization.

Let $(Z,\{., .\}$,$) be a finite-dimensional Poisson manifold. The ring C^{\infty}(Z)$ of real smooth functions on $Z$ is provided with the structure of a Poisson algebra $\mathcal{A}(Z)$ with respect to the Poisson bracket

$$
\begin{equation*}
\left(f, f^{\prime}\right) \mapsto\left\{f, f^{\prime}\right\}, \quad f, f^{\prime} \in C^{\infty}(Z) \tag{10.2.1}
\end{equation*}
$$

Recall that, in local canonical coordinates ( $q^{i}, p_{i}$ ) on $Z$, the Poisson bracket reads

$$
\left\{f, f^{\prime}\right\}=\partial^{i} f \partial_{i}^{\prime}-\partial_{i} f \partial^{i} f^{\prime}
$$

The Poisson algebra $\mathcal{A}(Z)$ describes a classical Poisson system. Its quantization implies an assignment of a Hermitian operator $\bar{f}$ to each element $f \in \mathcal{A}$ such that Dirac's condition

$$
\begin{equation*}
\left[\widehat{f}, \hat{f}^{\prime}\right]=-i \hbar\left\{\widehat{f, f^{\prime}}\right\} \tag{10.2.2}
\end{equation*}
$$

holds. The above mentioned Berezin's, geometric and deformation quantizations suggest different variants of such an assignment.

In our book, we are concerned with geometric quantization and deformation quantization (see the next Section) which involve different types of connections.

We refer the reader to $[182,282,309]$ for the basics of the geometric quantization technique. Our exposition is concentrated to the role of connections in this technique. We will start from the following particular model.

Let $M$ be an $m$-dimensional manifold. Its cotangent bundle $T^{*} M$ is endowed with the canonical symplectic form

$$
\begin{equation*}
\Omega=d p_{i} \wedge d q^{i} \tag{10.2.3}
\end{equation*}
$$

written with respect to holonomic coordinates $\left(q^{i}, p_{i}=\dot{q}_{i}\right)$ on $T^{*} M$. Let us consider the trivial bundle

$$
\begin{equation*}
T^{*} M \times \mathbb{C} \rightarrow T^{*} M \tag{10.2.4}
\end{equation*}
$$

It can be provided with the linear connection

$$
\begin{equation*}
\Gamma=d p_{j} \otimes \partial^{j}+d q^{j} \otimes\left(\partial_{j}-2 \pi i p_{j} c \partial_{c}\right) \tag{10.2.5}
\end{equation*}
$$

where $c$ is a coordinate of $\mathbb{C}$. The curvature form (2.4.2) of this connection is

$$
\begin{equation*}
R=-2 \pi i c \Omega \tag{10.2.6}
\end{equation*}
$$

where we omit $\partial_{c}$ for the sake of simplicity. Given a function $f$ in the Poisson algebra $\mathcal{A}\left(T^{*} M\right)$, let us consider the following first order differential operator on sections $s$ of the fibre bundle (10.2.4):

$$
\begin{equation*}
\widehat{f}(s)=\left(\nabla_{\vartheta_{f}}-2 \pi i f\right) s=\left(\partial^{j} f\left(\partial_{j}+2 \pi i p_{j}\right)-\partial_{j} f \partial^{j}-2 \pi i f\right) s \tag{10.2.7}
\end{equation*}
$$

where $\nabla_{\vartheta_{f}}$ is the covariant derivative relative to the connection $\Gamma$ (10.2.5) along the Hamiltonian vector field

$$
\begin{aligned}
& \left.\vartheta_{f}\right\rfloor \Omega=-d f \\
& \vartheta_{f}=\partial^{i} f \partial_{i}-\partial_{i} f \partial^{i}
\end{aligned}
$$

for the function $f$. Then we obtain Dirac's condition

$$
\begin{equation*}
\hat{f} \circ \hat{g}-\hat{g} \circ \hat{f}=\{\widehat{f, g}\} \tag{10.2.8}
\end{equation*}
$$

for all $f, g \in \mathcal{A}\left(T^{*} M\right)$. This equality is the corollary of the particular form (10.2.6) of the curvature of the connection $\Gamma$.

Remark 10.2.1. Using standard geometric terms, we will follow Dirac's relation (10.2.8). To restart Dirac's relation (10.2.2) with physical coefficients, one should choose the connection

$$
\Gamma=d p_{j} \otimes \partial^{j}+d q^{j} \otimes\left(\partial_{j}+\frac{i}{\hbar} p_{j} c \partial_{c}\right)
$$

and write the operator

$$
\widehat{f}(s)=-i \hbar\left(\nabla_{v_{f}}+\frac{i}{\hbar} f\right) s .
$$

Now we generalize the above construction to an arbitrary symplectic manifold $(Z, \Omega)$. Let us consider a complex line bundle $\zeta: C \rightarrow Z$ coordinated by ( $\left.z^{\mu}, c\right)$. This is a fibre bundle with the structure group $U(1)$ (see Section 6.7). We denote by $C_{0}$ its subbundle with the typical fibre $\mathbb{C}_{0}=\mathbb{C} \backslash\{0\}$ and with the same structure group. Let

$$
\begin{equation*}
\Gamma=d z^{\mu} \otimes\left(\partial_{\mu}+\Gamma_{\mu} c \partial_{c}\right) \tag{10.2.9}
\end{equation*}
$$

be a linear connection on the fibre bundles $C \rightarrow Z$ and $C_{0} \rightarrow Z$. The corresponding covariant differential on sections $s$ of these fibre bundles reads

$$
\nabla s=\nabla_{\mu} s d z^{\mu}=\left(\partial_{\mu} s-\Gamma_{\mu} s\right) d z^{\mu} .
$$

Let us consider the complex 1 -form

$$
\begin{equation*}
\alpha=\frac{1}{2 \pi i}\left(\frac{d c}{c}-\Gamma_{\mu} d z^{\mu}\right) \tag{10.2.10}
\end{equation*}
$$

on the fibre bundle $C_{0} \rightarrow Z$. It is readily observed that

$$
d \alpha=-\frac{1}{\pi i c} R
$$

where

$$
\begin{aligned}
& R=\frac{1}{2} R_{\nu \mu} d z^{\nu} \wedge d z^{\mu}, \\
& R_{\nu \mu}=\left(\partial_{\nu} \Gamma_{\mu}-\partial_{\mu} \Gamma_{\nu}\right) c,
\end{aligned}
$$

is the curvature 2 -form of the connection $\Gamma$, and

$$
\left.\nabla_{u} s=2 \pi i(u\rfloor\left(s^{*} \alpha\right)\right) s
$$

for an arbitrary vector field $u$ on $Z$ and any section $s$ of $C_{0} \rightarrow Z$. It follows that the symplectic manifold $Z$ admits a complex 2 -form $\omega$ such that the pull-back form $\zeta^{*} \omega$ on $C_{0}$ coincides with $d \alpha$, i.e.,

$$
\begin{equation*}
d \alpha=\zeta^{*} \omega \tag{10.2.11}
\end{equation*}
$$

This form $\omega$ is given by the coordinate expression

$$
\omega=-\frac{1}{2 \pi i} \partial_{\nu} \Gamma_{\mu} d z^{\nu} \wedge d z^{\mu}
$$

It is closed, but not necessarily exact because $\Gamma_{\mu} d z^{\mu}$ is not a 1-form on $Z$ in general.
Let $g$ be a Hermitian fibre metric in fibre bundles $C$ and $C_{0}$. This metric is said to be invariant with respect to a linear connection $\Gamma$ (10.2.9) if

$$
u\rfloor d\left(g\left(s, s^{\prime}\right)\right)=g\left(\nabla_{u} s, s^{\prime}\right)+g\left(s, \nabla_{u} s^{\prime}\right)
$$

for an arbitrary vector field $u$ on $Z$ and any sections $s, s^{\prime}$ of the complex line bundle $C \rightarrow Z$.

Proposition 10.2.1. Given a linear connection $\Gamma$ on the complex line bundle $C$, this fibre bundle admits a $\Gamma$-invariant Hermitian fibre metric $g$ if and only if the exterior form $2 \pi i(\alpha-\bar{\alpha})$ on $C_{0}$ is exact. Then the metric $g$ is given by the relation

$$
\begin{equation*}
2 \pi i(\alpha-\bar{\alpha})=d \ln (g(c, c)) \tag{10.2.12}
\end{equation*}
$$

If a connection $\Gamma$ on the complex line bundle $C$ obeys the conditions of Proposition 10.2 .1 , then the form $(\Gamma+\bar{\Gamma}) / c$ is exact, and the 2 -form $\omega$ in the expression (10.2.11) is real, i.e.,

$$
\zeta^{*}(\omega-\bar{\omega})=d(\alpha-\bar{\alpha})=0
$$

It means that $\omega$ is a presymplectic form on $Z$.
Let us assume that the complex line bundle $C$ admits a linear connection $\Gamma$ (10.2.9), called an admissible connection, such that $\omega=\Omega$, i.e., the curvature $R$ of this connection satisfies the relation (10.2.6). Then, by virtue of Proposition 10.2.1, there exists a $\Gamma$-invariant Hermitian fibre metric in $C$. For instance, if $\Gamma$ is the connection (10.2.5), the corresponding $\Gamma$-invariant fibre metric reads

$$
\begin{equation*}
g(c, c)=c \bar{c} \tag{10.2.13}
\end{equation*}
$$

Let $\Gamma$ be an admissible connection. Following the expression (10.2.7), one can assign to any function $f \in \mathcal{A}(Z)$ the differential operator $\hat{f}$ on sections $s$ of the complex line bundle $C$ in accordance with the formula

$$
\begin{equation*}
\hat{f}(s) \stackrel{\text { def }}{=}\left(\nabla_{\vartheta},-2 \pi i f\right) s, \tag{10.2.14}
\end{equation*}
$$

called the Kostant-Souriau formula. The operators (10.2.14) obey Dirac's condition (10.2.8) for all elements $f, g$ of the Poisson algebra $\mathcal{A}(Z)$.

A criteria of the existence of an admissible connection is based on the fact that the Chern form $c_{1}$ (6.7.11) of this connection is

$$
\begin{equation*}
c_{1}=\frac{i}{2 \pi} F=\frac{i}{2 \pi c} R=\Omega . \tag{10.2.15}
\end{equation*}
$$

Since, this is a representative of an integral cohomology class in the De Rham cohomology group $H^{2}(Z)$, the complex line bundle $C \rightarrow Z$ over a symplectic manifold ( $Z, \Omega$ ) has an admissible connection if and only if the symplectic form $\Omega$ belongs to an integral De Rham cohomology class. For instance, the canonical symplectic form (10.2.3) on $T^{*} M$ is exact, i.e., has the zero De Rham cohomological class.

Definition 10.2.2. A complex line bundle $C \rightarrow Z$ over a symplectic manifold $(Z, \Omega)$ is called a prequantization bundle if its Chern form $c_{1}$ coincides with the symplectic form $\Omega$.

It should be emphasized that the procedure of constructing the prequantization bundle is only the first step of geometric quantization. The operators $\hat{f}$ (10.2.14) act in the subspace of smooth functions of the Hilbert space $L^{2}\left(Z, \mu_{\mathrm{L}}\right)$ of complex functions on $Z$, which are square-integrable with respect to the Liouville measure

$$
\begin{equation*}
d \mu_{\mathrm{L}}=\frac{1}{(2 \pi)^{m}} \prod_{i=1}^{m} d p_{i} \wedge d q^{i}, \quad 2 m=\operatorname{dim} Z . \tag{10.2.16}
\end{equation*}
$$

However, this representation of the Poisson algebra $\mathcal{A}(Z)$ fails to be satisfactory (cf. Proposition 10.2.3 below). For instance, we have a non-conventional operator

$$
\vec{q}^{j}=-\partial^{j}+2 \pi i q^{j}
$$

(10.2.14) assigned to the local function $f=q^{j}$.

The second step of geometric quantization consists in the following. Let $(Z, \Omega)$ be a symplectic manifold. By a polarization is meant a maximal involutive distribution $\mathbf{T} \subset T Z$ such that

$$
\Omega(\vartheta, v)=0, \quad \forall \vartheta, v \in \mathrm{~T}_{z}, \quad z \in Z .
$$

This term also stands for the algebra $\mathcal{T}_{\Omega}$ of sections of the distribution $\mathbf{T}$. We denote by $\mathcal{A}_{T}$ the subalgebra of the Poisson algebra $\mathcal{A}(Z)$ which consists of the functions $f$ such that

$$
\left[\vartheta_{f}, \mathcal{T}_{\Omega}\right] \subset \mathcal{T}_{\Omega}
$$

Elements of this subalgebra only are quantized.
Let the symplectic form $\Omega$ on a manifold $Z$ belongs to an integer cohomology class of the De Rham cohomology group $H^{2}(Z)$. Let $C \rightarrow Z$ be the complex line bundle whose Chern class $c_{1}$ coincides with the cohomology class of $\Omega$. By $\mathcal{D}$ we denote the complex vector bundle of half-densities $\rho$ over $Z$ whose transformation law is

$$
\rho^{\prime}=\left|\operatorname{det}\left(\frac{\partial z^{\prime \mu}}{\partial z^{\nu}}\right)\right|^{1 / 2} \rho
$$

(see [309] for a detailed exposition). Given an admissible connection $\Gamma$ and the corresponding $\Gamma$-invariant Hermitian metric $g$ in $C$, the prequantization formula (10.2.14) is extended to sections $s \otimes \rho$ of the fibre bundle $C \otimes \mathcal{D} \rightarrow Z$ as follows:

$$
\begin{align*}
& \hat{f}(s \otimes \rho)=\left(\nabla_{\vartheta_{f}}-2 \pi i f\right)(s \otimes \rho)=(\hat{f} s) \otimes \rho+s \otimes \mathbf{L}_{\vartheta_{f}} \rho,  \tag{10.2.17}\\
& \nabla_{\vartheta_{f}}(s \otimes \rho)=\left(\nabla_{\vartheta_{f}} s\right) \otimes \rho+s \otimes \mathbf{L}_{\vartheta_{f}} \rho,
\end{align*}
$$

where

$$
\mathbf{L}_{\vartheta^{\prime}} \rho=\frac{1}{2} \partial_{\mu}\left(\vartheta_{f}^{\mu} \rho\right)
$$

is the Lie derivative. It is readily observed that the operators (10.2.17) obey Dirac's condition (10.2.8). Let us denote by $\mathcal{H}_{Z}$ the set of sections $q$ of the fibre bundle $C \otimes \mathcal{D} \rightarrow Z$ such that

$$
\nabla_{\vartheta} q=0, \quad \forall \vartheta \in \mathcal{T}_{\Omega} .
$$

Proposition 10.2.3. For any function $f \in \mathcal{A}_{\mathcal{T}}$ and an arbitrary section $q \in \mathcal{H}_{Z}$, the relation

$$
\begin{equation*}
\hat{f} q \in \mathcal{H}_{z} \tag{10.2.18}
\end{equation*}
$$

holds.
Thus, we have a representation of the algebra $\mathcal{A}_{\tau}$ in the space $\mathcal{H}_{Z}$. Therefore, by quantization of a function $f \in \mathcal{A}_{\mathcal{T}}$ is meant the restriction of the operator $\widehat{f}$ (10.2.17) to $\mathcal{H}_{z}$.

It should be emphasized that the space $\mathcal{H}_{Z}$ does not necessarily exist. If $Z$ is a compact manifold without a boundary, the Hermitian form

$$
\begin{equation*}
\left\langle s_{1} \otimes \rho_{1} \mid s_{2} \otimes \rho_{2}\right\rangle=\frac{i^{m^{2}}}{\pi^{m}} \int_{Z} g\left(s_{1}, s_{2}\right) \rho_{1} \bar{\rho}_{2} \tag{10.2.19}
\end{equation*}
$$

brings $\mathcal{H}_{Z}$ into a pre-Hilbert space. Its completion is called a quantum Hilbert space $H_{Z}$, and the operators $i \hat{f}$ in this Hilbert space are Hermitian.

Now we will consider geometric quantization of holomorphic manifolds, e.g., a projective Hilbert space. As was shown, a projective Hilbert space admits a standard complex line bundle, and we have a standard procedure of prequantization of this space.

Let $Z$ be an $m$-dimensional holomorphic manifold and $C \rightarrow Z$ a complex line bundle equipped with complex coordinates ( $c, z^{j}, \bar{z}^{j}$ ). It means that the coordinate transition functions on $Z$ obey the condition

$$
\frac{\partial z^{\prime i}}{\partial \bar{z}^{k}}=\frac{\partial \bar{z}^{\prime i}}{\partial z^{k}}=0 .
$$

Let us assume that the complex line bundle $C$ admits a linear connection

$$
\Gamma=d z^{i} \otimes\left(\partial_{\mathbf{i}}+\Gamma_{\mathbf{i}} c \partial_{c}\right)+d \bar{z}^{\mathbf{i}} \otimes\left(\bar{\partial}_{\mathbf{i}}-\bar{\Gamma}_{\mathbf{i}} c \partial_{c}\right)
$$

with the curvature form

$$
R=-2 \pi i c \Omega
$$

where $\Omega$ is a non-degenerate real 2 -form on $Z$. It implies that the manifold $Z$ is provided with a symplectic structure, given by the symplectic form $\Omega$, and with a $\Gamma$-invariant Hermitian fibre metric $g$. With respect to the local complex canonical coordinates ( $\bar{z}^{j}, \overline{\mathrm{z}}^{j}$ ), the above mentioned symplectic form reads

$$
\Omega=2 i \sum_{j} d z^{j} \wedge d \overline{\mathrm{z}}^{j},
$$

while the Hermitian metric $g$ is given by the expression (10.2.13). Therefore, geometric quantization of a holomorphic manifold is similar to that of a real symplectic manifold if complex and real canonical coordinates are connected with each other by the relations

$$
z^{j}=\frac{1}{2}\left(p_{j}+i q^{j}\right), \quad \overline{\mathrm{z}}^{j}=\frac{1}{2}\left(p_{j}-i q^{j}\right)
$$

The holomorphic manifold $Z$ has the canonical polarization

$$
\mathbf{T}=\{v \in T Z: J v=-i v\}
$$

whose sections $\vartheta \in \mathcal{T}_{\Omega}$ are complex vector fields $\vartheta=\bar{\vartheta}^{i} \bar{\partial}_{i}$ on $Z$. We use the notation

$$
\begin{array}{ll}
\partial_{i}=\frac{\partial}{\partial z^{i}}, & \bar{\partial}_{i}=\frac{\partial}{\partial \bar{z}^{i}}, \\
d=\partial+\bar{\partial}, & \partial=d z^{i} \partial_{i}, \quad \bar{\partial}=d \bar{z}^{i} \bar{\partial}_{i} .
\end{array}
$$

As in the case of a real symplectic manifold, let us consider the subalgebra $\mathcal{A}_{T}$ of the Poisson algebra $\mathcal{A}(Z)$ which consists of smooth complex functions $f$ on $Z$ such that

$$
\left[\vartheta_{f}, \mathcal{T}_{\Omega}\right] \subset \mathcal{T}_{\Omega}
$$

where

$$
\vartheta_{f}=\frac{1}{2 i} \sum_{j}\left(-\bar{\partial}_{j} f \partial_{j}+\partial_{j} f \bar{\partial}_{j}\right)
$$

is the Hamiltonian vector field for a function $f$. It is readily observed that holomorphic functions on $Z$ do not belong to $\mathcal{A}_{T}$.

To construct the representation space of the algebra $\mathcal{A}_{T}$, we take the sections $s$ of the complex line bundle $C \rightarrow Z$ such that

$$
\nabla_{\vartheta} s=0, \quad \vartheta \in \mathcal{T}_{\Omega}
$$

i.e., $\left(\bar{\partial}_{i}+\Gamma_{i}\right) s=0$, and the holomorphic sections

$$
\rho=\rho_{1 \ldots m} d z^{1} \wedge \cdots \wedge d z^{m}
$$

of the cotangent bundle $T^{*(m, 0)} \rightarrow Z$. Let

$$
\begin{equation*}
q=s \otimes \rho=s \rho_{1 \ldots m} d z^{1} \wedge \cdots \wedge d z^{m} \tag{10.2.20}
\end{equation*}
$$

be sections of the tensor product $C \underset{Z}{\otimes} T^{*(m, 0)}$. Then the operator

$$
\begin{equation*}
\hat{f}(s \otimes \rho)=\left(\nabla_{\vartheta_{f}}-2 \pi i f\right)(s) \otimes \rho+s \otimes \mathbf{L}_{\vartheta_{f}} \rho \tag{10.2.21}
\end{equation*}
$$

can be assigned to any function $f \in \mathcal{A}_{\tau}$. With respect to local complex canonical coordinates, this operator reads

$$
\widehat{f}(s \otimes \rho)=\left(-\frac{1}{2 i} \sum_{k} \bar{\partial}_{k} f\left(\partial_{k}-\Gamma_{k}-2 \pi i f\right) s\right) \otimes \rho+s \otimes\left(-\frac{1}{2 i} \sum_{k} \partial_{k}\left(\rho \bar{\partial}_{k} f\right)\right) .
$$

The operators (10.2.21) obey Dirac's condition (10.2.8).
If $Z$ is a compact manifold without a boundary, sections (10.2.20) form a preHilbert space $\mathcal{H}_{Z}$ with respect to the scalar product (10.2.19). The operators $\hat{f}$ (10.2.21) fulfill the relation (10.2.18), and they are anti-Hermitian in $\mathcal{H}_{z}$. If $Z$ is not compact, one chooses the pre-Hilbert space $\mathcal{H}_{Z}$ of sections $q$ (10.2.20) such that the expression (10.2.19) is finite. However, the operators $\hat{f}(10.2 .21)$ in this space fail to be bounded and symmetrical.

We have a standard procedure of geometric quantization if there is an imbedding of a holomorphic manifold $Z$ to a Hilbert space.

Let $Z$ be an $m$-dimensional holomorphic manifold provided with a symplectic form $\Omega$, and $C \rightarrow Z$ a complex line bundle over $Z$. As before, by $H_{Z}$ is meant the completion of the above mentioned space $\mathcal{H}_{Z}$ of sections $q$ (10.2.20) which provide the finite values of the expression (10.2.19). This is a Hilbert space. Let $\Psi=$ $\left\{\left(U_{\iota}, s_{\iota}, z_{\iota}^{k}\right)\right\}$ be an atlas of the fibre bundle $C \otimes T^{*(m, 0)}$, where $z_{\iota}^{k}$ are local complex canonical coordinates on $Z$ and $s_{\iota}$ are holomorphic bases for the complex line bundie $C \rightarrow Z$ such that $s_{\iota} \bar{s}_{\iota}=1$. The corresponding fibre bases for $C \otimes T^{*(m, 0)}$ are $s_{\iota} \otimes d z_{\iota}^{1} \wedge \cdots \wedge d z_{\iota}^{m}$. Let us assume that, for all points $z_{1}, z_{2} \in Z$, there exist sections $q_{1}, q_{2} \in H_{Z}:$

$$
\begin{array}{lll}
q_{j}\left(z_{1}\right)=q_{\jmath \iota}\left(z_{1}\right) s_{\iota} \otimes d z_{1}^{1} \wedge \cdots \wedge d z_{1}^{m}, & z_{1} \in U_{\iota}, & j=1,2, \\
q_{j}\left(z_{2}\right)=q_{j \kappa}\left(z_{2}\right) s_{\kappa} \otimes d z_{2}^{1} \wedge \cdots \wedge d z_{2}^{m}, & z_{2} \in U_{\kappa}, &
\end{array}
$$

such that

$$
\begin{equation*}
\operatorname{det}\binom{q_{1 \iota}\left(z_{1}\right) q_{1 \kappa}\left(z_{2}\right)}{q_{2 \iota}\left(z_{1}\right) q_{2 \kappa}\left(z_{2}\right)} \neq 0 \tag{10.2.22}
\end{equation*}
$$

This condition is independent of a choice of the above mentioned atlas $\Psi$.

Theorem 10.2.4. There is the functional

$$
\begin{equation*}
K_{\iota}(x, z)=K_{\kappa \iota}(x, z) s_{\kappa} \otimes d x^{1} \wedge \cdots \wedge d x^{m} \tag{10.2.23}
\end{equation*}
$$

such that

$$
q_{\iota}(z)=\left\langle q(.) \mid K_{\iota}(., z)\right\rangle=\frac{i^{m^{2}}}{\pi^{m}} \int q(x) \overline{K_{\iota}(x, z)}
$$

The functional (10.2.23) is a reproducing kernel with the properties:

- $K_{\iota}(z, z)>0$,
- $\overline{K_{\kappa \iota}(x, z)}=K_{\iota \kappa}(z, x)$,
- $K_{\kappa \iota}(x, z)=\left\langle K_{\iota}(., z) \mid K_{\kappa}(., x)\right\rangle$.

It defines the mapping

$$
\begin{equation*}
\mathcal{K}: Z \supset U_{\iota} \ni z \mapsto K_{\iota}(., z) \in H_{Z} \tag{10.2.24}
\end{equation*}
$$

By the assumption (10.2.22), $K_{\iota}\left(., z_{1}\right) \neq \lambda K_{\kappa}\left(., z_{2}\right), \lambda \in \mathbb{C}$, whenever $z_{1}, z_{2} \in Z$. It follows that the mapping (10.2.24) is an inclusion of $Z$ into the projective Hilbert space $P H_{Z}$. This inclusion is a manifold imbedding if $\mathcal{K}$ is of constant rank. Let us denote

$$
\begin{equation*}
\xi_{z}=\mathcal{K}(z)=K_{\iota}(., z) \in H_{Z} \tag{10.2.25}
\end{equation*}
$$

Using the properties of the reproducing kernel (10.2.23), one can observe that the vectors $\xi_{z}, z \in Z$, constitute a reproducing system which provides the decomposition of the identity operator in the Hilbert space $H_{Z}$ with respect to the Liouville measure (10.2.16), i.e., one can think of the vectors $(10.2 .25)$ as being coherent states $[4,242]$.

Thus, we come to projective Hilbert spaces described in the previous Section. Since a projective Hilbert space admits the canonical complex line bundle (see (10.2.26) below), we have the following standard procedure of its quantization.

Let $E$ be a Hilbert space and PE the corresponding projective Hilbert space. For the sake of simplicity, $E$ is assumed to be a separable Hilbert space. Let us consider the fibre bundle

$$
\begin{equation*}
C=\{(z, \mathrm{z}) \in E \times P E: z \in \mathrm{z}\} \tag{10.2.26}
\end{equation*}
$$

together with the corresponding projections $\zeta: C \rightarrow P E$ and $\pi: C \rightarrow E$. It is called the universal line bundle. There is its subbundle

$$
C_{0}=E \backslash\{0\} \rightarrow P E, \quad \pi: z \rightarrow \mathrm{z}
$$

with the typical fibre $\mathbb{C} \backslash\{0\}$. Let $\left(U_{h}, \psi_{h}\right)$ be a chart (10.1.12) of the projective Hilbert space $P E$. Recall that its image in $E$ is the subspace $E_{h}$ (10.1.13). We provide this chart with the following coordinate system. Let us take the orthonormal basis $\left\{h, e_{k}\right\}, k=1, \ldots, \operatorname{dimE}-1$, for the Hilbert space $E$. Then $\left\{e_{k}\right\}$ is an orthonormal basis for its subspace $E_{h}$, while the coordinates $z_{h}^{k}$ with respect to this basis are the coordinates on the above mentioned chart of the projective Hilbert space PE. The projective Hilbert space $P E$ is provided with the Fubini-Studi metric (10.1.15) and with the corresponding fundarmental form $\omega$ (10.1.16) which reads

$$
\omega=-i \sum_{j, k}\left(\frac{\delta^{j k}}{1+\|z\|^{2}}-\frac{z^{j} \bar{z}^{k}}{\left(1+\|z\|^{2}\right)^{2}}\right), \quad\|z\|^{2}=\sum_{k} z^{k} \bar{z}^{k} .
$$

The universal line bundle (10.2.26) has the connection

$$
\Gamma=d z^{j} \otimes\left(\partial_{j}+2 \pi \frac{\bar{z}^{j}}{1+\|z\|^{2}} c \partial_{c}\right)+d \bar{z}^{j} \otimes\left(\bar{\partial}_{j}-2 \pi \frac{z^{j}}{1+\|z\|^{2}} c \partial_{c}\right),
$$

which preserves the Hermitian fibre metric (10.2.13) in $C$ and satisfies the condition

$$
R=-2 \pi i c \omega \text {. }
$$

Now let $Z$ be a holomorphic manifold and $\mathcal{K}$ its inclusion into the projective Hilbert space $P E$. Then the above manifested standard procedure of geometric quantization of $Z$ consists in the following. Let us propose that the pull-back form $\mathcal{K}^{*} \omega$ on $Z$ is non-degenerate, i.e., this is a symplectic form. Then one can consider the pull-back line bundle $\mathcal{K}^{*} C$ over $Z$. This line bundle admits the pull-back connection $\mathcal{K}^{*} \Gamma$ with the curvature form $-2 \pi i c \mathcal{K}^{*} \omega$, i.e., $\mathcal{K}^{*} C$ is a prequantization bundle.

### 10.3 Deformation quantization

There are well-known quantum groups and algebras which are deformations of ordinary Lie groups and Lie algebras [171, 176, 209]. The method of deformation of algebraic structures can also be applied to quantization, called deformation quantization, of the Poisson algebra on a symplectic manifold. Symplectic connections play an important role in this quantization procedure.

Let $(Z, \Omega)$ be a finite-dimensional symplectic manifold and $C^{\infty}(Z)$ the ring of smooth functions on $Z$ which is also the Poisson algebra $\mathcal{A}(Z)$ with respect to the Poisson bracket (10.2.1). By deformation quantization of $\mathcal{A}(Z)$ is meant a new operation of multiplication of functions $f * f^{\prime}$ and a new commutator $\{.,$.$\} . which$ depend on a real parameter $\gamma$ such that, when $\gamma \rightarrow 0$, the operation $f * f^{\prime}$ reduces to the usual multiplication of functions, while $\{.,$.$\} . comes to the Poisson bracket$ [26, 84, 148]. One can think of the parameter $\gamma$ as being Planck's constant.

We will start from the following general notion of deformation.
Definition 10.3.1. Let $B$ a $C^{\infty}(Z)$-valued $\mathbb{R}$-bilinear form on the $\mathbb{R}$-vector space $C^{\infty}(Z)$. By its formal deformation is meant the formal series

$$
\begin{equation*}
B_{\gamma}\left(f, f^{\prime}\right)=\sum_{r=0}^{\infty} \gamma^{r} C_{r}\left(f, f^{\prime}\right), \tag{10.3.1}
\end{equation*}
$$

where $\gamma \geq 0$ is a real parameter, $C_{0}\left(f, f^{\prime}\right)=B\left(f, f^{\prime}\right)$, and $C_{\tau}\left(f, f^{\prime}\right)$ are $C^{\infty}(Z)$ valued bilinear forms on $C^{\infty}(Z)$.

We will deal with the following two variants of the bilinear form $B$ :

- the familiar pointwise multiplication of functions $B\left(f, f^{\prime}\right)=f f^{\prime}$, whose deformation

$$
\begin{equation*}
B_{\gamma}\left(f, f^{\prime}\right)=f *_{\gamma} f^{\prime}=f f^{\prime}+\sum_{r=1}^{\infty} \gamma^{r} C_{\mathbf{r}}\left(f, f^{\prime}\right) \tag{10.3.2}
\end{equation*}
$$

is associative, but not necessarily commutative;

- the Poisson bracket $B\left(f, f^{\prime}\right)=\left\{f, f^{\prime}\right\}$, whose deformation

$$
\begin{equation*}
B_{\gamma}\left(f, f^{\prime}\right)=\left\{f, f^{\prime}\right\} \bullet=\left\{f, f^{\prime}\right\}+\sum_{r=1}^{\infty} \gamma^{r} S_{r}\left(f, f^{\prime}\right) \tag{10.3.3}
\end{equation*}
$$

has a Lie algebra structure.
The deformation (10.3.1) is called associative deformation of the $\mathbb{R}$-algebra $C^{\infty}(Z)$, while the deformation (10.3.3) is said to be Lie deformation of the Poisson bracket $\{.$, \}.

Note that every associative deformation $f * f^{\prime}$ defines the Lie deformation

$$
\begin{equation*}
\left\{f, f^{\prime}\right\} *=\frac{i}{\gamma}\left(f * f^{\prime}-f^{\prime} * f\right) . \tag{10.3.4}
\end{equation*}
$$

An associative deformation must satisfy the condition

$$
\begin{align*}
& \left(f_{1} *_{\gamma} f_{2}\right) *_{\gamma} f_{3}-f_{1} *_{\gamma}\left(f_{2} *_{\gamma} f_{3}\right)=\sum_{k=1}^{\infty} \gamma^{k} D_{k}\left(f_{1}, f_{2}, f_{3}\right)=0,  \tag{10.3.5}\\
& D_{k}\left(f_{1}, f_{2}, f_{3}\right)=\sum_{s+r=k_{1}, r \geq 0} C_{r}\left(C_{s}\left(f_{1}, f_{2}\right), f_{3}\right)-C_{r}\left(f_{1}, C_{s}\left(f_{2}, f_{3}\right)\right), \tag{10.3.6}
\end{align*}
$$

i.e., $D_{k}\left(f_{1}, f_{2}, f_{3}\right)=0$ for all $k=1,2, \ldots$. This condition is phrased in terms of the Hochshild cohomology.

Remark 10.3.1. Recall briefly the notion of the Hochshild cohomology (see, e.g., [299]). Let $A$ be an associative $\mathbb{R}$-algebra. One defines $p$-cochains as $p$-linear maps $C: \stackrel{p}{\otimes} A \rightarrow A$, and introduces their homomorphisms

$$
\begin{align*}
& (\partial C)\left(a_{0}, \ldots, a_{p}\right)=a_{0} C\left(a_{1}, \ldots, a_{p}\right)+  \tag{10.3.7}\\
& \quad \sum_{i=0}^{p-1}(-1)^{i+1} C\left(a_{0}, \ldots, a_{i} a_{i+1}, \ldots, a_{p}\right)+(-1)^{p+1} C\left(a_{0}, \ldots, a_{p+1}\right) a_{p} .
\end{align*}
$$

It is readily observed that $\partial^{2}=0$. The cohomology of the corresponding cochain complex is called the Hochshild cohomology.

Turn to the expression (10.3.6). If $E_{k}\left(f_{1}, f_{2}, f_{3}\right)$ denotes the sum of the terms with indices $s, r \geq 1$ in its right-hand side, this expression takes the form

$$
\begin{equation*}
D_{k}\left(f_{1}, f_{2}, f_{3}\right)=E_{k}\left(f_{1}, f_{2}, f_{3}\right)-\left(\partial C_{k}\right)\left(f_{1}, f_{2}, f_{3}\right), \tag{10.3.8}
\end{equation*}
$$

where $\partial$ is the operator (10.3.7). Then one can obtain associative deformation in the framework of the following recurrence procedure. Let us assume that there are 2cochains $C_{\mathbf{i}}\left(f, f^{\prime}\right), i \leq k$, such that $D_{i}=0$ for all $i \leq k$. We need a cochain $C_{k+1}$ such that $D_{k+1}=0$. It should be emphasized that $E_{k+1}$ depends only on $C_{i \leq k}$, and one can show that, if $D_{i \leq k}=0$, then $\partial E_{k+1}=0$, i.e., $E_{k+1}$ is a 3-cocycle. If this cocycle is a coboundary, i.e., it belongs to the zero element of the Hochshild cohomology group $H_{\mathrm{H}}^{3}\left(C^{\infty}(Z)\right)$, then a desired cochain $C_{k+1}$ can be found. Therefore, if the Hochshild cohomology group $H_{\mathbf{H}}^{3}\left(C^{\infty}(Z)\right)$ vanishes, the associative deformation exists. For
instance, associative deformation exists on a symplectic manifold [78]. Note that, in order to start the requirency procedure from $D_{1}=0$, one can choose

$$
C_{1}\left(f, f^{\prime}\right)=\lambda\left\{f, f^{\prime}\right\},
$$

where $\lambda$ is a constant (see the Moyal product below).
Similarly, one can examine the existence of the Lie deformation (10.3.3), where

$$
S_{r}\left(f, f^{\prime}\right)+S_{r}\left(f^{\prime}, f\right)=0 .
$$

Any Lie deformation must satisfy the Jacobi identity

$$
\begin{align*}
& \left\{f_{1},\left\{f_{2}, f_{3}\right\}_{\bullet}\right\}_{*}+\left\{f_{2},\left\{f_{3}, f_{1}\right\}_{\mathbf{*}}\right\}_{*}+\left\{f_{3},\left\{f_{1}, f_{2}\right\}_{\mathbf{*}}\right\}_{*}=  \tag{10.3.9}\\
& \quad \sum_{k=1}^{\infty} T_{k}\left(f_{1}, f_{2}, f_{3}\right)=0, \\
& T_{k}\left(f_{1}, f_{2}, f_{3}\right)=\sum_{r+s=k, s, r \geq 0}\left[S_{r}\left(f_{1}, S_{s}\left(f_{2}, f_{3}\right)\right)+\right.  \tag{10.3.10}\\
& \left.\quad S_{r}\left(f_{2}, S_{s}\left(f_{3}, f_{1}\right)\right)+S_{\mathbf{r}}\left(f_{3}, S_{s}\left(f_{1}, f_{2}\right)\right)\right] .
\end{align*}
$$

If $Q_{k}\left(f_{1}, f_{2}, f_{3}\right)$ denotes the sum of the terms with indices $s, r \geq 1$ in the right-hand side of the expression (10.3.10), this expression takes the form

$$
\begin{equation*}
S_{k}\left(f_{1}, f_{2}, f_{3}\right)=Q_{k}\left(f_{1}, f_{2}, f_{3}\right)-\left(\tilde{\partial} S_{k}\right)\left(f_{1}, f_{2}, f_{3}\right), \tag{10.3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(\widetilde{\partial} S_{k}\right)\left(f_{1}, f_{2}, f_{3}\right)=\left[\left\{f_{1}, S_{k}\left(f_{2}, f_{3}\right)\right\}+\left\{f_{2}, S_{k}\left(f_{3}, f_{1}\right)\right\}+\left\{f_{3}, S_{k}\left(f_{1}, f_{2}\right)\right\}\right]+ \\
& \quad\left[S_{k}\left(f_{1},\left\{f_{2}, f_{3}\right\}\right)+S_{k}\left(f_{2},\left\{f_{3}, f_{1}\right\}\right)+S_{k}\left(f_{3},\left\{f_{1}, f_{2}\right\}\right)\right]
\end{aligned}
$$

is the coboundary operator ( $\tilde{\partial}^{2}=0$ ) for the Chevalley-Eilenberg cohomology (see Section 14.2). Therefore, Lie deformation can also be constructed by a recurrence procedure. Let us assume that there are 2 -cochains $S_{\mathbf{i}}\left(f, f^{\prime}\right), i \leq k$, such that $T_{\mathbf{i}}=0$ for all $i \leq k$. We need a cochain $S_{k+1}$ such that $T_{k+1}=0$. The term $Q_{k+1}$ in the right-hand side of the expression (10.3.11) depends only on $S_{i \leq k}$, and one can show that, if $T_{i \leq k}=0$, then $Q_{k+1}$ is a 3-cocycle. Therefore, if the Chevalley-Eilenberg cohomology group $H_{C E}^{3}\left(C^{\infty}(Z)\right)$ vanishes, then the Lie deformation exists.

In particular, let $Z=\mathbb{R}^{2 m}$ be provided with the coordinates ( $Q^{i}, P_{i}$ ) and the corresponding canonical symplectic form. Of course, both the Hochshild cohomology
and the Chevalley-Eilenberg cohomology for this space vanish. Let us consider the operator

$$
f \stackrel{\leftrightarrow}{P} f^{\prime}=\left\{f, f^{\prime}\right\}, \quad f, f^{\prime} \in C^{\infty}\left(\mathbb{R}^{2 m}\right)
$$

We have the associative deformation

$$
\begin{equation*}
f * f^{\prime}=f \exp \left[\frac{-i \gamma}{2} \stackrel{\rightharpoonup}{P}\right] f^{\prime} \tag{10.3.12}
\end{equation*}
$$

called the Moyal product $[145,167]$. The Moyal product (10.3.12) defines the corresponding Lie deformation (10.3.3).

The following construction, called the Fedosov deformation, generalizes the Moyal product to any symplectic manifold [102, 103]. The main ingredient in this construction is a connection on a symplectic manifold.

Let $Z$ be a $2 m$-dimensional symplectic manifold coordinated by $\left(z^{\lambda}\right)$ and provided with the symplectic form

$$
\Omega=\frac{1}{2} \Omega_{\alpha \beta} d z^{\alpha} \wedge d z^{\beta}
$$

Definition 10.3.2. A formal Weyl algebra $\mathcal{A}_{z}$ over the tangent space $T_{z} Z$ is the associative algebra with a unit whose elements are the formal sums

$$
\begin{equation*}
a(y, \gamma)=\sum_{2 k+r \geq 0} \gamma^{k} a_{k, \alpha_{1} \ldots \alpha_{r}} y^{\alpha_{1}} \cdots y^{\alpha_{r}} \tag{10.3.13}
\end{equation*}
$$

where $y^{\mu}=\dot{z}^{\mu}$ are holonomic coordinates on the tangent space $T_{z} Z$. The algebra $\mathcal{A}_{z}$ is provided with the Weyl product

$$
\begin{align*}
& a \circ a^{\prime}=\left.\exp \left[-\frac{i \gamma}{2} \Omega^{\alpha \beta}(z) \frac{\partial}{\partial y^{\alpha}} \frac{\partial}{\partial y^{\prime \beta}}\right] a(y, \gamma) a^{\prime}\left(y^{\prime}, \gamma\right)\right|_{y=y^{\prime}}=  \tag{10.3.14}\\
& \quad \sum_{k=0}^{\infty}\left(-\frac{i \gamma}{2}\right)^{k} \frac{1}{k!} \Omega^{\alpha_{1} \beta_{1}}(z) \cdots \Omega^{\alpha_{k} \beta_{k}}(z) \frac{\partial^{k} a}{\partial^{\alpha_{1}} \cdots \partial^{\alpha_{k}}} \frac{\partial^{k} a^{\prime}}{\partial^{\beta_{1}} \cdots \partial^{\beta_{k}}} .
\end{align*}
$$

Of course, this definition is independent of a coordinate system. The disjoint union of the Weyl algebra $\mathcal{A}_{z}, z \in Z$, is the Weyl algebra bundle $A \rightarrow Z$ whose sections read

$$
\begin{equation*}
a(z, y, \gamma)=\sum_{2 k+r \geq 0} \gamma^{k} a_{k, \alpha_{1} \ldots \alpha_{r}}(z) y^{\alpha_{1}} \cdots y^{\alpha_{r}} \tag{10.3.15}
\end{equation*}
$$

where $a_{k, \alpha_{1} \ldots \alpha_{r}}(z)$ are sections of the tensor bundles $\stackrel{\vee}{\vee} Z$. The set $\mathcal{A}$ of sections (10.3.15) is also an associative algebra with respect to the fibrewise multiplication (10.3.14). Its unit element is $a(z, y, \gamma)=1$. The centre $\mathcal{Z}$ of the algebra $\mathcal{A}$ consists of the elements

$$
\begin{equation*}
a=\sum_{k=0}^{\infty} \gamma^{k} a_{k}(z) \tag{10.3.16}
\end{equation*}
$$

independent of coordinates $y^{\lambda}$. There is a filtration $\mathcal{A} \supset \mathcal{A}_{1} \supset \cdots$ in the algebra $\mathcal{A}$ with respect to the total degree $2 k+r$ of the terms of the series (10.3.15).

Let us consider the tensor product $\mathcal{A} \otimes \mathfrak{D}^{*}(Z)$ whose elements are $A$-valued exterior forms on the manifold $Z$ :

$$
\begin{equation*}
a(z, y, d z, \gamma)=\sum \gamma^{k} a_{k, \alpha_{1} \ldots \alpha_{r}, \beta_{1} \ldots \beta_{s}}(z) y^{\alpha_{1}} \cdots y^{\alpha_{r}} d z^{\beta_{1}} \wedge \cdots \wedge d z^{\beta_{s}} \tag{10.3.17}
\end{equation*}
$$

called simply $A$-forms. Their multiplication is defined as the exterior product $\wedge$ of exterior forms and the Weyl product o (10.3.14) of polynomials in $y^{\alpha}$. Let the symbol o also stand for this multiplication. With this multiplication law, the algebra $\mathcal{A} \otimes \mathfrak{O}^{*}(Z)$ has the structure of a graded algebra over the graded commutative ring $\mathfrak{D}^{*}(Z)$. The corresponding bracket of two $A$-forms $a, a^{\prime}(10.3 .17)$ is defined as

$$
\begin{equation*}
\left[a, a^{\prime}\right]=a \circ a^{\prime}-(-1)^{\left|a \| a^{\prime}\right|} a^{\prime} \circ a \tag{10.3.18}
\end{equation*}
$$

where $|a| \in \mathcal{A} \otimes \mathfrak{D}^{|a|}(Z),\left|a^{\prime}\right| \in \mathcal{A} \otimes \mathfrak{D}^{\left|a^{\prime}\right|}(Z)$. One says that an element $a$ belongs to the centre of the algebra $\mathcal{A} \otimes \mathfrak{O}^{*}(Z)$ if its bracket (10.3.18) with any element of this algebra vanishes. This centre is $\mathcal{Z} \otimes \mathfrak{D}^{*}(Z)$. There are two projections of an $A$-form $a(z, y, d z, \gamma)(10.3 .17)$ to this centre. These are

$$
\begin{equation*}
a_{0}=a(z, 0, d z, \gamma), \quad a_{00}=a(z, 0,0, \gamma) \tag{10.3.19}
\end{equation*}
$$

We also have the following two operators acting on $A$-forms:

$$
\begin{aligned}
& \delta: \mathcal{A}_{r} \otimes \mathfrak{D}^{s}(Z) \rightarrow \mathcal{A}_{r-1} \otimes \mathfrak{D}^{s+1}(Z) \\
& \delta a=d z^{\alpha} \wedge \frac{\partial}{\partial y^{\alpha}} a \\
& \delta^{*}: \mathcal{A}_{r} \otimes \mathfrak{O}^{s}(Z) \rightarrow \mathcal{A}_{r+1} \otimes \mathfrak{D}^{s-1}(Z) \\
& \delta^{*} a=y^{\alpha} \frac{\partial}{\partial y^{\alpha}} j a
\end{aligned}
$$

These operators possess the properties:

- the operator $\delta$ is an antiderivative, i.e.,

$$
\delta\left(a \circ a^{\prime}\right)=(\delta a) \circ a^{\prime}+(-1)^{|a|} a \circ \delta a^{\prime}
$$

and is represented by the bracket

$$
\delta a=-\left[\frac{i}{\gamma} \Omega_{\alpha \beta} y^{\alpha} d z^{\beta}, a\right]
$$

- $\delta^{2}=\left(\delta^{*}\right)^{2}=0 ;$
- for any monomial

$$
\begin{equation*}
a=y^{\alpha_{1}} \cdots y^{\alpha_{r}} d z^{\beta_{1}} \wedge \cdots \wedge d z^{\beta_{s}} \tag{10.3.20}
\end{equation*}
$$

we have

$$
\left(\delta \delta^{*}+\delta^{*} \delta\right) a=(r+s) a
$$

One also introduces the operator

$$
\delta^{-1}: \mathcal{A}_{r} \otimes \mathfrak{D}^{s}(Z) \rightarrow \mathcal{A}_{r+1} \otimes \mathfrak{D}^{s-1}(Z)
$$

which acts on monomials (10.3.20) by the law

$$
\delta^{-1} a=\left\{\begin{array}{cc}
(r+s)^{-1} \delta^{*} a, & r+s>0 \\
\delta^{-1} a=0, & r+s=0
\end{array}\right.
$$

Then any A-form (10.3.17) has the decomposition

$$
\begin{equation*}
a=\left(\delta \delta^{-1}+\delta^{-1} \delta\right) a+a_{00} \tag{10.3.21}
\end{equation*}
$$

Turn now to a connection on the symplectic manifold $(Z, \Omega)$. It is given by the tangent-valued form

$$
\begin{equation*}
\Gamma=d z^{\lambda} \otimes\left(\frac{\partial}{\partial z^{\lambda}}+\Gamma_{\lambda}{ }^{\mu} \nu y^{\nu} \frac{\partial}{\partial y^{\mu}}\right) \tag{10.3.22}
\end{equation*}
$$

The connection $\Gamma$ (10.3.22) is called a symplectic connection if it is torsionless and the covariant differential of the symplectic form relative to this connection vanishes, i.e.,

$$
\nabla \Omega_{\alpha \beta}=d z^{\lambda} \nabla_{\lambda} \Omega_{\alpha \beta}=d z^{\lambda}\left(\frac{\partial}{\partial z^{\lambda}} \Omega_{\alpha \beta}+\Gamma_{\lambda}^{\mu}{ }_{\alpha} \Omega_{\mu \beta}+\Gamma_{\lambda}^{\mu}{ }_{\beta} \Omega_{\alpha \mu}\right)=0 .
$$

With respect to the local canonical coordinates where $\Omega=$ const., the coefficients

$$
\begin{equation*}
\Gamma_{\lambda \mu \nu}=\Omega_{\mu \alpha} \Gamma_{\lambda}{ }_{\nu}{ }_{\nu} \tag{10.3.23}
\end{equation*}
$$

of the symplectic connection are symmetric over all indices. A symplectic connection on a symplectic manifold exists, but is not unique [35, 118, 298]. Coefficients (10.3.23) of different symplectic connections differ from each other in symmetric tensor fields $\sigma_{\lambda \mu \nu}$.
Remark 10.3.2. Let us formulate more general result (see [118]). Let $\omega$ be a non-degenerate 2 -form on a manifold $Z$ and $\Gamma$ a linear connection on $Z$. We denote

$$
\Gamma_{\lambda \mu \nu}=\omega_{\mu \alpha} \Gamma_{\lambda}{ }^{\alpha}{ }_{\nu}, \quad \tau_{\lambda \mu \nu}=\frac{1}{2}\left(\Gamma_{\lambda \mu \nu}+\Gamma_{\lambda \mu \mu}\right) .
$$

A connection $\Gamma$ preserving the 2 -form $\omega$ can be written as the sum

$$
\Gamma_{\lambda \mu \nu}=\frac{1}{2}\left(\partial_{\lambda} \omega_{\mu \nu}-\partial_{\mu} \omega_{\nu \lambda}-\partial_{\nu} \omega_{\lambda \mu}\right)+\left(\tau_{\lambda \mu \nu}+\tau_{\nu \mu \lambda}-\tau_{\mu \nu \lambda}\right) .
$$

In the case when $\omega$ is closed (hence, symplectic), this formula takes the form

$$
\Gamma_{\lambda \mu \nu}=\partial_{\lambda} \omega_{\mu \nu}+\left(\tau_{\lambda \mu \nu}+\tau_{\nu \mu \lambda}-\tau_{\mu \nu \lambda}\right) .
$$

If $\Gamma$ is a torsionless connection (i.e., a symplectic connection), we have

$$
\Gamma_{\lambda \mu \nu}=\partial_{\lambda} \omega_{\mu \nu}+\tau_{\lambda \mu \nu} .
$$

If $\Gamma$ and $\Gamma^{\prime}$ are different symplectic connections, then

$$
\Gamma_{\lambda \mu \nu}^{\prime}-\Gamma_{\lambda \mu \nu}=\tau_{\lambda \mu \nu}^{\prime}-\tau_{\lambda \mu \nu}=\sigma_{\lambda \mu \nu}
$$

is a symmetric tensor field. A torsionless linear connection preserving a nondegenerate 2 -form $\omega$ on a manifold $Z$ exists if and only if $\omega$ is closed, i.e., symplectic.

A symplectic connection $\Gamma$ on the symplectic manifold $Z$ defines a connection on the graded $\mathfrak{D}^{*}(Z)$-algebra $\mathcal{A} \otimes \mathfrak{D}^{*}(Z)$ of $A$-forms (10.3.17) by the rule

$$
\nabla a=d z^{\lambda} \wedge \nabla_{\lambda} a
$$

In local canonical coordinates ( $\mathrm{z}^{\alpha}$ ), we have

$$
\nabla a=d a+\left[\frac{i}{\gamma} G, a\right]
$$

where

$$
d=d \mathrm{z}^{\lambda} \wedge \frac{\partial}{\partial \mathrm{z}^{\lambda}}, \quad G=\frac{1}{2} \Gamma_{\lambda \mu \nu} y^{\mu} y^{\nu} d \mathrm{z}^{\lambda}
$$

In accordance with Definition 8.2.20 extended to an algebra over a graded ring, this connection is a graded derivation

$$
\nabla\left(a \circ a^{\prime}\right)=\nabla a \circ a^{\prime}+(-1)^{|a|} a \circ \nabla a^{\prime}
$$

which obeys the Leibniz rule

$$
\nabla(\phi \wedge a)=d \phi \wedge a+(-1)^{k} \phi \wedge \nabla a
$$

for any exterior form $\phi \in \mathfrak{D}^{k}(Z)$. Its curvature reads

$$
\begin{aligned}
& \nabla^{2} a=\left[\frac{i}{\gamma} R, a\right] \\
& R=\frac{1}{4} R_{\lambda \alpha \mu \nu} y^{\mu} y^{\nu} d z^{\lambda} \wedge d z^{\alpha} \\
& R_{\lambda \alpha \mu \nu}=\Omega_{\mu \beta} R_{\lambda \alpha}{ }^{\beta}{ }_{\nu}
\end{aligned}
$$

We have the relation

$$
(\nabla \delta+\delta \nabla) a=0
$$

Given a symplectic connection $\Gamma$ on the symplectic manifold $(Z, \Omega)$, let us consider more general connections on the algebra $\mathcal{A} \otimes \mathfrak{D}^{*}(Z)$, namely, connections of the form

$$
\begin{equation*}
\widetilde{\nabla} a=\nabla a+\left[\frac{i}{\gamma} \tau, a\right]=d a+\left[\frac{i}{\gamma}(G+\tau), a\right], \tag{10.3.24}
\end{equation*}
$$

where $\tau$ is a $A$-valued 1 -form on $Z$. The $A$-form $\tau$ in the expression (10.3.24) is not defined uniquely. For the uniqueness of $\tau$, we will require that its projection $\tau_{0}$ (10.3.19) to the centre $\mathcal{Z} \otimes \mathcal{D}^{*}(Z)$ vanishes. Then the curvature

$$
\widetilde{\nabla}^{2} a=\left[\frac{i}{\gamma} \widetilde{R}, a\right]
$$

of the connection $\widetilde{\nabla}(10.3 .24)$ takes the form

$$
\begin{equation*}
\frac{i}{\gamma} \widetilde{R}=\frac{i}{\gamma}\left(R+\nabla \tau+\tau^{2}\right) \tag{10.3.25}
\end{equation*}
$$

The connection (10.3.24) is called an Abelian connection if

$$
\widetilde{\nabla}^{2} a=0
$$

for all elements $a$ of the algebra $\mathcal{A} \otimes \mathcal{D}^{*}(Z)$, i.e., the curvature form $\widetilde{R}(10.3 .25)$ belongs to the centre of this algebra.

Proposition 10.3.3. [102]. For any symplectic connection $\Gamma$ on a symplectic manifold $(Z, \Omega)$, there exists an Abelian connection on the algebra $\mathcal{A} \otimes \mathcal{D}^{*}(Z)$ which takes the form

$$
\begin{equation*}
\widetilde{\nabla}=\nabla-\delta+\left[\frac{i}{\gamma} r, .\right]=\nabla+\left[\frac{i}{\gamma}\left(\Omega_{\alpha \beta} y^{\alpha} d z^{\beta}+r\right), .\right] \tag{10.3.26}
\end{equation*}
$$

where $r$ is an $A$-valued 1 -form such that $r_{0}=0$.
The curvature form of the connection $\widetilde{\nabla}(10.3 .26)$ reads

$$
\tilde{R}=-\frac{1}{2} \Omega_{\alpha \beta} y^{\alpha} d z^{\beta}+R-\delta r+\nabla r+\frac{i}{\gamma} r^{2}
$$

The connection $\widetilde{\nabla}$ is Abelian if

$$
\begin{equation*}
\delta r=R+\nabla r+\frac{i}{\gamma} r^{2} \tag{10.3.27}
\end{equation*}
$$

Then $\tilde{R}=-\Omega$ is a central form.
Lemma 10.3.4. The equation (10.3.27) has a unique solution $r$ such that

$$
\begin{equation*}
\delta^{-1} r=0 \tag{10.3.28}
\end{equation*}
$$

Let $\bar{\nabla}$ (10.3.26) be a desired Abelian connection where $r$ obeys the relations (10.3.27) and (10.3.28). Let us consider the subalgebra $\mathcal{A}_{\nabla}$ of the algebra $\mathcal{A}$ which consists of the elements $a$, called flat, such that $\widetilde{\nabla} a=0$.

Theorem 10.3.5. [102]. For any element $b \in \mathcal{Z}$ (10.3.16), there exists a unique flat element $a(z, y, \gamma) \in \mathcal{A}_{\nabla}$ such that

$$
\sigma(a) \stackrel{\text { def }}{=} a_{0}(z, 0, \gamma)=b .
$$

Then the associative deformation for elements $a, a^{\prime} \in \mathcal{Z}$ (10.3.16) on the symplectic manifold $Z$ is defined as

$$
\begin{equation*}
a * a^{\prime}=\sigma\left(\sigma^{-1}(a) \circ \sigma^{-1}\left(a^{\prime}\right)\right) \text {. } \tag{10.3.29}
\end{equation*}
$$

In particular, let $Z=\mathbb{R}^{2 m}$ and $\Gamma$ be the zero symplectic connection. The corresponding Abelian connection (10.3.26) takes the form

$$
\widetilde{\nabla}=-\delta+d .
$$

It is readily observed that, in this case, the associative deformation (10.3.29) restarts the Moyal product (10.3.12).

### 10.4 Quantum time-dependent evolution

We have seen in Section 5.10 that solutions of the Hamilton equations in classical time-dependent mechanics, by definition, are integral sections of a Hamiltonian connection, i.e., evolution in classical Hamiltonian mechanics is described as a parallel transport along time. Following [9, 160, 244], we will treat an evolution of a quantum time-dependent system as a parallel transport.

It should be emphasized that, in quantum mechanics, a time plays the role of a classical parameter. Indeed, all relations between operators in quantum mechanics are simultaneous, while a computation of a mean value of an operator in a quantum state does not imply an integration over a time. It follows that, at each moment, we have a quantum system, but these quantum systems are different at different instants. Although they may be isomorphic to each other.

Recall that, in the framework of algebraic quantum theory, a quantum system is characterized by a $C^{\bullet}$-algebra $A$ and a positive (hence, continuous) form $\phi$ on $A$ which defines the representation $\pi_{\phi}$ of $A$ in a Hilbert space $E_{\phi}$ with a cyclic vector $\xi_{\phi}$ such that

$$
\phi(a)=\left\langle\pi_{\phi}(a) \xi_{\phi} \mid \xi_{\phi}\right\rangle, \quad \forall a \in A
$$

(see, e.g., $[39,82]$ ). One says that $\phi(a)$ is a mean value of the operator $a$ in the state $\xi_{\phi}$.

Therefore, to describe quantum evolution, one should assign a $C^{*}$-algebra $A_{t}$ to each point $t \in \mathbb{R}$, and treat $A_{t}$ as a quantum system at the instant $t$. Thus, we have a family of instantaneous $C^{*}$-algebras $A_{t}$, parametrised by the time axis $\mathbb{R}$. Let us suppose that all $C^{*}$-algebras $A_{t}$ are isomorphic to each other and to some unital $C^{*}$ algebra $A$. Moreover, let they make up a locally trivial smooth Banach fibre bundle $P \rightarrow \mathbb{R}$ with the typical fibre $A$, whose transition functions are automorphisms of the $C^{*}$-algebra $A$. Smooth sections $\alpha$ of the $C^{*}$-algebra bundle $P \rightarrow \mathbb{R}$ constitute an involutive algebra with respect to the fibrewise operations. This is also a module $P(\mathbb{R})$ over the ring $C^{\infty}(\mathbb{R})$ of real functions on $\mathbb{R}$. In accordance with Definition 8.2.7, a connection $\nabla$ on the $C^{\infty}(\mathbb{R})$-algebra $P(\mathbb{R})$ assigns to the standard vector field $\partial_{t}$ on $\mathbb{R}$ a derivation

$$
\begin{equation*}
\nabla_{t} \in \mathfrak{d}(P(\mathbb{R})) \tag{10.4.1}
\end{equation*}
$$

which obeys the Leibniz rule

$$
\nabla_{t}(f \alpha)=\partial_{t} f \alpha+f \nabla_{t} \alpha, \quad \alpha \in P(\mathbb{R}), \quad f \in C^{\infty}(\mathbb{R})
$$

The fibre bundle $P \rightarrow \mathbb{R}$ is obviously trivial, though it has no canonical trivialization in general. Given its trivialization $P=\mathbb{R} \times A$, the derivation $\nabla_{t}$ (10.4.1) reads

$$
\begin{equation*}
\nabla_{t}(\alpha)=\left[\partial_{t}-\delta(t)\right](\alpha), \tag{10.4.2}
\end{equation*}
$$

where $\delta(t)$ at each $t \in \mathbb{R}$ are derivations of the $C^{*}$-algebra $A$, such that

$$
\delta_{t}(a b)=\delta_{t}(a) b+a \delta_{t}(b), \quad \delta_{t}\left(a^{*}\right)=\delta_{t}(a)^{*}
$$

We say that a section $\alpha(t)$ of the fibre bundle $P \rightarrow \mathbb{R}$ is an integral section of the connection (10.4.2) if

$$
\begin{equation*}
\nabla_{t}(\alpha)=\left[\partial_{t}-\delta(t)\right](\alpha)=0 \tag{10.4.3}
\end{equation*}
$$

One can think of the equation (10.4.3) as being the Heisenberg equation describing quantum evolution. An integral section $\alpha(t)$ of the connection $\nabla$ is a solution of this equation. We also say that $\alpha(t)$ is a geodesic curve in $A$.

In particular, let the derivations $\delta(t)=\delta$ be the same for all $t \in \mathbb{R}$. If $\delta$ is a generator of a 1-parameter group $g_{r}$ of automorphisms of the algebra $A$, then for any $a \in A$, the curve

$$
\begin{equation*}
\alpha(t)=g_{t}(a), \quad t \in \mathbb{R}, \tag{10.4.4}
\end{equation*}
$$

in $A$ is a solution of the Heisenberg equation (10.4.3).
There are certain conditions in order that a derivation $\delta$ of a unital $C^{*}$-algebra to define a 1 -parameter group of its automorphisms [38, 249].
Remark 10.4.1. Let $V$ be a Banach space. An operator $a$ in $V$ is said to be bounded if there is $\lambda \in \mathbb{R}$ such that

$$
\|a v\| \leq \lambda\|v\|, \quad \forall v \in V .
$$

The algebra $B(V)$ of bounded operators in a Banach space $V$ is a Banach algebra with respect to the norm

$$
\|a\|=\sup _{\|v\|=1}\|a v\| .
$$

It is provided with the corresponding norm topology, called the norm operator topology. Another topology in $B(V)$, referred to in the sequel, is the strong operator topology. It is given by the following family of open neighbourhoods of $0 \in B(V)$ :

$$
U_{v}^{\varepsilon}=\{a \in B(V):\|a v\|<\varepsilon\}, \quad \forall v \in V, \quad \forall \varepsilon>0 .
$$

One also introduces weak, ultra-strong and ultra-weak topologies in $B(V)$ [82]. Note that the $s$-topology in [9] is the ultra-strong topology in the terminology of [82]. The algebra $B(V)$ is a topological algebra only with respect to the norm operator topology because the morphism

$$
B(V) \times B(V) \ni(a, b) \mapsto a b \in B(V)
$$

is continuous only in this topology. The norm operator topology is finer than the other above mentioned operator topologies.

Proposition 10.4.1. If $\delta$ is a bounded derivation of a $C^{*}$-algebra $A$, then it is a generator of a 1-parameter group

$$
g_{\tau}=\exp [r \delta], \quad r \in \mathbb{R},
$$

of automorphisms of $A$, and vice versa. This group is continuous in a norm topology in Aut ( $A$ ). Furthermore, for any representation $\pi$ of $A$ in a Hilbert space $E_{\pi}$, there exists a self-adjoint bounded operator $\mathcal{H}$ in $E_{\pi}$ such that

$$
\begin{equation*}
\pi(\delta(a))=i[\mathcal{H}, \pi(a)], \quad \pi\left(g_{r}(a)\right)=e^{i r \mathcal{H}} \pi(a) e^{-i \boldsymbol{H} \mathcal{H}}, \quad \forall a \in A, \quad r \in \mathbb{R} . \tag{10.4.5}
\end{equation*}
$$

Note that, if the domain of definition $D(\delta)$ of a derivation $\delta$ coincides with $A$, this derivation is bounded. It follows that, by definition, the derivations $\delta_{t}, t \in \mathbb{R}$, in the connection $\nabla_{t}$ (10.4.2) are bounded. It follows that, if a quantum system is conservative, i.e., $\delta_{t}=\delta$ are the same for all $t \in \mathbb{R}$, the Heisenberg equation (10.4.3) has a solution (10.4.4) through any point of $\mathbb{R} \times A$ in accordance with Proposition 10.4.1. Proposition 10.4 .1 also states that the description of evolution of a quantum conservative system in terms of the Heisenberg equation and that based on the Shrödinger equation are equivalent.

However, non-trivial bounded derivations of a $C^{*}$-algebra do not necessarily exist. Moreover, if a curve $g_{\tau}$ is continuous in $\operatorname{Aut}(A)$ with respect to the norm operator topology, it implies that the curve $g_{\tau}(a)$ for any $a \in A$ is continuous in the $C^{*}$ algebra $A$, but the converse is not true. At the same time, a curve $g_{r}$ is continuous in Aut (A) with respect to the strong operator topology in Aut $(A)$ if and only if the curve $g_{r}(a)$ for any $a \in A$ is continuous in $A$.

By this reason, we are also interested in strong-continuous 1-parameter groups of automorphisms of $C^{*}$-algebras. We refer the reader to $[38,249]$ for the sufficient conditions which a derivation $\delta$ should satisfy in order to be a generator of such a group. Note only that $\delta$ has a dense domain of definition $D(\delta)$ in $A$, and it is not bounded on $D(\delta)$. If $\delta$ is bounded on $D(\delta)$, then $\delta$ is extended uniquely to a bounded derivation of $A$. It follows that, for a strong-continuous 1-parameter group of automorphisms of $A$, the connection $\nabla_{t}$ (10.4.2) is not defined on the whole algebra $P(\mathbb{R})$. In this case, we deal with a generalized connection which is given by operators of a parallel transport whose generators are not well-defined. It may also happen that a representation $\pi$ of the $C^{*}$-algebra $A$ does not carry out the representation (10.4.5) of a strong-continuous 1-parameter group $g_{r}$ of automorphisms of
$A$ by unitary operators. Therefore, quantum evolution given by strong-continuous 1-parameter groups of automorphisms need not be described by the Shrödinger equation in general.

Turn to the time-dependent Heisenberg equation (10.4.3). We require that, for all $t \in \mathbb{R}$, the derivations $\delta(t)$ are generators of strong-continuous 1-parameter groups of automorphisms of a $C^{*}$-algebra. Then the operator of a parallel transport in $A$ with respect to the connection $\nabla_{t}(10.4 .2)$ over the segment $[0, t]$ can be given by the time-ordered exponent

$$
\begin{equation*}
G_{t}=T \exp \left[\int_{0}^{t} \delta\left(t^{\prime}\right) d t^{\prime}\right] \tag{10.4.6}
\end{equation*}
$$

Hence, for any $a \in A$, we have a solution

$$
\alpha(t)=G_{t}(a), \quad t \in \mathbb{R}^{+}
$$

of the Heisenberg equation (10.4.3).
Let now all $C^{*}$-algebras $A_{t}$ of instantaneous quantum systems be isomorphic to the von Neumann algebra $B(E)$ of bounded operators in some Hilbert space $E$. Then we come to quantum evolution phrased in terms of the Shrödinger equation. Let us consider a locally trivial fibre bundle $\Pi \rightarrow \mathbb{R}$ with the typical fibre $E$ and smooth transition functions. Smooth sections of the fibre bundle $\Pi \rightarrow \mathbb{R}$ constitute a module $\Pi(\mathbb{R})$ over the ring $C^{\infty}(\mathbb{R})$ of real functions on $\mathbb{R}$. In accordance with Definition 8.2.6, a connection $\nabla$ on $\Pi(\mathbb{R})$ assigns to the standard vector field $\partial_{t}$ on $\mathbb{R}$ a first order differential operator

$$
\begin{equation*}
\nabla_{t} \in \operatorname{Diff}_{1}(\Pi(\mathbb{R}), \Pi(\mathbb{R})) \tag{10.4.7}
\end{equation*}
$$

which obeys the Leibniz rule

$$
\nabla_{t}(f \psi)=\partial_{t} f \psi+f \nabla_{t} \psi, \quad \psi \in \Pi(\mathbb{R}), \quad f \in C^{\infty}(\mathbb{R})
$$

Let us choose a trivialization $\Pi=\mathbb{R} \times E$. Then the operator $\nabla_{t}$ (10.4.7) reads

$$
\begin{equation*}
\nabla_{t}(\psi)=\left(\partial_{t}-i \mathcal{H}(t)\right) \psi, \tag{10.4.8}
\end{equation*}
$$

where $\mathcal{H}(t)$ at all $t \in \mathbb{R}$ are bounded self-adjoint operators in $E$.
Note that every bounded self-adjoint operator $\mathcal{H}$ in a Hilbert space $E$ defines the bounded derivation

$$
\begin{equation*}
\delta(a)=i[\mathcal{H}, a], \quad a \in B(E) \tag{10.4.9}
\end{equation*}
$$

of the algebra $B(E)$. Conversely, every bounded derivation of $B(E)$ is internal, i.e., takes the form (10.4.9) where $\mathcal{H}$ is a self-adjoint element of $B(E)$. Therefore, the operators $\mathcal{H}(t)$ in the expression (10.4.8) are necessarily bounded and self-adjoint.

We say that a section $\psi(t)$ of the fibre bundle $\Pi \rightarrow \mathbb{R}$ is an integral section of the connection $\nabla_{t}$ (10.4.8) if it satisfies the equation

$$
\begin{equation*}
\nabla_{t}(\psi)=\left(\partial_{t}-i \mathcal{H}(t)\right) \psi=0 . \tag{10.4.10}
\end{equation*}
$$

One can think of this equation as being the Shrödinger equation for the Hamiltonian $\mathcal{H}(t)$.

In particular, let a quantum system be conservative, i.e., the Hamiltonian $\mathcal{H}(t)=$ $\mathcal{H}$ in the Shrödinger equation is independent of time. Then, for any point $y \in E$, we obtain the solution

$$
\psi(t)=e^{i t \mathcal{H}} y, \quad t \in \mathbb{R},
$$

of the conservative Shrödinger equation. If the Shrödinger equation (10.4.10) is not conservative, the operator of a parallel transport in $E$ with respect to the connection $\nabla_{t}$ (10.4.8) over the segment $[0, t]$ can be given by the time-ordered exponent

$$
\begin{equation*}
G_{t}=T \exp \left[i \int_{0}^{t} \mathcal{H}\left(t^{\prime}\right) d t^{\prime}\right] . \tag{10.4.11}
\end{equation*}
$$

Then, for any $y \in E$, we obtain a solution

$$
\begin{equation*}
\psi(t)=G_{t} y, \quad t \in \mathbb{R}^{+} \tag{10.4.12}
\end{equation*}
$$

of the Shrödinger equation (10.4.10).
Note that the operator $G_{t}$ (10.4.11) is an element of the group $U(E)$ of unitary operators in the Hilbert space $E$. This is a read infinite-dimensional Lie group with respect to the norm operator topology, whose Lie algebra is the real algebra of all anti-self-adjoint bounded operators $i \mathcal{H}$ in $E$ with respect to the bracket $\left[i \mathcal{H}, i \mathcal{H}^{\prime}\right]$. The operator $G_{t}$ (10.4.11), by construction, obeys the equation

$$
\begin{equation*}
\partial_{t} G_{t}-i \mathcal{H} G_{t}=0 \tag{10.4.13}
\end{equation*}
$$

This equation is invariant under right multiplications $G_{t} \mapsto G_{t} g, \forall g \in U(E)$. Therefore, $G_{t}$ can be seen as the operator of a parallel transport in the trivial principal
bundle $\mathbb{R} \times U(E)$. Accordingly, the operator (10.4.6) can be regarded as the operator of a parallel transport in the trivial group bundle $\mathbb{R} \times \operatorname{Aut}(A)$, where the group Aut ( $A$ ) acts on itself by the adjoint representation.

In the next Section, the description of quantum evolution as a parallel transport in a principal bundle will be extended to quantum systems depending on a set of classical time-dependent parameters in order to explain the Berry's phase phenomenon.

Note that the 1-parameter group $G_{t}$ defined by the equation (10.4.13) is continuous with respect to the norm operator topology in $U(E)$. Turn to the case when the curve $G_{t}$ is continuous with respect to the strong operator topology in $B(E)$. Then the curves $\psi(t)=G_{t} y, y \in E$, are also continuous, but not necessarily differentiable in $E$. Accordingly, a Hamiltonian $\mathcal{H}(t)$ in the Shrödinger equation (10.4.10) is not bounded. Since the group $U(E)$ is not a topological group with respect to the strong operator topology, the product $\mathbb{R} \times U(\mathbb{R})$ is neither principal nor smooth bundle. Therefore, the conventional notion of a connection is not applied to this fibre bundle. At the same time, one can introduce a generalized connection defined in terms of parallel transport curves and operators, but not their generators [9].

### 10.5 Berry connections

We refer the reader to $[7,17,31,175,225,279,310]$ and references therein for the geometric and topological analysis of the Berry's phase phenomenon in quantum systems depending on classical time-dependent parameters. In Section 5.12, classical mechanical systems with time-dependent parameters have been described in terms of composite fibre bundles and composite connections. Here, this description is extended to quantum systems.

Let us consider quantum systems depending on a finite number of real classical parameters given by sections of a smooth parameter bundle $\Sigma \rightarrow \mathbb{R}$. For the sake of simplicity, we fix a trivialization $\Sigma=\mathbb{R} \times Z$, coordinated by $\left(t, \sigma^{m}\right)$. Although it may happen that the parameter bundle $\Sigma \rightarrow \mathbb{R}$ has no preferable trivialization, e.g., if one of parameters is a velocity of a reference frame.

In the previous Section, we have characterized the time as a classical parameter in quantum mechanics. This characteristic is extended to other classical parameters. Namely, we assign a $C^{*}$-algebra $A_{\sigma}$ to each point $\sigma \in \Sigma$ of the parameter bundle $\Sigma$, and treat $A_{\sigma}$ as a quantum system under fixed values $\left(t, \sigma^{m}\right)$ of the parameters.

Remark 10.5.1. Let us emphasize that one should distinguish classical parameters from coordinates which a wave function can depend on.

Let $\left\{A_{q}\right\}$ be a set of $C^{*}$-algebras parameterized by points of a locally compact topological space $Q$. Let all $C^{*}$-algebras $A_{q}$ are isomorphic to each other and to some $C^{*}$-algebra $A$. We consider a locally trivial topological fibre bundle $P \rightarrow Q$ whose typical fibre is the $C^{*}$-algebra $A$, i.e., transition functions of this fibre bundle provide automorphisms of $A$. The set $P(Q)$ of continuous sections of this fibre bundle is an involutive algebra with respect to fibrewise operations. This involutive algebra exemplifies a locally trivial continuous field of $C^{*}$-algebras on the topological space $Q$ [82]. Let us consider a subalgebra $A(Q) \subset P(Q)$ which consists of sections $\alpha$ of $P \rightarrow Q$ such that $\|\alpha(q)\|$ vanishes at infinity of $Q$. For $\alpha \in A(Q)$, put

$$
\begin{equation*}
\|\alpha\|=\sup _{q \in Q}\|\alpha(q)\|<\infty . \tag{10.5.1}
\end{equation*}
$$

With this norm, $A(Q)$ is a $C^{*}$-algebra [82]. It is called a $C^{*}$-algebra defined by a continuous field of $C^{*}$-algebras. For example, every liminal $C^{*}$-algebra with a Hausdorff spectrum $\hat{A}$ is defined by a continuous field of $C^{*}$-algebras on $\hat{A}$. Recall that by the spectrum of a $C^{*}$-algebra is meant the set of its irreducible representations provided with a certain topology. As is well known, any commutative $C^{*}$-algebra is isomorphic to the algebra of complex continuous functions on its spectrum, which vanish at infinity (see Section 14.1).

Turn to the $C^{*}$-algebra $A(Q)$. One can consider a quantum system characterized by this $C^{*}$-algebra. In this case, elements of the set $Q$ are not classical parameters as follows. Given an element $q \in Q$, the assignment

$$
\begin{equation*}
A(Q) \ni \alpha \mapsto \alpha(q) \in A \tag{10.5.2}
\end{equation*}
$$

is a $C^{*}$-algebra epimorphism. Let $\pi$ be a representation of $A$. Then the assignment (10.5.2) yields a representation $\rho(\pi, q)$ of the $C^{*}$-algebra $A(Q)$. If $\pi$ is an irreducible representation of the $C^{*}$-algebra $A$, then $\rho(\pi, q)$ is an irreducible representation of $A(Q)$. Moreover, the irreducible representations $\rho(\pi, q)$ and $\rho\left(\pi, q^{\prime}\right)$ of $A(Q)$ are not equivalent. Indeed, there exists a continuous function $f$ on $Q$ such that $f(q)=1$ and $f\left(q^{\prime}\right)=0$. Then all elements $f \alpha \in A(Q)$ such that $\pi(\alpha(q)) \neq 0$ belongs to the kernel of the representation of $\rho\left(\pi, q^{\prime}\right)$, but not to the kernel of the representation $\rho(\pi, q)$. Thus, there is a bijection (but not a homeomorphism) between the spectrum $\widehat{A(Q)}$ of the $C^{*}$-algebra $A(Q)$ and the set $Q \times \widehat{A}$. It follows that one can find representations of the $C^{*}$-algebra $A(Q)$ among direct integrals of representations of $A$ with respect
to some measure on $Q$. Let $\mu$ be a positive measure of total mass 1 on the locally compact space $Q$, and let $\phi$ be a positive form on $A$. Then the function $q \mapsto \phi(\alpha(q))$, $\forall \alpha \in A(Q)$, is a $\mu$-measurable, while the integral

$$
\phi(\alpha)=\int \phi(\alpha(q)) \mu(q)
$$

provides a positive form on the $C^{*}$-algebra $A(Q)$. Roughly speaking, a computation of a mean value of an operator $\alpha \in A(Q)$ implies an integration with respect to some measure on $Q$ in general. This is not the case of quantum systems depending on classical parameters $q \in Q$.

We will simplify repeatedly our consideration in order to single out a desired Berry's phase phenomenon. Let us assume that all algebras $A_{\sigma}$ are isomorphic to the von Neumann algebra $B(E)$ of bounded operators in some Hilbert space $E$, and consider a locally trivial Hilbert space bundle $\Pi \rightarrow \Sigma$ with the typical fibre $E$ and smooth transition functions. Smooth sections of $\Pi \rightarrow \Sigma$ constitute a module $\Pi(\Sigma)$ over the ring $C^{\infty}(\Sigma)$ of real functions on $\Sigma$. In accordance with Definition 8.2.6, a connection $\widetilde{\nabla}$ on $\Pi(\Sigma)$ assigns to each vector field $\tau$ on $\Sigma$ a first order differential operator

$$
\begin{equation*}
\widetilde{\nabla}_{\tau} \in \operatorname{Diff}_{1}(\Pi(\Sigma), \Pi(\Sigma)) \tag{10.5.3}
\end{equation*}
$$

which obeys the Leibniz rule

$$
\left.\widetilde{\nabla}_{\tau}(f s)=(\tau\rfloor d f\right) s+f \widetilde{\nabla}_{\tau} s, \quad s \in \Pi(\Sigma), \quad f \in C^{\infty}(\Sigma)
$$

Let $\tau$ be a vector field on $\Sigma$ such that $d t\rfloor \tau=1$. Given a trivialization chart of the Hilbert space bundle $\Pi \rightarrow \Sigma$, the operator $\widetilde{\nabla}_{\tau}(10.5 .3)$ reads

$$
\begin{equation*}
\widetilde{\nabla}_{\tau}(s)=\left(\partial_{t}-i \mathcal{H}\left(t, \sigma^{k}\right)\right) s+\tau^{m}\left(\partial_{m}-i \widehat{A}_{m}\left(t, \sigma^{k}\right)\right) s \tag{10.5.4}
\end{equation*}
$$

where $\mathcal{H}\left(t, \sigma^{k}\right), \widehat{A}_{m}\left(t, \sigma^{k}\right)$ for each $\sigma \in \Sigma$ are bounded self-adjoint operators in the Hilbert space $E$.

Let us consider the composite Hilbert space bundle $\Pi \rightarrow \Sigma \rightarrow \mathbb{R}$. Similarly to the case of smooth composite fibre bundles (see Proposition 2.7.1), every section $h(t)$ of the fibre bundle $\Sigma \rightarrow \mathbb{R}$ defines the subbundle $\Pi_{h}=h^{*} \Pi \rightarrow \mathbb{R}$ of the Hilbert space bundle $\Pi \rightarrow \mathbb{R}$ whose typical fibre is $E$. Accordingly, the connection $\widetilde{\nabla}(10.5 .4)$ on the $C^{\infty}(\Sigma)$-module $\Pi(\Sigma)$ defines the pull-back connection

$$
\begin{equation*}
\nabla_{h}(\psi)=\left[\partial_{t}-i\left(\widehat{A}_{m}\left(t, h^{k}(t)\right) \partial_{t} h^{m}+\mathcal{H}\left(t, h^{k}(t)\right)\right] \psi\right. \tag{10.5.5}
\end{equation*}
$$

on the $C^{\infty}(\mathbb{R})$-module $\Pi_{h}(\mathbb{R})$ of sections $\psi$ of the fibre bundle $\Pi_{h} \rightarrow \mathbb{R}$ (cf. (2.7.11), (5.12.5)).

As in the previous Section, we say that a section $\psi$ of the fibre bundle $\Pi_{h} \rightarrow \mathbb{R}$ is an integral section of the connection (10.5.5) if

$$
\begin{equation*}
\nabla_{h}(\psi)=\left[\partial_{t}-i\left(\hat{A}_{m}\left(t, h^{k}(t)\right) \partial_{t} h^{m}+\mathcal{H}\left(t, h^{k}(t)\right)\right] \psi=0\right. \tag{10.5.6}
\end{equation*}
$$

One can think of the equation (10.5.6) as being the Shrödinger equation for a quantum system depending on the parameter function $h(t)$. Its solutions take the form (10.4.12) where $G_{t}$ is the time-ordered exponent

$$
\begin{equation*}
G_{t}=T \exp \left[i \int_{0}^{t}\left(\hat{A}_{m} \partial_{t^{\prime}} h^{m}+\mathcal{H}\right) d t^{\prime}\right] \tag{10.5.7}
\end{equation*}
$$

The term $i \widehat{A}_{m}\left(t, h^{i}(t)\right) \partial_{t} h^{m}$ in the Shrödinger equation (10.5.6) is responsible for the Berry's phase phenomenon, while $\mathcal{H}$ is treated as an ordinary Hamiltonian of a quantum system. To show the Berry's phase phenomenon clearly, we will continue to simplify the system under consideration. Given a trivialization of the fibre bundle $\Pi \rightarrow \mathbb{R}$ and the above mentioned trivialization $\Sigma=\mathbb{R} \times Z$ of the parameter bundle $\Sigma$, let us suppose that the components $\widehat{A}_{m}$ of the connection $\widetilde{\nabla}$ (10.5.4) are independent of $t$ and that the operators $\mathcal{H}(\sigma)$ commute with the operators $\widehat{A}_{m}\left(\sigma^{\prime}\right)$ at all points of the curve $h(t) \subset \Sigma$. Then the operator $G_{t}(10.5 .7)$ takes the form

$$
\begin{equation*}
G_{t}=T \exp \left[i \int_{h(\mid 0, t))} \hat{A}_{m}\left(\sigma^{k}\right) d \sigma^{m}\right] \cdot T \exp \left[i \int_{0}^{t} \mathcal{H}\left(t^{\prime}\right) d t^{\prime}\right] \tag{10.5.8}
\end{equation*}
$$

One can think of the first factor in the right-hand side of the expression (10.5.8) as being the operator of a parallel transport along the curve $h([0, t]) \subset Z$ with respect to the pull-back connection

$$
\begin{equation*}
\nabla=i^{*} \widetilde{\nabla}=d \sigma^{m} \otimes\left(\partial_{m}-i \widehat{A}_{m}\left(t, \sigma^{k}\right)\right) \tag{10.5.9}
\end{equation*}
$$

on the fibre bundle $\Pi \rightarrow Z$, defined by the imbedding

$$
i: Z \hookrightarrow\{0\} \times Z \subset \Sigma
$$

Note that, since $\widehat{A}_{m}$ are independent of time, one can utilize any imbedding of $Z$ to $\{t\} \times Z$. Moreover, the connection $\nabla$ (10.5.9), called the Berry connection, can be
seen as a connection on some principal fibre bundle $P \rightarrow Z$ for the group $U(E)$ of unitary operators in the Hilbert space $E$. Let the curve $h([0, t])$ be closed, while the holonomy group of the connection $\nabla$ at the point $h(t)=h(0)$ is not trivial. Then the unitary operator

$$
\begin{equation*}
T \exp \left[i \int_{h([0, t)\rangle} \hat{A}_{m}\left(\sigma^{k}\right) d \sigma^{m}\right] \tag{10.5.10}
\end{equation*}
$$

is not the identity. For example, if

$$
\begin{equation*}
i \hat{A}_{m}\left(\sigma^{k}\right)=i A_{m}\left(\sigma^{k}\right) \operatorname{Id}_{E} \tag{10.5.11}
\end{equation*}
$$

is a $U(1)$-principal connection on $Z$, then the operator (10.5.10) is the well-known Berry phase factor

$$
\exp \left[i \int_{h(0, t))} A_{m}\left(\sigma^{k}\right) d \sigma^{m}\right] .
$$

If (10.5.11) is a curvature-free connection, Berry's phase is exactly the AharonovBohm effect on the parameter space $Z$ (see Section 6.6). In this particular case, Proposition 6.6.1 can be applied to the topological analysis of the Berry's phase phenomenon.

The following variant of the Berry's phase phenomenon leads us to a principal bundle for familiar finite-dimensional Lie groups. Let $E$ be a separable Hilbert space which is the Hilbert sum of $n$-dimensional eigenspaces of the Hamiltonian $\mathcal{H}(\sigma)$, i.e.,

$$
E=\bigoplus_{k=1}^{\infty} E_{k}, \quad E_{k}=P_{k}(E)
$$

where $P_{k}$ are the projection operators, i.e.,

$$
H(\sigma) \circ P_{k}=\lambda_{k}(\sigma) P_{k}
$$

(in the spirit of the adiabatic hypothesis). Let the operators $\hat{A}_{m}(z)$ be timeindependent and preserve the eigenspaces $E_{k}$ of the Hamiltonian $\mathcal{H}$, i.e.,

$$
\begin{equation*}
\widehat{A}_{m}(z)=\sum_{k} \widehat{A}_{m}^{k}(z) P_{k}, \tag{10.5.12}
\end{equation*}
$$

where $\widehat{A}_{m}^{k}(z), z \in Z$, are self-adjoint operators in $E_{k}$. It follows that $\widehat{A}_{m}(\sigma)$ commute with $\mathcal{H}(\sigma)$ at all points of the parameter bundle $\Sigma \rightarrow \mathbb{R}$. Then, restricted to the
subspace $E_{k}$, the parallel transport operator (10.5.10) is a unitary operator in $E_{k}$. In this case, the Berry connection (10.5.9) on the $U(E)$-principal bundle $P \rightarrow Z$ can be seen as a composite connection on the composite bundle

$$
P \rightarrow P / U(n) \rightarrow Z,
$$

which is defined by some principal connection on the $U(n)$-principal bundle $P \rightarrow$ $P / U(n)$ and the trivial connection on the fibre bundle $P / U(n) \rightarrow Z$. The typical fibre of $P / U(n) \rightarrow Z$ is exactly the classifying space $B(U(n)$ (6.7.3). Moreover, one can consider the parallel transport along a curve in the bundle $P / U(n)$. In this case, a state vector $\psi(t)$ acquires a geometric phase factor in addition to the dynamical phase factor. In particular, if $\Sigma=\mathbb{R}$ (i.e., classical parameters are absent and Berry's phase has only the geometric origin) we come to the case of a Berry connection on the $U(n)$-principal bundle on the classifying space $B(U(n))$ (see [31]). If $n=1$, this is the variant of Berry's geometric phase of [7].
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## Chapter 11

## Connections in BRST formalism

There are different approaches to BRST formalism. We will consider only its elements where jet manifolds and connections are utilized. In particular, the BRST operator acting on so-called BRST tensor fields is phrased in terms of generalized or BRST connections. We will start our exposition from the basics of the calculus in the infinite order jets extended to odd ghosts, ghost-for-ghosts and antifields.

### 11.1 The canonical connection on infinite order jets

As was mentioned above, the tangent and cotangent bundles over a fibre bundle $Y \rightarrow X$ admit the canonical horizontal splittings (2.2.3) and (2.2.4), but over the jet manifold $J^{1} Y$. Choosing a connection $\Gamma: Y \rightarrow J^{1} Y$, one brings these splittings into a true horizontal splitting over $Y$, but this splitting fails to be canonical. Similarly, the tangent and cotangent bundles over the $k$-order jet manifold $J^{k} Y$ have canonical horizontal splittings (see (11.1.21) and (11.1.22) below), but these splittings are over $J^{k+1} Y$. One may hope that, in the case of the infinite order jet space $J^{\infty} Y$, the corresponding canonical splittings are true horizontal splittings over $J^{\infty} Y$ corresponding to the canonical connection on $J^{\infty} Y$. This connection provides the canonical decomposition of exterior forms on jet manifolds and the corresponding decomposition $d=d_{H}+d_{V}$ of the exterior differential into horizontal and vertical parts. These decompositions lead to the variational bicomplex and the algebraic approach to the calculus in variations (see Section 11.2). This bicomplex extended to a graded algebra plays an important role in the BRST construction phrased in terms of jets (see Section 11.3).

We start from higher order jet manifolds of sections of a fibre bundle $Y \rightarrow X$ $[123,179,212,274]$. They are a natural generalization of the first and second order jet manifolds. We will follow the notation of Section 1.3. Recall that, given fibred coordinates ( $x^{\lambda}, y^{i}$ ) on a fibre bundle $Y \rightarrow X$, by $\Lambda,|\Lambda|=r$, is meant a collection of numbers ( $\lambda_{r} \ldots \lambda_{1}$ ) modulo permutations. By $\Lambda+\Sigma$ we denote the collection

$$
\Lambda+\Sigma=\left(\lambda_{r} \cdots \lambda_{1} \sigma_{k} \cdots \sigma_{1}\right)
$$

modulo permutations, while $\Lambda \Sigma$ is the union of collections

$$
\Lambda \Sigma=\left(\lambda_{r} \cdots \lambda_{1} \sigma_{k} \cdots \sigma_{1}\right)
$$

where the indices $\lambda_{i}$ and $\sigma_{j}$ are not permuted. Recall the symbol (1.3.14) of the total derivative

$$
\begin{equation*}
d_{\lambda}^{(k)}=\partial_{\lambda}+\sum_{|\Lambda|=0}^{k} y_{\Lambda+\lambda}^{i} \partial_{i}^{\Lambda} . \tag{11.1.1}
\end{equation*}
$$

We omit the index ( $k$ ) in this symbol if there is no danger of confusion. We will use the notation

$$
\partial_{\Lambda}=\partial_{\lambda_{r}} \circ \cdots \circ \partial_{\lambda_{1}}, \quad d_{\Lambda}=d_{\lambda_{r}} \circ \cdots \circ d_{\lambda_{1}}, \quad \Lambda=\left(\lambda_{r} \ldots \lambda_{1}\right)
$$

The $r$-order jet manifold $J^{r} Y$ of sections of a fibre bundle $Y \rightarrow X$ (or simply the $r$-order jet manifold of $Y \rightarrow X$ ) is defined as the disjoint union

$$
\begin{equation*}
J Y=\bigcup_{x \in X} j_{x}^{r} s \tag{11.1.2}
\end{equation*}
$$

of the equivalence classes $j_{x}^{r} s$ of sections $s$ of $Y$ so that different sections $s$ and $s^{\prime}$ belong to the same equivalence class $j_{x}^{r} s$ if and only if

$$
s^{i}(x)=s^{i i}(x), \quad \partial_{\Lambda} s^{i}(x)=\partial_{\Lambda} s^{i}(x), \quad 0<|\Lambda| \leq r .
$$

In brief, one can say that sections of $Y \rightarrow X$ are identified by the $r+1$ terms of their Taylor series at points of $X$. The particular choice of a coordinate atlas does not matter for this definition. Given an atlas of fibred coordinates ( $x^{\lambda}, y^{i}$ ) of a fibre bundle $Y \rightarrow X$, the set (11.1.2) is endowed with an atlas of the adapted coordinates

$$
\begin{align*}
& \left(x^{\lambda}, y_{\Lambda}^{i}\right), \quad 0 \leq|\Lambda| \leq r  \tag{11.1.3}\\
& \left(x^{\lambda}, y_{\Lambda}^{i}\right) \circ s=\left(x^{\lambda}, \partial_{\Lambda} s^{i}(x)\right)
\end{align*}
$$

together with transition functions

$$
\begin{equation*}
y_{\lambda+\Lambda}^{\prime i}=\frac{\partial x^{\mu}}{\partial^{\prime} x^{\lambda}} d_{\mu} y_{\Lambda}^{\prime i} \tag{11.1.4}
\end{equation*}
$$

The coordinates (11.1.3) bring the set $J^{r} Y$ into a smooth manifold of finite dimension

$$
\operatorname{dim} J^{r} Y=n+m \sum_{i=0}^{r} \frac{(n+i-1)!}{i!(n-1)!}
$$

The coordinates (11.1.3) are compatible with the natural surjections

$$
\pi_{l}^{r}: J^{r} Y \rightarrow J^{l} Y, \quad r>l
$$

which form the composite bundle

$$
\begin{aligned}
& \pi^{r}: J^{r} Y \xrightarrow{\pi_{r-1}^{r}} J^{r-1} Y \xrightarrow{\pi_{r-2}^{r-1}} \cdots \xrightarrow{\pi_{0}^{1}} Y \xrightarrow{\pi} X, \\
& \pi_{h}^{k} \circ \pi_{k}^{r}=\pi_{h}^{r}, \quad \pi^{h} \circ \pi_{h}^{r}=\pi^{r} .
\end{aligned}
$$

A glance at the transition functions (11.1.4) when $|\Lambda|=r$ shows that the fibration

$$
\pi_{r-1}^{r}: J^{r} Y \rightarrow J^{r-1} Y
$$

is an affine bundle modelled over the vector bundle

$$
\begin{equation*}
\stackrel{\Gamma}{\vee} T^{*} X \underset{J^{r-1} Y}{\otimes} V Y \rightarrow J^{r-1} Y \tag{11.1.5}
\end{equation*}
$$

Remark 11.1.1. To introduce higher order jet manifolds, one can use the construction of the repeated jet manifolds. Let us consider the $r$-order jet manifold $J^{r} J^{k} Y$ of the jet bundle $J^{k} Y \rightarrow X$. It is coordinated by

$$
\left(x^{\mu}, y_{\Sigma \Lambda}^{i}\right), \quad|\Lambda| \leq k, \quad|\Sigma| \leq r
$$

There is the canonical monomorphism

$$
\sigma_{\tau k}: J^{r+k} Y \hookrightarrow J^{r} J^{k} Y
$$

given by the coordinate relations

$$
y_{\Sigma \Lambda}^{i} \circ \sigma_{\tau k}=y_{\Sigma+\Lambda}^{i} .
$$

In the calculus in $r$-order jets, we have the $r$-order jet prolongation functor such that, given fibre bundles $Y$ and $Y^{\prime}$ over $X$, every fibred morphism $\Phi: Y \rightarrow Y^{\prime}$ over a diffeomorphism $f$ of $X$ admits the $r$-order jet prolongation to the morphism

$$
\begin{equation*}
J^{\top} \Phi: J^{r} Y \ni j_{x}^{r} s \mapsto j_{f(x)}^{r}\left(\Phi \circ s \circ f^{-1}\right) \in J^{r} Y^{\prime} \tag{11.1.6}
\end{equation*}
$$

of the $r$-order jet manifolds. The jet prolongation functor is exact. If $\Phi$ is an injection [surjection], so is $J^{r} \Phi$. It also preserves an algebraic structure. In particular, if $Y \rightarrow X$ is a vector bundle, so is $J^{r} Y \rightarrow X$. If $Y \rightarrow X$ is an affine bundle modelled over the vector bundle $\bar{Y} \rightarrow X$, then $J^{r} Y \rightarrow X$ is an affine bundle modelled over the vector bundle $J^{r} \bar{Y} \rightarrow X$.

Every section $s$ of a fibre bundle $Y \rightarrow X$ admits the $r$-order jet prolongation to the holonomic section

$$
\left(J^{r} s\right)(x)=j_{x}^{r} s
$$

of the jet bundle $J^{r} Y \rightarrow X$.
Every exterior form $\phi$ on the jet manifold $J^{k} Y$ gives rise to the pull-back form $\pi_{k}^{k+i *} \phi$ on the jet manifold $J^{k+i} Y$. Let $\mathfrak{O}_{k}^{*}=\mathfrak{D}^{*}\left(J^{k} Y\right)$ be the algebra of exterior forms on the jet manifold $J^{k} Y$. We have the direct system of $\mathbb{R}$-algebras

$$
\begin{equation*}
\mathfrak{O}^{*}(X) \xrightarrow{\pi^{*}} \mathfrak{D}^{*}(Y) \xrightarrow{\pi_{0}^{*}} \mathfrak{D}_{1}^{*} \xrightarrow{\pi_{1}^{2 *}} \cdots \stackrel{\pi_{r-1}^{r}+}{\longrightarrow} \mathfrak{D}_{r}^{*} \longrightarrow \cdots \tag{11.1.7}
\end{equation*}
$$

Sometimes, it is convenient to denote $\mathfrak{D}_{-1}^{*}=\mathfrak{V}^{*}(X), \mathfrak{D}_{0}^{*}=\mathfrak{V}^{*}(Y)$. The subsystem of (11.1.7) is the direct system

$$
\begin{equation*}
C^{\infty}(X) \xrightarrow{\pi^{*}} C^{\infty}(Y) \xrightarrow{\pi_{0}^{+}} \mathfrak{D}_{1}^{0} \xrightarrow{\pi_{1}^{2 \cdot}} \cdots \stackrel{\pi_{-1}^{r}-1^{\circ}}{\longrightarrow} \mathfrak{D}_{r}^{0} \longrightarrow \cdots \tag{11.1.8}
\end{equation*}
$$

of the $\mathbb{R}$-rings of real smooth functions $\mathfrak{D}_{k}^{0}=C^{\infty}\left(J^{k} Y\right)$ on the jet manifolds $J^{k} Y$. Therefore, one can think of (11.1.7) and (11.1.8) as being the direct systems of $C^{\infty}(X)$-modules.

Given the $k$-order jet manifold $J^{k} Y$ of $Y \rightarrow X$, there exists the canonical fibred morphism

$$
r_{(k)}: J^{k} T Y \rightarrow T J^{k} Y
$$

over $J^{k} Y \underset{X}{\times} J^{k} T X \rightarrow J^{k} Y \underset{X}{\times} T X$ whose coordinate expression is

$$
\left(x^{\lambda}, y_{\Lambda}^{i}, \dot{x}^{\lambda}, \dot{y}_{\Lambda}^{i}\right) \circ r_{(k)}=\left(x^{\lambda}, y_{\Lambda}^{i}, \dot{x}^{\lambda},\left(\dot{y}^{i}\right)_{\Lambda}-\sum\left(\dot{y}^{i}\right)_{\mu+\Sigma}\left(\dot{x}^{\mu}\right)_{\Xi}\right), \quad 0 \leq|\Lambda| \leq k,
$$

where the sum is taken over all partitions $\Sigma+\Xi=\Lambda$ and $0<|\Xi|$. In particular, we have the canonical isomorphism over $J^{k} Y$ :

$$
\begin{equation*}
r_{(k)}: J^{k} V Y \rightarrow V J^{k} Y, \quad\left(\dot{y}^{i}\right)_{\Lambda}=\dot{y}_{\Lambda}^{i} \circ r_{(k)} . \tag{11.1.9}
\end{equation*}
$$

As a consequence, every projectable vector field $u=u^{\mu} \partial_{\mu}+u^{i} \partial_{i}$ on a fibre bundle $Y \rightarrow X$ has the following $k$-order jet prolongation to the vector field on $J^{k} Y$ :

$$
\begin{align*}
& J^{k} u=r_{(k)} \circ J^{k} u: J^{k} Y \rightarrow T J^{k} Y,  \tag{11.1.10}\\
& J^{k} u=u^{\lambda} \partial_{\lambda}+u^{i} \partial_{i}+u_{\Lambda}^{i} \partial_{i}^{\Lambda}, \quad 0<|\Lambda| \leq k, \\
& u_{\lambda+\Lambda}^{i}=d_{\lambda} u_{\Lambda}^{i}-y_{\mu+\Lambda}^{i} \partial_{\lambda} u^{\mu}, \quad 0<|\Lambda|<k,
\end{align*}
$$

(cf. (1.3.10) for $k=1$ ). In particular, the $k$-order jet lift (11.1.10) of a vertical vector field on $Y \rightarrow X$ is a vertical vector field on $J^{k} Y \rightarrow X$ due to the isomorphism (11.1.9).

A vector field $u_{r}$ on an $r$-order jet manifold $J^{r} Y$ is called projectable if, for any $k<r$, there exists a projectable vector field $u_{k}$ on $J^{k} Y$ such that

$$
u_{k} \circ \pi_{k}^{\tau}=T \pi_{k}^{\tau} \circ u_{r} .
$$

A projectable vector field on $J^{r} Y$ has the coordinate expression

$$
u_{r}=u^{\lambda} \partial_{\lambda}+u_{\Lambda}^{i} \partial_{i}^{\Lambda}, \quad 0 \leq|\Lambda| \leq r,
$$

such that $u_{\lambda}$ depends only on the coordinates $x^{\mu}$ and every component $u_{\Lambda}^{i}$ is independent of the coordinates $y_{\Xi}^{i},|\Xi|>|\Lambda|$.

Let us denote by $\mathcal{P}^{r}$ the vector space of projectable vector fields on the jet manifold $J^{r} Y$. It is easily seen that $\mathcal{P}^{r}$ is a Lie algebra over $\mathbb{R}$ and that the morphisms $T \pi_{k}^{\tau}, k<r$, constitute the inverse system

$$
\begin{equation*}
\mathcal{P}^{0} \stackrel{T \pi_{0}^{1}}{\leftrightarrows} \mathcal{P}^{1} \stackrel{T \pi_{1}^{2}}{\leftrightarrows} \cdots \stackrel{T \pi_{r-2}^{r-1}}{=} \mathcal{P}^{r-1} \stackrel{T \pi_{r-1}^{r}}{\leftrightarrows} \mathcal{P}^{r} \longleftarrow \ldots \tag{11.1.11}
\end{equation*}
$$

of these Lie algebras.
Proposition 11.1.1. [25, 290]. The $k$-order jet lift (11.1.10) is the Lie algebra monomorphism of the Lie algebra $\mathcal{P}^{0}$ of projectable vector fields on $Y \rightarrow X$ to the Lie algebra $\mathcal{P}^{k}$ of projectable vector fields on $J^{k} Y$ such that

$$
\begin{equation*}
T \pi_{k}^{\tau}\left(J^{\top} u\right)=J^{k} u \circ \pi_{k}^{\tau} . \tag{11.1.12}
\end{equation*}
$$

The jet lift $J^{k} u(11.1 .10)$ is said to be an integrable vector field on $J^{k} Y$. Every projectable vector field $u_{k}$ on $J^{k} Y$ is decomposed into the sum

$$
\begin{equation*}
u_{k}=J^{k}\left(T \pi_{0}^{k}\left(u_{k}\right)\right)+v_{k} \tag{11.1.13}
\end{equation*}
$$

of the integrable vector field $J^{k}\left(T \pi_{0}^{k}\left(u_{k}\right)\right)$ and a projectable vector field $v_{r}$ which is vertical with respect to some fibration $J^{k} Y \rightarrow Y$.

Similarly to the exact sequences (1.1.17a) - (1.1.17b) over $J^{0} Y=Y$, we have the exact sequences

$$
\begin{align*}
& 0 \rightarrow V J^{k} Y \hookrightarrow T J^{k} Y \rightarrow T X \underset{X}{\times} J^{k} Y \rightarrow 0  \tag{11.1.14}\\
& 0 \rightarrow J^{k} Y \underset{X}{\times} T^{*} X \hookrightarrow T J^{k} Y \rightarrow V^{*} J^{k} Y \rightarrow 0 \tag{11.1.15}
\end{align*}
$$

of vector bundles over $J^{k} Y$. They do not admit a canonical splitting. Nevertheless, their pull-backs onto $J^{k+1} Y$ are split canonically due to the following canonical bundle monomorphisms over $J^{k} Y$ :

$$
\begin{align*}
& \lambda_{(k)}: J^{k+1} Y \hookrightarrow T^{*} X \underset{J^{k} Y}{\otimes} T J^{k} Y, \\
& \lambda_{(k)}=d x^{\lambda} \otimes d_{\lambda}^{(k)},  \tag{11.1.16}\\
& \theta_{(k)}: J^{k+1} Y \hookrightarrow T^{*} J^{k} Y \underset{J^{k} Y}{\otimes} V J^{k} Y, \\
& \theta_{(k)}=\sum\left(d y_{\Lambda}^{i}-y_{\lambda+\Lambda}^{i} d x^{\lambda}\right) \otimes \partial_{i}^{\Lambda} \tag{11.1.17}
\end{align*}
$$

where the sum is over all multi-indices $\Lambda,|\Lambda| \leq k$ (cf. (1.3.5), (1.3.6) for $k=1$ ). The forms

$$
\begin{equation*}
\theta_{\Lambda}^{i}=d y_{\Lambda}^{i}-y_{\Lambda+\lambda}^{i} d x^{\lambda} \tag{11.1.18}
\end{equation*}
$$

are also called the contact forms. The monomorphisms (11.1.16) and (11.1.17) yield the fibred monomorphisms over $J^{k+1} Y$

$$
\begin{align*}
& \hat{\lambda}_{(k)}: T X \underset{X}{\times} J^{k+1} Y \hookrightarrow T J^{k} Y \underset{J^{k} Y}{\times} J^{k+1} Y,  \tag{11.1.19}\\
& \hat{\theta}_{(k)}: V^{*} J^{k} Y \underset{J^{k} Y}{\times} \hookrightarrow T^{*} J^{k} Y \underset{J^{k} Y}{\times} J^{k+1} Y \tag{11.1.20}
\end{align*}
$$

These monomorphisms split the exact sequences (11.1.14) and (11.1.15) over $J^{k+1} Y$ and define the canonical horizontal splittings of the pull-backs

$$
\begin{align*}
& \pi_{k}^{k+1} T J^{k} Y=\hat{\lambda}_{(k)}\left(T X \underset{X}{\times} J^{k+1} Y\right) \underset{J^{k+1} Y}{\oplus} V J^{k} Y,  \tag{11.1.21}\\
& \dot{x}^{\lambda} \partial_{\lambda}+\sum \dot{y}_{\Lambda}^{i} \partial_{i}^{\Lambda}=\dot{x}_{\lambda}^{\lambda} d_{\lambda}^{(k)}+\sum\left(\dot{y}_{\Lambda}^{i}-\dot{x}^{\lambda} y_{\lambda+\Lambda}^{i}\right) \partial_{i}^{\Lambda}, \\
& \pi_{k}^{k+1} T^{*} J^{k} Y=T^{*} X \underset{J^{k+1} Y}{\oplus} \hat{\theta}_{(k)}\left(V^{*} J^{k} Y \underset{J^{k} Y}{\times} J^{k+1} Y\right),  \tag{11.1.22}\\
& \dot{x}_{\lambda} d x^{\lambda}+\sum \dot{y}_{i}^{\Lambda} d y_{\Lambda}^{i}=\left(\dot{x}_{\lambda}+\sum \dot{y}_{i}^{\Lambda} y_{\lambda+\Lambda}^{i}\right) d x^{\lambda}+\sum \dot{y}_{i}^{\Lambda} \theta_{\Lambda}^{i},
\end{align*}
$$

where summations are over all multi-indices $|\Lambda| \leq k$.
In accordance with the canonical horizontal splitting (11.1.21), the pull-back

$$
\bar{u}_{k}: J^{k+1} Y^{\pi_{k}^{k+1} \times I d} J^{k} Y \times J^{k+1} \xrightarrow{u_{k} \times \text { Id }} T J^{k} Y \underset{J^{k} Y}{\times} J^{k+1}
$$

onto $J^{k+1} Y$ of any vector field $u_{k}$ on $J^{k} Y$ admits the canonical horizontal splitting

$$
\begin{equation*}
\bar{u}=u_{H}+u_{V}=\left(u^{\lambda} d_{\lambda}^{(k)}+\sum y_{\lambda+\Lambda}^{i} \partial_{i}^{\Lambda}\right)+\sum\left(u_{\Lambda}^{i}-u^{\lambda} y_{\lambda+\Lambda}^{i}\right) \partial_{i}^{\Lambda}, \tag{11.1.23}
\end{equation*}
$$

where the sums are over all multi-indices $|\Lambda| \leq k$. By virtue of the canonical horizontal splitting (11.1.22), every exterior 1-form $\phi$ on $J^{k} Y$ admits the canonical splitting of its pull-back

$$
\begin{equation*}
\pi_{k}^{k+1 \bullet} \phi=h_{0} \phi+\left(\phi-h_{0}(\phi)\right), \tag{11.1.24}
\end{equation*}
$$

where $h_{0}$ is the horizontal projection (1.3.15).
As was mentioned above, the canonical horizontal splittings (11.1.21) - (11.1.24) are not true horizontal splitting on $J^{k} Y$ because they are defined for the pull-backs from $J^{k} Y$ onto $J^{k+1} Y$. One may hope to overcome this difficulty in the case of infinite order jets.

The direct system (11.1.7) of $\mathbb{R}$-algebras of exterior forms and the inverse system (11.1.11) of the real Lie algebras of projectable vector fields on jet manifolds are defined for any finite order $r$. These sequences admit the limits for $r \rightarrow \infty$ in the category of modules and that of Lie algebras, respectively. Intuitively, one can think of elements of these limits as being the objects defined on the projective limit of the inverse system

$$
\begin{equation*}
X+_{+}^{\pi} Y \stackrel{\pi_{0}^{1}}{\leftrightarrows} \ldots \longleftarrow J^{r-1} Y \stackrel{\pi_{r}^{r}-1}{\leftrightarrows} J^{r} Y \leftarrow \cdots \tag{11.1.25}
\end{equation*}
$$

of finite order jet manifolds $J^{r} Y$.
Remark 11.1.2. Recall that, by a projective limit of the inverse system (11.1.25) is meant a set $J^{\infty} Y$ such that, for any $k$, there exist surjections

$$
\begin{equation*}
\pi^{\infty}: J^{\infty} Y \rightarrow X, \quad \pi_{0}^{\infty}: J^{\infty} Y \rightarrow Y, \quad \pi_{k}^{\infty}: J^{\infty} Y \rightarrow J^{k} Y \tag{11.1.26}
\end{equation*}
$$

which make up the commutative diagrams

for any admissible $k$ and $r<k[217]$.
The projective limit $J^{\infty} Y$ of the inverse system (11.1.25) exists. It is called the infinite order jet space. This space consists of those elements

$$
\left(\ldots, q_{i}, \ldots, q_{j}, \ldots\right), \quad q_{i} \in J^{i} Y, \quad q_{j} \in J^{j} Y
$$

of the Cartesian product $\prod_{k} J^{k} Y$ which satisfy the relations $q_{i}=\pi_{i}^{j}\left(q_{j}\right)$ for all $j>i$. Thus, elements of the infinite order jet space $J^{\infty} Y$ really represent $\infty$-jets $j_{x}^{\infty} s$ of local sections of $Y \rightarrow X$. Different sections belong to the same jet $j_{x}^{\infty} s$ if and only if their Taylor series at a point $x \in X$ coincide with each other.

Remark 11.1.3. Note that there is a natural surjection of the sheaf $Y_{X}$ of smooth sections of a fibre bundle $Y \rightarrow X$ onto the infinite order jet space $J^{\infty} Y$ because all sections $s$ of $Y \rightarrow X$ with the same germ $s_{x}$ at $x \in X$ belong to the same jet $j_{x}^{\infty} s$, but a converse is not true.

Remark 11.1.4. The space $J^{\infty} Y$ is also the projective limit of the inverse subsystem of (11.1.25) which starts from any finite order $J^{r} Y$.

The infinite order jet space $J^{\infty} Y$ is provided with the weakest topology such that the surjections (11.1.26) are continuous. The base of open sets of this topology in $J^{\infty} Y$ consists of the inverse images of open subsets of $J^{k} Y, k=0, \ldots$, under the mappings (11.1.26). This topology is paracompact, and admits a smooth partition of unity. The space $J^{\infty} Y$ can also be provided with some kind of a manifold structure, but it fails to be a well-behaved manifold [25, 290, 291]. Nevertheless, a wide class
of differentiable objects on $J^{\infty} Y$ can be introduced in the terms of the differential calculus in modules in Section 8.1.

The procedure is the following. At first, real smooth functions on $J^{\infty} Y$ are defined. A real function $f: J^{\infty} Y \rightarrow \mathbb{R}$ is said to be smooth if, for every $q \in J^{\infty} Y$, there exists a neighbourhood $U$ of $q$ and a smooth function $f^{(k)}$ on $J^{k} Y$ for some $k$ such that

$$
\left.f\right|_{U}=\left.f^{(k)} \circ \pi_{k}^{\infty}\right|_{U} .
$$

Then the same equality takes place for any $r>k$. In particular, the pull-back $\pi_{r}^{\infty<} f$ of any smooth function on $J^{r} Y$ is a smooth function on $J^{\infty} Y$. Smooth functions on $J^{\infty} Y$ constitute an $\mathbb{R}$-ring $C^{\infty}\left(J^{\infty} Y\right)$. Vector fields on $J^{\infty} Y$ are introduced as derivations of this ring. They make up the locally free left $C^{\infty}\left(J^{\infty} Y\right)$-module $\mathfrak{d}\left(C^{\infty}\left(J^{\infty} Y\right)\right.$ ). The $C^{\infty}\left(J^{\infty} Y\right)$-module of exterior 1 -forms on $J^{\infty} Y$, in turn, is defined as the dual $0^{*}\left(C^{\infty}\left(J^{\infty} Y\right)\right)$ of the module of vector fields.

However, one usually narrows down the class of studied differentiable objects on $J^{\infty} Y$ to the algebraic limits of the inverse system (11.1.11) of Lie algebras of projectable vector fields and of the direct system (11.1.7) of modules of exterior forms on finite order jet manifolds $J^{r} Y$. They constitute subsets of the above mentioned $C^{\infty}\left(J^{\infty} Y\right)$-modules of vector fields and exterior forms on the infinite order jet space.

Let us start from the direct system (11.1.7) of $\mathbb{R}$-modules $\mathfrak{V}_{k}^{*}=\mathfrak{O}^{*}\left(J^{k} Y\right)$ of exterior forms on finite order jet manifolds $J^{k} Y$. The limit $\mathcal{D}_{\infty}^{*}$ of this direct system, by definition, obeys the following conditions [217]:

- for any $r$, there exists an injection $\mathfrak{D}_{r}^{*} \rightarrow \mathfrak{D}_{\infty}^{*} ;$
- the diagrams

are commutative for any $r$ and $k<r$.
Such a direct limit exists. This is the $\mathbb{R}$-module which is the quotient of the direct sum $\underset{k}{\oplus} \mathfrak{D}_{k}^{*}$ with respect to identification of the pull-back forms

$$
\pi_{r}^{\infty * *} \phi=\pi_{k}^{\infty *} \sigma, \quad \phi \in \mathfrak{D}_{r}^{*}, \quad \sigma \in \mathfrak{D}_{k}^{*},
$$

if $\phi=\pi_{k}^{r *} \sigma$. In other words, $\mathcal{D}_{\infty}^{*}$ consists of all exterior forms on finite order jet manifolds module the pull-back identification. Therefore, we will denote the image of $\mathfrak{D}_{r}^{*}$ in $\mathfrak{D}_{\infty}^{*}$ by $\mathfrak{D}_{r}^{*}$ and the elements $\pi_{r}^{\infty 0^{\circ}} \phi$ of $\mathfrak{D}_{\infty}^{*}$ simply by $\phi$.
Remark 11.1.5. Obviously, $\mathfrak{D}_{\infty}^{*}$ is the direct limit of the direct subsystem of (11.1.7) which starts from any finite order $r$.

The $\mathbb{R}$-module $\mathfrak{D}_{\infty}^{*}$ possesses the structure of the filtered module as follows [185]. Let us consider the direct system (11.1.8) of the commutative $\mathbb{R}$-rings of smooth functions on the jet manifolds $J^{r} Y$. Its direct limit $\mathcal{D}_{\infty}^{0}$ consists of functions on finite order jet manifolds modulo pull-back identification. Therefore $\mathfrak{D}_{\infty}^{0}$ is a subset of the ring $C^{\infty}\left(J^{\infty} Y\right)$ of all smooth functions on $J^{\infty} Y$. This is the $\mathbb{R}$-ring filtered by the $\mathbb{R}$-rings $\mathfrak{D}_{k}^{0} \subset \mathfrak{D}_{k+i}^{0}$. Then $\mathfrak{D}_{\infty}^{*}$ has the filtered $\mathfrak{D}^{0}$-module structure given by the $\mathfrak{D}_{k}^{0}$-submodules $\mathfrak{D}_{k}^{*}$ of $\mathfrak{D}_{\infty}^{*}$.

Definition 11.1.2. An endomorphism $\Delta$ of $\mathfrak{D}_{\infty}^{*}$ is called a filtered morphism if there exists $i \in \mathbb{N}$ such that the restriction of $\Delta$ to $\mathfrak{D}_{k}^{*}$ is the homomorphism of $\mathfrak{D}_{k}^{*}$ into $\mathfrak{D}_{k+i}$ over the injection $\mathfrak{D}_{k}^{0} \hookrightarrow \mathfrak{D}_{k+i}^{0}$ for all $k$.

Theorem 11.1.3. [217]. Every direct system of endomorphisms $\left\{\gamma_{k}\right\}$ of $\mathfrak{O}_{k}$ such that

$$
\pi_{i}^{j *} \circ \gamma_{i}=\gamma_{j} \circ \pi_{i}^{j *}
$$

for all $j>i$ has the direct limit $\gamma_{\infty}$ in filtered endomorphisms of $\mathfrak{D}_{\infty}^{*}$. If all $\gamma_{k}$ are monomorphisms [epimorphisms], then $\gamma_{\infty}$ is also a monomorphism [epimorphism]. This result also remains true for the general case of morphism between two different direct systems.

Corollary 11.1.4. [217]. The operation of taking homology groups of chain and cochain complexes commutes with the passage to the direct limit.

The operation of multiplication

$$
\phi \rightarrow f \phi, \quad f \in C^{\infty}(X), \quad \phi \in \mathfrak{D}_{r}^{*}
$$

has the direct limit, and $\mathfrak{D}_{\infty}^{*}$ possesses the structure of $C^{\infty}(X)$-algebra. The operations of the exterior product $\wedge$ and the exterior differential $d$ also have the direct
limits on $\mathfrak{D}_{\infty}^{*}$. We will denote them by the same symbols $\wedge$ and $d$, respectively. They provide $\mathfrak{D}_{\infty}^{*}$ with the structure of a $\mathbb{Z}$-graded exterior algebra:

$$
\mathfrak{D}_{\infty}^{*}=\bigoplus_{m=0}^{\infty} \mathfrak{D}_{\infty}^{m}
$$

where $\mathfrak{O}_{\infty}^{m}$ are the direct limits of the direct systems

$$
\mathfrak{D}^{m}(X) \xrightarrow{\pi^{\bullet}} \mathfrak{D}_{0}^{m} \xrightarrow{\pi_{0}^{1 \cdot}} \mathfrak{O}_{1}^{m} \longrightarrow \cdots \mathfrak{D}_{\mathbf{r}}^{m} \stackrel{\pi_{r}^{r+1}}{\longrightarrow} \mathfrak{D}_{r+1}^{m} \longrightarrow \cdots
$$

of $\mathbb{R}$-modules $\mathfrak{O}_{r}^{m}$ of exterior $m$-forms on $r$-order jet manifolds $J^{r} Y$. Elements of $\mathfrak{O}_{\infty}^{m}$ are called the exterior $m$-forms on the infinite order jet space. The familiar relations of an exterior algebra take place:

$$
\begin{aligned}
& \mathfrak{D}_{\infty}^{i} \wedge \mathfrak{D}_{\infty}^{j} \subset \mathfrak{D}_{\infty}^{i+j} \\
& d: \mathfrak{D}_{\infty}^{i} \rightarrow \mathfrak{D}_{\infty}^{i+1} \\
& d \circ d=0
\end{aligned}
$$

As a consequence, we have the following De Rham complex of exterior forms on the infinite order jet space

$$
\begin{equation*}
0 \longrightarrow \mathbb{R} \longrightarrow \mathcal{D}_{\infty}^{0} \xrightarrow{d} \mathfrak{D}_{\infty}^{1} \xrightarrow{d} \cdots \tag{11.1.27}
\end{equation*}
$$

Let us consider the cohomology group $H^{m}\left(\mathcal{D}_{\infty}^{*}\right)$ of this complex. By virtue of Corollary 11.1.4, this is isomorphic to the direct limit of the direct system of homomorphisms

$$
H^{m}\left(\mathfrak{D}_{r}^{*}\right) \longrightarrow H^{m}\left(\mathfrak{D}_{\mathbf{r}+1}^{*}\right) \longrightarrow \cdots
$$

of the cohomology groups $H^{m}\left(\mathfrak{O}_{r}^{*}\right)$ of the cochain complexes

$$
0 \longrightarrow \mathbb{R} \longrightarrow \mathcal{D}_{r}^{0} \xrightarrow{d} \mathcal{D}_{r}^{1} \xrightarrow{d} \cdots \xrightarrow{d} \mathfrak{D}_{r}^{l} \rightarrow 0, \quad l=\operatorname{dim} J^{r} Y,
$$

i.e., of the De Rham cohomology groups $H^{m}\left(\mathcal{D}_{\mathbf{r}}^{*}\right)=H^{m}\left(J^{r} Y\right)$ of jet manifolds $J^{r} Y$. The following assertion completes our consideration of cohomology of the complex (11.1.27).

Proposition 11.1.5. The De Rham cohomology $H^{*}\left(J^{r} Y\right)$ of jet manifolds $J^{r} Y$ coincide with the De Rham cohomology $H^{*}(Y)$ of the fibre bundle $Y \rightarrow X$ [25].

The proof is based on the fact that the fibre bundle $J^{r} Y \rightarrow J^{r-1} Y$ is affine, and it has the same De Rham cohomology than its base. It follows that the cohomology groups $H^{m}\left(\mathcal{O}_{\infty}^{*}\right), m>0$, of the cochain complex (11.1.27) coincide with the De Rham cohomology groups $H^{m}(Y)$ of $Y \rightarrow X$.

Though we do not discuss a manifold structure on the infinite order jet space, the elements of the direct limit $\mathcal{D}_{\infty}^{*}$ can be considered in the coordinate form as follows. Let $U$ be the domain of a fibred coordinate chart $\left(U ; x^{\lambda}, y^{i}\right)$ of a fibre bundle $Y \rightarrow X$. Let $U_{r}=\left(\pi_{0}^{r}\right)^{-1}(U)$ be the domain of the corresponding coordinate chart of the bundle $J^{r} Y \rightarrow Y$. One can repeat the above procedure for the modules $\mathcal{D}^{*}\left(U_{r}\right)$ of the exterior forms defined on $U_{r}$, and obtain their direct limit $\mathfrak{O}_{\infty}^{*}(U)$. For every $r$, we have the $\mathbb{R}$-module homomorphism

$$
i_{U_{r}}^{*}: \mathfrak{O}_{r}^{*} \rightarrow \mathfrak{D}^{*}\left(U_{r}\right)
$$

which sends every exterior form on $J^{r} Y$ onto its pull-back on $U_{r}$. Then there exists the $\mathbb{R}$-module homomorphism

$$
i_{U}^{*}: \mathfrak{D}_{\infty}^{*} \rightarrow \mathfrak{D}_{\infty}^{*}(U)
$$

such that the diagram

commutes for any order $r$ [217]. Elements of $\mathfrak{D}_{\infty}^{*}(U)$ can be written in the familiar coordinate form.

Given an atlas $\left\{\left(U ; x^{\lambda}, y^{i}\right)\right\}$ of fibred coordinates of $Y \rightarrow X$, let us consider the vector space $\mathfrak{D}_{\infty}^{*}(U)$ of exterior forms on infinite order jets for every coordinate chart $\left(U ; x^{\lambda}, y^{i}\right)$ of this atlas. Every element $\phi$ of the space $\mathfrak{D}_{\infty}^{*}$ is uniquely defined by the collection of elements $\left\{\phi_{U}\right\}$ of the spaces $\mathfrak{D}_{\infty}^{*}(U)$, together with the corresponding coordinate transformation rules. Further on, we will utilize the coordinate expressions for exterior forms on infinite order jets, without specifying the coordinate domain $U$. One can say that an object given by a coordinate expression as an element of each space $\mathfrak{D}_{\infty}^{*}(U)$ is globally defined if its coordinate form is preserved under the corresponding coordinate transformations.

In particular, the basic 1 -forms $d x^{\lambda}$ and the contact 1 -forms $\theta_{\Lambda}^{i}$ (11.1.18) constitute the set of local generating elements of the filtered $\mathfrak{D}_{\infty}^{0}$-module $\mathfrak{D}_{\infty}^{1}$ of 1 -forms on
$J^{\infty} Y$. Moreover, the basic 1-forms $d x^{\lambda}$ and the contact 1-forms $\theta_{\Lambda}^{i}$ have independent coordinate transformation laws. It follows that there is the canonical splitting

$$
\begin{equation*}
\mathfrak{O}_{\infty}^{1}=\mathfrak{V}_{\infty}^{0,1} \oplus \mathfrak{D}_{\infty}^{1,0} \tag{11.1.28}
\end{equation*}
$$

of $\mathfrak{D}_{\infty}^{1}$ in the filtered $\mathfrak{D}_{\infty}^{0}$-submodules $\mathfrak{D}_{\infty}^{0,1}$ and $\mathfrak{D}_{\infty}^{1,0}$ generated separately by basic and contact forms. One can think of this splitting as being the canonical horizontal splitting. It is similar both to the horizontal splitting (2.1.9) of the cotangent bundle of a fibre bundle by means of a connection and the to canonical horizontal splittings (11.1.24) of 1 -forms on finite order jet manifolds. Therefore, one can say that the splitting (11.1.28) defines the canonical connection on the infinite order jet space $J^{\infty} Y$.

The canonical horizontal splitting (11.1.28) provides the corresponding splitting of the space of $m$-forms

$$
\begin{equation*}
\mathfrak{O}_{\infty}^{m}=\mathfrak{V}_{\infty}^{0, m} \oplus \mathfrak{D}_{\infty}^{1, m-1} \oplus \ldots \oplus \mathfrak{D}_{\infty}^{m, 0} \tag{11.1.29}
\end{equation*}
$$

where elements of $\mathfrak{D}^{k, s-k}$ are called $k$-contact forms. Let us denote by $h_{k}$ the $k$ contact projection

$$
\begin{equation*}
h_{k}: \mathfrak{D}_{\infty}^{m} \rightarrow \mathfrak{D}_{\infty}^{k, m-k}, \quad k \leq m . \tag{11.1.30}
\end{equation*}
$$

In particular, we restart the horizontal projection $h_{0}$ (1.3.15) as the canonical projection

$$
h_{0}: \mathfrak{V}_{\infty}^{m} \rightarrow \mathfrak{V}_{\infty}^{0, m}, \quad \forall m>0 .
$$

Accordingly, the exterior differential on $\mathfrak{O}_{\infty}^{*}$ is decomposed into the sum

$$
\begin{equation*}
d=d_{H}+d_{V} \tag{11.1.31}
\end{equation*}
$$

of the horizontal differential $d_{H}$ and the vertical differential $d_{V}$. These are defined as follows:

$$
\begin{aligned}
& d: \mathfrak{D}_{\infty}^{k, s} \rightarrow \mathfrak{D}_{\infty}^{k+1, s} \oplus \mathfrak{O}_{\infty}^{k, s+1}, \\
& d_{H}: \mathfrak{D}_{\infty}^{k, s} \rightarrow \mathfrak{D}_{\infty}^{k, s+1}, \quad d_{H}\left|\mathfrak{Q}_{\infty}^{k, s} \xlongequal{\text { def }} \mathrm{pr}_{2} \circ d\right| \mathfrak{D}_{\infty}^{k, s}, \\
& d_{V}: \mathfrak{D}_{\infty}^{k, s} \rightarrow \mathfrak{D}_{\infty}^{k+1, s}, \\
& d_{V} \mid \mathfrak{D}_{\infty}^{k, s} \text { def } \mathrm{pr}_{1} \circ d \mid \mathfrak{O}_{\infty}^{k, s},
\end{aligned}
$$

for $s<n$ and all $k$. The operators $d_{H}$ and $d_{V}$ obey the familiar relations

$$
\begin{aligned}
& d_{H}(\phi \wedge \sigma)=d_{H}(\phi) \wedge \sigma+(-1)^{|\phi|} \phi \wedge d_{H}(\sigma), \quad \phi, \sigma \in \mathfrak{D}_{\infty}^{*}, \\
& d_{V}(\phi \wedge \sigma)=d_{V}(\phi) \wedge \sigma+(-1)^{|\phi|} \phi \wedge d_{V}(\sigma),
\end{aligned}
$$

and possess the nilpotency property

$$
\begin{equation*}
d_{H} \circ d_{H}=0, \quad d_{V} \circ d_{V}=0, \quad d_{V} \circ d_{H}+d_{H} \circ d_{V}=0 . \tag{11.1.32}
\end{equation*}
$$

Recall also the relation

$$
h_{0} \circ d=d_{H} \circ h_{0} .
$$

The horizontal differential can be written in the form

$$
\begin{equation*}
d_{H} \phi=d x^{\lambda} \wedge d_{\lambda}(\phi) \tag{11.1.33}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\lambda}=d_{\lambda}^{\infty}=\partial_{\lambda}+\sum_{0 \leq \Lambda \Lambda \mid} y_{\Lambda+\lambda}^{i} \partial_{i}^{\Lambda} \tag{11.1.34}
\end{equation*}
$$

are the total derivatives in infinite order jets. It should be emphasized that, though the sum in the expression (11.1.34) is taken with respect to an infinite number of collections $\Lambda$, the operator (11.1.34) is well defined since, given any form $\phi \in \mathfrak{O}_{\infty}^{*}$, the expression $d_{\lambda}(\phi)$ involves only a finite number of the terms $\partial_{i}^{\Lambda}$. The total derivatives satisfy the relations

$$
\begin{aligned}
& d_{\lambda}(\phi \wedge \sigma)=d_{\lambda}(\phi) \wedge \sigma+\phi \wedge d_{\lambda}(\sigma) \\
& d_{\lambda}(d \phi)=d\left(d_{\lambda}(\phi)\right) \\
& {\left[d_{\lambda}, d_{\alpha}\right]=0}
\end{aligned}
$$

In contrast with the partial derivatives $\partial_{\lambda}$, they have the coordinate transformation law

$$
d_{\lambda}^{\prime}=\frac{\partial x^{\mu}}{\partial x^{\prime \lambda}} d_{\mu}
$$

The reader is referred to Section 1.3 for the explicit expressions for operators $d_{\lambda}$. The corresponding explicit expressions for the operators $d_{H}$ and $d_{V}$ read

$$
\begin{array}{lll}
d_{H} f=d_{\lambda} f d x^{\lambda}, & d_{V} f=\partial_{i}^{\Lambda} f \theta_{\Lambda}^{i}, & f \in \mathfrak{D}_{\infty}^{0}, \\
d_{H}\left(d x^{\mu}\right)=0, & d_{V}\left(d x^{i}\right)=0, & \\
d_{H}\left(\theta_{\Lambda}^{i}\right)=d x^{\lambda} \wedge \theta_{\lambda+\Lambda}^{i}, & d_{V}\left(\theta_{\Lambda}^{i}\right)=0, & 0 \leq|\Lambda| .
\end{array}
$$

Turn now to the notion of a canonical connection on the infinite order jet space $J^{\infty} Y$. Given a vector field $\tau$ on $X$, let us consider the map

$$
\begin{equation*}
\left.\nabla_{\tau}: \mathfrak{D}_{\infty}^{0} \ni f \rightarrow \tau\right\rfloor\left(d_{H} f\right) \in \mathfrak{D}_{\infty}^{0} \tag{11.1.35}
\end{equation*}
$$

This is a derivation of the ring $\mathfrak{D}_{\infty}^{0}$. Moreover, if $\mathfrak{O}_{\infty}^{0}$ is regarded as a $C^{\infty}(X)$-ring, the map (11.1.35) satisfies the Leibniz rule. Hence, the assignment

$$
\begin{equation*}
\nabla: \tau \mapsto \tau\rfloor d_{H}=\tau^{\lambda} d_{\lambda} \tag{11.1.36}
\end{equation*}
$$

is the canonical connection on the $C^{\infty}(X)$-ring $\mathfrak{D}_{\infty}^{0}$ in accordance with Definition 8.2.7 [219]. Since a derivation is a local operation and $J^{\infty} Y$ admits a smooth partition of unity, the derivations (11.1.35) can be extended to the ring $C^{\infty}\left(J^{\infty} Y\right)$ of smooth functions on the infinite order jet space $J^{\infty} Y$. Accordingly, the connection $\nabla$ (11.1.36) is extended to the canonical connection on the $C^{\infty}(X)$-ring $C^{\infty}\left(J^{\infty} Y\right)$. Extended to $C^{\infty}\left(J^{\infty} Y\right)$, the derivations (11.1.35), by definition, are vector fields on the infinite order jet space $J^{\infty} Y$. One can also think of such a vector field $\nabla_{\tau}$ as the horizontal lift $\tau^{\lambda} \partial_{\lambda} \mapsto \tau^{\lambda} d_{\lambda}$ onto $J^{\infty} Y$ of a vector field $\tau$ on $X$ by means of a canonical connection on the (topological) fibre bundle $J^{\infty} Y \rightarrow X$.

The vector fields $\nabla_{\tau}$ on $J^{\infty} Y$ are not projectable, though they projected over vector fields on $X$. Projectable vector fields on $J^{\infty} Y$ (their definition is a repetition of that for finite order jet manifolds) are elements of the projective limit $\mathcal{P}^{\infty}$ of the inverse system (11.1.11). This projective limit exists. Its definition is a repetition of that of $J^{\infty} Y$. This is a Lie algebra such that the surjections

$$
T \pi_{k}^{\infty}: \mathcal{P}^{\infty} \rightarrow \mathcal{P}^{k}
$$

are Lie algebra morphisms which constitute the commutative diagrams

for any $k$ and $r<k$. In brief, we will say that elements of $\mathcal{P}^{\infty}$ are vector fields on the infinite order jet space $J^{\infty} Y$.

In particular, let $u$ be a projectable vector field on $Y$. There exists an element $J^{\infty} u \in \mathcal{P}^{\infty}$ such that

$$
T \pi_{k}^{\infty}\left(J^{\infty} u\right)=J^{k} u, \quad \forall k \geq 0
$$

One can think of $J^{\infty} u$ as being the $\infty$-order jet prolongation of the vector field $u$ on $Y$. It is given by the recurrence formula (11.1.10) where $0 \leq|\Lambda|$. Then any element of $\mathcal{P}^{\infty}$ is decomposed into the sum similar to (11.1.13) where $k=\infty$. Of course, it
is not the horizontal decomposition. Given a vector field $v$ on $J^{\infty} Y$, projected onto a vector field $\tau$ on $X$, we have its horizontal splitting

$$
v=v_{H}+v_{V}=\tau^{\lambda} d_{\lambda}+\left(v-\tau^{\lambda} d_{\lambda}\right)
$$

by means of the canonical connection $\nabla$ (11.1.36) (cf. (11.1.23)). Note that the component $v_{V}$ of this splitting is not a projectable vector field on $J^{\infty} Y$, but is a vertical vector field with respect to the fibration $J^{\infty} Y \rightarrow X$.

### 11.2 The variational bicomplex

The role of the horizontal differential $d_{H}$ in the BRST construction consists in the following. Given the BRST operator $s$, one introduces the total BRST operator $\mathbf{s}+d_{H}$ and considers the BRST-cohomology modulo $d_{H}[18,19,37,152]$ (see Section 11.4). This Section is devoted to the study of the cohomology of the variational complex created by the horizontal differential $d_{H}$ (see Theorem 11.2.2 below). As was mentioned above, this cohomology also provides the algebraic approach to the calculus in variations (see formula (11.2.15) below).

Remark 11.2.1. We consider the variational complex in the calculus in infinite order jets $[8,76,123,291,297]$. In comparison with the finite order variational sequence $[188,301]$, the essential simplification is that, if the order of jets is not bounded, there is the decomposition (11.1.29) of exterior forms on jet manifolds into contact and basic forms.

Using on the nilpotency property (11.1.32) of the horizontal and vertical differ-
entials $d_{H}$ and $d_{V}$, one can construct the commutative diagram:

where

$$
\begin{equation*}
E_{k}=\tau_{k}\left(\mathfrak{O}_{\infty}^{k, n}\right) \stackrel{\text { def }}{=} \mathfrak{O}_{\infty}^{k, n} / d_{H}\left(\mathfrak{D}_{\infty}^{k, n-1}\right) \tag{11.2.2}
\end{equation*}
$$

Since all columns and rows of this diagram are complexes, it is a complex of complexes.

Remark 11.2.2. The operators $d_{H}$ and $d_{V}$ satisfying the relations (11.1.32) define a bicomplex, but they do not commute. The operators $(-1)^{k} d_{H}$ and $d_{V}$ in the diagram (11.2.1) mutually commute, and this diagram is called a complex of complexes (see [204] for the terminology)

Lemma 11.2.1. $[123,297]$. The quotient $E_{k}, k>0$, (11.2.2) in the bottom row of the diagram (11.2.1) is isomorphic to the complement $\tau_{k}\left(\mathfrak{O}_{\infty}^{k, n}\right)$ of the subspace $d_{H}\left(\mathfrak{O}_{\infty}^{k, n-1}\right) \subset \mathfrak{D}^{k, n_{\infty}}$.

If follows that $\tau_{k}, k>0$, are the projection maps which have the properties

$$
\tau_{k} \circ \tau_{k}=\tau_{k}, \quad \tau_{k} \circ d_{H}=0
$$

The latter leads to the exact sequence

$$
0 \longrightarrow \operatorname{Ker} e_{k} \hookrightarrow \mathfrak{D}_{\infty}^{n+k} \xrightarrow{e_{k}} E_{k} \longrightarrow 0
$$

where $e_{k}=\tau_{k} \circ h_{k}$. It is a simple exact sequence because

$$
\mathfrak{D}_{\infty}^{n+k}=\operatorname{Ker} e_{k} \oplus E_{k}
$$

One can show that $d\left(\operatorname{Ker} e_{k}\right) \subset \operatorname{Ker} e_{k+1}$.
In view of the above results, we can replace the entities $\mathfrak{D}_{\infty}^{k, n}, d_{V}$ and $\tau_{k}, k>0$, in the bottom rows of the diagram (11.2.1) with $\mathfrak{D}_{\infty}^{n+K}, d$ and $e_{k}$, respectively, and come to the commutative diagram


Its first and second rows are the subcomplexes of the De Rham complex. Therefore, the last row

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \rightarrow \mathfrak{D}_{\infty}^{0} \xrightarrow{d_{H}} \mathfrak{D}_{\infty}^{0,1} \xrightarrow{d_{H}} \cdots \xrightarrow{d_{H}} \mathfrak{V}_{\infty}^{0, n} \xrightarrow{\varepsilon_{1}} E_{1} \xrightarrow{\varepsilon_{2}} E_{2} \longrightarrow \cdots \tag{11.2.4}
\end{equation*}
$$

is also a cochain complex, i.e.,

$$
\begin{equation*}
\varepsilon_{1} \circ d_{H}=0, \quad \varepsilon_{k+1} \circ \varepsilon_{k}=0 \tag{11.2.5}
\end{equation*}
$$

This complex is called the spectral sequence. Since $E_{k} \subset \mathcal{D}_{\infty}^{k, n}$, the cochain morphisms $\varepsilon_{k}$ of the complex (11.2.4) take the form $\varepsilon_{k}=\tau_{k} \circ d$.

One can obtain the morphisms $\varepsilon_{k}$ in an explicit form [24, 123, 297]:

$$
\left.\tau_{k}=\frac{1}{k} \tau \right\rvert\, D_{\infty}^{k, n}
$$

where $\tau$ is the operator, given by the coordinate expression

$$
\left.\tau(\phi)=(-1)^{|\Lambda|} \theta^{i} \wedge\left[d_{\Lambda}\left(\partial_{i}^{\wedge}\right] \phi\right)\right], \quad 0 \leq|\Lambda|,
$$

which acts on contact densities $\phi \in \mathfrak{O}_{\infty}^{*, n}$. Then we obtain

$$
\begin{equation*}
\varepsilon_{k}=\tau_{k} \circ d=\frac{1}{k} \delta, \tag{11.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\tau \circ d \tag{11.2.7}
\end{equation*}
$$

is the variational map [24, 123] which possesses the nilpotency property

$$
\begin{equation*}
\delta \circ \delta=0, \quad \delta \circ d_{H}=0 . \tag{11.2.8}
\end{equation*}
$$

Since the columns of the diagram (11.2.3) are simple exact sequences, the spectral sequence (11.2.4) can be regarded as a subcomplex of the cochain complex

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \longrightarrow \mathfrak{O}_{\infty}^{0} \xrightarrow{d_{H}} \cdots \mathfrak{D}_{\infty}^{0, n-1} \xrightarrow{d_{H}} \mathfrak{D}_{\infty}^{0, n} \xrightarrow{\delta} \mathcal{O}_{\infty}^{1, n} \xrightarrow{\delta} \mathfrak{D}_{\infty}^{2, n} \longrightarrow \cdots \tag{11.2.9}
\end{equation*}
$$

It is called the variational sequence.
In particular, let

$$
\phi=\phi_{i}^{\wedge} \theta_{\Lambda}^{i} \wedge \omega \in \mathfrak{D}_{\infty}^{1, n}
$$

be a 1 -contact density. We obtain

$$
\begin{equation*}
\tau_{1}(\phi)=(-1)^{|\Lambda|} d_{\Lambda}\left(\phi_{i}^{\Lambda}\right) \theta^{i} \wedge \omega . \tag{11.2.10}
\end{equation*}
$$

A glance at this expression shows that the subspace $E_{1} \subset \mathfrak{D}_{\infty}^{1, n}$ consists of 1-contact densities $\mathcal{E}=\mathcal{E}_{i} \theta^{\theta} \wedge \omega$ which take their values into the tensor bundle

$$
\begin{equation*}
T^{*} Y \wedge\left(\wedge^{n} T^{*} X\right) \tag{11.2.11}
\end{equation*}
$$

Let $L=\mathcal{L} \omega \in \mathfrak{D}_{\infty}^{0, n}$ be a horizontal density. Then the cochain morphisms $\varepsilon_{1}$ and $\varepsilon_{2}$ take the explicit form

$$
\begin{equation*}
\varepsilon_{1}(\mathcal{L} \omega)=(-1)^{|\Lambda|} d_{\Lambda}\left(\partial_{2}^{\Lambda} \mathcal{L}\right) \theta^{i} \wedge \omega, \tag{11.2.12}
\end{equation*}
$$

$$
\varepsilon_{2}\left(\mathcal{E}_{i} \theta^{i} \wedge \omega\right)=\frac{1}{2}\left[\partial_{j}^{\wedge} \mathcal{E}_{i} \theta_{\Lambda}^{j} \wedge \theta^{i}+(-1)^{)^{\wedge} \mid} \theta^{j} \wedge d_{\Lambda}\left(\partial_{j}^{\Lambda} \mathcal{E}_{i} \theta^{i}\right)\right] \wedge \omega,
$$

where summation is over all multi-indices $0 \leq|\Lambda|$. They are called the EulerLagrange map and the Helmholtz-Sonin map, respectively. Recall that, in fact, $L$ is a horizontal density on some finite order jet manifold $J^{r} Y$. Therefore, one can think of $L$ as being an $r$-order Lagrangian. Then the exterior form

$$
\begin{align*}
& \mathcal{E}_{L}=\varepsilon_{1}(L)=\delta(L),  \tag{11.2.13}\\
& \mathcal{E}_{L}=(-1)^{[\Lambda \mid} d_{\Lambda}\left(\partial_{i}^{\wedge} \mathcal{L}\right) \theta^{i} \wedge \omega, \quad 0 \leq|\Lambda| \leq r,
\end{align*}
$$

is called the Euler-Lagrange form associated with the $r$-order Lagrangian $L$. This form can be seen as the $2 r$-order differential operator

$$
\begin{equation*}
\mathcal{E}_{L}: J^{2 r} Y \rightarrow T^{*} Y \wedge\left(\wedge \Lambda^{*} X\right) \tag{11.2.14}
\end{equation*}
$$

called the Euler-Lagrange operator associated with $L$. In particular, if $L$ is a first order Lagrangian on the jet manifold $J^{1} Y$, the operator (11.2.14) is exactly the second order Euler-Lagrange operator (3.2.3).

Furthermore, by virtue of Lemma 11.2.1, we have the canonical decomposition

$$
\begin{equation*}
d L=\tau_{1}(d L)+\left(\mathrm{Id}-\tau_{1}\right)(d L)=\delta(L)+d_{H}(\phi), \quad \phi \in \mathfrak{D}_{\infty}^{1, n_{1}} \tag{11.2.15}
\end{equation*}
$$

which is the first variational formula for higher order Lagrangians. In particular, if $r=1$, it recovers the first variational formula (3.2.2) in the case of vertical vector fields $u$ on $Y \rightarrow X$.

Using the spectral sequence (11.2.4), one comes to the following variant of the well-known inverse problem of the calculus of variations. Differential operators which take their values into the tensor bundle (11.2.11) are called Euler-Lagrange-type operators. These are elements of the subspace $E_{1} \subset \mathfrak{D}_{\infty}^{1, n}$. An Euler-Lagrange-type operator $\mathcal{E}$ is said to be a locally variational operator if

$$
\varepsilon_{2}(\mathcal{E})=\frac{1}{2} \delta(\mathcal{E})=0
$$

In accordance with the relations (11.2.5), any $d_{H}$-exact Lagrangian is variationally trivial and every Euler-Lagrange operator is locally variational.

The obstruction for a locally variational operator to be an Euler-Lagrange one lies in the non-zero cohomology group

$$
H^{n+1}=\operatorname{Ker} \varepsilon_{2} / \operatorname{Im} \varepsilon_{1}
$$

of the complex (11.2.4) at the element $E_{1}$. Since columns of the diagram (11.2.3) are exact sequences, we have the following exact sequence of the cohomology groups of its rows denoted by $r_{1}, r_{2}$ and $r_{3}$ [204]:

$$
\cdots \longrightarrow H^{k}\left(r_{3}\right) \longrightarrow H^{k}\left(r_{2}\right) \longrightarrow H^{k}\left(r_{1}\right) \longrightarrow H^{k+1}\left(r_{3}\right) \longrightarrow \cdots
$$

THEOREM 11.2.2. [76, 297]. If $Y=\mathbb{R}^{l+n} \rightarrow \mathbb{R}^{n}$, the spectral sequence (11.2.4) is exact, i.e.,

$$
\operatorname{Ker} d_{H}=\operatorname{Im} d_{H}, \quad \operatorname{Ker} \varepsilon_{1}=\operatorname{Im} d_{H}, \quad \operatorname{Im} \varepsilon_{k}=\operatorname{Ker} \varepsilon_{k+1} .
$$

In view of this theorem, one can say that the complex (11.2.4) and, consequently, the complex (11.2.9) are locally exact.

Corollary 11.2.3. Since the variational sequence (11.2.9) is locally exact, a horizontal density $L \in \mathfrak{D}_{\infty}^{*}$ is variationally trivial if and only if it is $d_{H}$-exact. It follows that there is one-to-one correspondence between the equivalence classes of local horizontal densities $L$ modulo $d_{H}$-exact forms and the elements of the set $\operatorname{Im} \varepsilon_{1}=\operatorname{Ker} \varepsilon_{1}$.

Corollary 11.2.4. Let us consider the cochain complex

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \rightarrow \mathfrak{D}_{\infty}^{0} \xrightarrow{d_{H}} \mathfrak{D}_{\infty}^{0,1} \xrightarrow{d_{H}} \ldots \xrightarrow{d_{H}} \mathfrak{D}_{\infty}^{0, n} \xrightarrow{d_{H}} 0 \tag{11.2.16}
\end{equation*}
$$

It is locally exact at all terms, except the last one. Its cohomology group at this terms is

$$
\begin{equation*}
\mathfrak{O}_{\infty}^{0, n} / d_{H}\left(\mathfrak{D}_{\infty}^{0, n}\right)=E_{1} \tag{11.2.17}
\end{equation*}
$$

### 11.3 Jets of ghosts and antifields

Besides physical fields, the BRST construction involves ghosts, ghost-for-ghosts and antifields which are even and odd algebraic quantities. In order to apply the above jet formalism to the BRST construction, we should provide a geometric description of odd quantities, e.g., define their jets. Note that, in the framework of the jet formulation of the BRST theory, antifields can be introduced on the same footing as fields (see Remark 11.3.2 below).

Let us start from ghosts. In Lagrangian BRST formalism (see, e.g., [130] for a survey), ghosts are associated with parameters of gauge transformations. We will restrict our consideration to the case of bosonic fields and even gauge transformations with a finite number of generators. Then ghosts are odd. This is also the case of Hamiltonian BRST formalism where ghosts are related to constraints (see, e.g., [153]).

Different geometric models of ghosts have been suggested in order to provide a desired BRST transformation law. For instance, ghosts in the Yang-Mills gauge theory on a $G$-principal bundle can be described as forms on the gauge group manifold $\operatorname{Gau}(P)$ (see, e.g., $[32,163,275]$ ). This description however is not extended to other gauge theories (see [130] for several examples of gauge models).

Example 11.3.1. Let us consider the above-mentioned gauge theory on a principal bundle $P \rightarrow X$ over a compact manifold $X$ whose structure group $G$ is a compact semisimple matrix Lie group. A suitable Sobolev completion makes the gauge group $\operatorname{Gau}(P)$ a Banach Lie group (see Section 12.1). Generators of 1-parameter groups of gauge transformations are $G$-invariant vector fields on $P$ represented by sections $\xi$ of the Lie algebra bundle $V_{G} P$. The Sobolev completion of the set of sections of $V_{G} P \rightarrow X$ is the Lie algebra of the gauge group $\operatorname{Gau}(P)$. The typical fibre of the dual $V_{G}^{*} P$ of $V_{G} P$ is the Lie coalgebra $\mathfrak{g}^{*}$. Given a generator of gauge transformations $\xi=\xi^{r}(x) e_{r}$ (6.3.7), the corresponding generator of gauge transformations of the bundle of principal connections $C \rightarrow X$ is $\xi_{C}$ (6.2.13). Then, if $A$ is a section of $C \rightarrow X$, the generator $\xi_{C}$ acts on $A$ by the law

$$
\begin{equation*}
\xi: A=A_{\lambda}^{q} d x^{\lambda} \otimes e_{q} \mapsto d x^{\lambda} \otimes\left(\partial_{\lambda} \xi^{r}+c_{p q}^{r} A_{\lambda}^{p} \xi^{q}\right) e_{r}=d \xi+[A, \xi]=\nabla^{A} \xi \tag{11.3.1}
\end{equation*}
$$

(see (6.1.26), (6.1.29)). Accordingly, gauge parameters themselves are transformed by the coadjoint representation (6.3.8). One can obtain the classical BRST transformations in a naive way by the replacement of gauge parameters in the transfor-
mations laws (6.3.8) and (11.3.1) with the ghosts. Namely, let us take the formal generator

$$
\begin{equation*}
C=C^{r} e_{r} \tag{11.3.2}
\end{equation*}
$$

of gauge transformations and substitute it in the above mentioned expressions. We obtain

$$
\begin{align*}
& \mathrm{s} A=d C+[A, C], \quad \mathrm{s} C=-\frac{1}{2}[C, C],  \tag{11.3.3}\\
& \mathrm{s} A_{\lambda}^{r}=\partial_{\lambda} C^{r}+C_{p q}^{r} A_{\lambda}^{p} C^{q}, \quad \mathrm{~s} C^{p}=-\frac{1}{2} C_{r q}^{p} C^{r} C^{q} . \tag{11.3.4}
\end{align*}
$$

This is exactly the desired classical BRST operator in the Yang-Mills gauge theory. For instance, let $\left\{C^{r}\right\}$ be the local fibre basis for $V_{G}^{*} P$ which is dual of $e_{r}$, then $C$ (11.3.2) is the canonical section of the tensor bundle $V_{G}^{*} P \otimes V_{G} P$ which defines the identity automorphisms of $V_{G} P$ and $V_{G}^{*} P$ (see Remark 1.1.1). It also coincides with the ghost field $\eta$ introduced as the Maurer Cartan form on the gauge group $\operatorname{Gau}(P)$ such that $\eta(\xi)=\xi, \xi \in V_{G} P(X)$. Then the BRST operator s (11.3.3) can be defined as the coboundary operator of the Chevalley-Eilenberg cohomology (see Section 14.2) of the cochain complex whose elements are $q$-cochains on $V_{G} P(X)$ which take values in the exterior algebra of the equivariant $g_{l}$-forms on the principal bundle $P[32,275,293]$.

Point out the following two peculiarities of ghosts. (i) Since ghosts are considered as odd fields on an ordinary smooth manifold $X$ and are characterized by a ghost number 1 , they can be seen as generating elements of a graded algebra. (ii) Example 11.3.1 shows that jets of ghosts should be considered. The following geometric construction fulfills these conditions.

Let $E \rightarrow X$ be an $m$-dimensional vector bundle. Its $k$-order jet manifold $J^{k} E$ is also a vector bundle over $X$. As above, we put $J^{0} E=E$. Let us consider the simple graded manifold ( $X, \mathcal{A}_{J^{k} E}$ ) whose structure vector bundle is $J^{k} E \rightarrow X$ (see the notation in Section 9.2). For the sake of simplicity, it will be denoted by $\widehat{J^{k} E}$. Its local basis is $\left\{C_{\Lambda}^{r}\right\}, 0 \leq|\Lambda| \leq k$, with the transition functions

$$
\begin{equation*}
C_{\lambda+\Lambda}^{\prime \tau}=d_{\lambda}\left(\rho_{q}^{\tau} C_{\Lambda}^{q}\right), \tag{11.3.5}
\end{equation*}
$$

where

$$
d_{\lambda}=\partial_{\lambda}+C_{\lambda}^{r} \frac{\partial}{\partial C^{r}}+C_{\lambda \mu}^{r} \frac{\partial}{\partial C_{\mu}^{r}}+\cdots
$$

are the graded total derivatives (cf. (9.6.5)). In view of the transition functions (11.3.5), one can think of $C_{\Lambda}^{r}$ as jets of ghosts. Recall again that $C_{\Lambda}^{r}$ are not jets of graded bundles introduced in [260].

Let

$$
\begin{equation*}
E \stackrel{\pi_{0}^{1}}{\llcorner } J^{1} E \longleftarrow \cdots \longleftarrow J^{r-1} E \stackrel{\pi_{-1}^{r}}{\leftrightarrows} J^{r} E \longleftarrow \ldots \tag{11.3.6}
\end{equation*}
$$

be the inverse system of jet manifolds, and $J^{\infty} E$ its projective limit. The natural projection

$$
\pi_{r-1}^{r}: J^{r} E \rightarrow J^{r-1} E
$$

yields the corresponding $\mathbb{R}$-algebra monomorphism of the exterior algebras

$$
\begin{equation*}
\pi_{r-1}^{r *}: \wedge J^{r-1} E^{*} \rightarrow \wedge J^{r} E^{*} \tag{11.3.7}
\end{equation*}
$$

and the epimorphism

$$
\begin{equation*}
S \pi_{r-1}^{r}: \widehat{r r E} \rightarrow \widehat{J^{r-1}} E, \quad r>0 \tag{11.3.8}
\end{equation*}
$$

(9.2.17) of graded manifolds. With the morphisms (11.3.7) and (11.3.8), we have the corresponding direct system of exterior algebras

$$
\begin{equation*}
\wedge E^{*} \longrightarrow \cdots \stackrel{\pi_{r-1}^{r-1}}{\longrightarrow} \wedge J^{r} E^{*} \rightarrow \cdots \tag{11.3.9}
\end{equation*}
$$

and the inverse system of the graded manifolds

$$
\begin{equation*}
\hat{E} \leftarrow \widehat{J^{1} E} \leftarrow \cdots \leftarrow \widehat{J^{\hat{r-1}} E^{\left(\pi_{r--1}^{r}, \pi_{r}^{r}-1 .\right)} \ldots .} \tag{11.3.10}
\end{equation*}
$$

The direct system (11.3.9) has a direct limit $\wedge J^{\infty} E^{*}$ in filtered endomorphisms. It consists of the pull-backs of elements of the exterior algebras $\wedge J^{k} E^{*}, k=0,1, \ldots$, onto $J^{\infty} E$. This direct limit defines the projective limit $\widehat{J^{\infty} E}$ of the inverse system of graded manifolds (11.3.10). One can think of the pair

$$
\widehat{J^{\infty} E}=\left(X, \wedge J^{\infty} E^{*}(X)\right)
$$

as being a graded manifold, while elements of its structure module $\wedge J^{\infty} E^{*}(X)$ are graded functions on $X$. Its coefficients are smooth functions on $X$.

In order to introduce exterior forms on this graded manifold, let us consider the direct system of the filtered $\wedge J^{k} E^{*}(X)$-algebras $\wedge \mathfrak{d}^{*}\left(\wedge J^{k} E^{*}\right)(X)$ of graded exterior forms on graded manifolds $\widehat{J^{k} E}$ with respect to the natural monomorphisms

$$
\wedge \mathfrak{D}^{*}\left(\wedge E^{*}\right)(X) \rightarrow \cdots \rightarrow \wedge \mathfrak{D}^{*}\left(\wedge J^{k} E^{*}\right)(X) \rightarrow \cdots
$$

Its direct limit $\wedge \mathcal{O}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ consists of graded exterior forms on finite-order graded manifolds modulo these monomorphisms. This direct limit is a locally free filtered $\wedge \mathfrak{o}^{*}\left(\wedge J^{k} E^{*}\right)(X)$-algebra generated by the elements

$$
\left(1, d x^{\lambda}, \theta_{\Lambda}^{r}=d C_{\Lambda}^{r}-C_{\lambda+\Lambda}^{r} d x^{\lambda}\right), \quad 0 \leq|\Lambda|
$$

which obey the usual rules for graded exterior forms (see Section 9.2). Similarly to the decomposition (11.1.29), the space $\wedge_{\wedge} \mathfrak{o}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ of graded $k$-forms admits the splitting in the subspaces $\wedge^{k-i, i} \partial^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ of $(k-i)$-contact forms. Accordingly, the graded exterior differential $d$ on the algebra ${ }_{\wedge}^{k} \mathfrak{d}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ has the decomposition $d=d_{H}+d_{V}$, where the graded horizontal differential $d_{H}$ is

$$
d_{H}(\phi)=d x^{\lambda} \wedge d_{\lambda}(\phi), \quad \phi \in \wedge 0^{*}\left(\wedge J^{\infty} E^{*}\right)(X)
$$

The graded differentials $d_{H}$ and $d_{V}$ obey the nilpotency property (11.1.32). Since every $\phi \in \wedge \mathcal{O}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ is a graded form on some finite order graded manifold, the expression $d_{\lambda}(\phi)$ contains a finite number of terms. One can consider the horizontal differential $d_{H}$ as the canonical connection on the algebra $\wedge \mathfrak{d}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$.

The algebra $\wedge \mathfrak{D}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ provides everything that one needs for the differential calculus in ghosts. Graded forms $\phi \in \wedge \mathfrak{0}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$ are characterized by:

- the $\mathbb{Z}$-graded ghost number $\operatorname{gh}(\phi)$ such that

$$
\operatorname{gh}\left(C_{\Lambda}^{i}\right)=1, \quad \operatorname{gh}\left(d C_{\Lambda}^{i}\right)=1, \quad \operatorname{gh}\left(d x^{\lambda}\right)=0, \quad \operatorname{gh}(f)=0, \quad f \in C^{\infty}(X)
$$

- the ghost Grassmann parity $[\phi]=\operatorname{gh}(\phi) \bmod 2 ;$
- the usual form degree $|\phi|$ and the form Grassmann parity $|\phi| \bmod 2$;
- the total ghost number

$$
\operatorname{gh}_{T}(\phi)=\operatorname{gh}(\phi)+|\phi| .
$$

Turn now to cohomology of the algebra $\wedge \mathfrak{0}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$. In accordance with Remark 9.2.6, the graded De Rham cohomology groups of $\wedge \partial^{*}\left(\wedge J^{k} E^{*}\right)(X)$ of finite order graded manifolds coincide with the De Rham cohomology groups of the manifold $X$, and so does their direct limit. By virtue of Theorem 11.1.4, this limit is the graded De Rham cohomology groups of the algebra $\wedge \boldsymbol{d}^{*}\left(\wedge J^{\infty} E^{*}\right)(X)$. Theorem 11.2.2 can also be extended to this algebra as follows (see [37] and references therein).

Theorem 11.3.1. If a graded horizontal ( $0<k<n$ )-form $\phi$ is locally $d_{H}$-closed, i.e., $d_{H} \phi=0$, then it is locally $d_{H}$-exact, i.e., there exists a graded horizontal $(k-1)$ form $\sigma$ such that $\phi=d_{H} \sigma$. A graded horizontal $n$-form $\phi$ is locally exact if and only if

$$
\delta=\varepsilon_{1}(\phi)=0,
$$

where $\varepsilon_{1}$ is the Euler-Lagrange map (11.2.12) extended to the graded exterior algebra.

Besides physical fields $\varphi^{i}$ of vanishing ghost number and ghosts $C^{r}$, BRST theory involves ghost-for-ghosts and antifields (see [130] for a survey). In general, an $L$ th stage reducible theory contains $L$ generations of ghost-for-ghosts $C_{l}^{r}, l=1, \ldots, L$, whose ghost numbers and the ghost Grassmann parity are

$$
\operatorname{gh}\left(C_{l}^{+}\right)=\operatorname{gh}\left(C^{+}\right)+l, \quad\left[C_{l}^{\top}\right]=\left(\left[C^{\top}\right]+l\right) \bmod 2 .
$$

The odd ghost-for-ghosts can be introduced in the same manner as ghosts by a choice of the corresponding vector bundle $E$. Let us denote fields, ghosts, ghost-for-ghosts by the same collective symbol $\Phi^{A}, A=1, \ldots, N$. Antifields $\Phi_{A}^{*}$ have the following ghost numbers and the ghost Grassmann parity:

$$
\operatorname{gh}\left(\Phi_{A}^{*}\right)=-\operatorname{gh}\left(\Phi^{A}\right)-1, \quad\left[\Phi_{A}^{*}\right]=\left(\left[\Phi^{A}\right]+1\right) \bmod 2
$$

In the jet formalism, antifields $\Phi_{A}^{*}$ can be introduced on the same footing as fields $\Phi^{A}$ by a choice of the vector bundle $E=Y^{*}$ dual of the bundle $Y$ for fields $\Phi^{A}$. Note that gauge potentials are sections of the affine bundle $C \rightarrow X(6.1 .8)$ modeled over the vector bundle $T^{*} X \otimes V_{G} P$. Their odd antifields are modelled on the vector bundle $E=T X \otimes V_{G}^{*} P$.

The total system of fields and antifields $\left\{\zeta^{a}\right\}$, called sometimes the classical basis, is described by the pointwize exterior product

$$
\begin{equation*}
\mathcal{G}^{*}=\mathfrak{D}^{*}\left(J^{\infty} E_{0}\right) \hat{X}_{\hat{x}}\left(\wedge \mathcal{0}^{*}\left(\wedge J^{\infty} E_{1}^{*}\right)(X)\right) \tag{11.3.11}
\end{equation*}
$$

over $X$ of the $C^{\infty}(X)$-algebra $\mathfrak{D}^{*}\left(J^{\infty} E_{0}\right)$ of even elements of the classical basis and $C^{\infty}(X)$-algebra $\wedge \mathfrak{0}^{*}\left(\wedge J^{\infty} E_{1}^{*}\right)(X)$ of its odd elements. The exterior algebra $\mathfrak{G}^{*}$ (11.3.11) is provided with the exterior differential $d$, which is the sum over $X$ of the exterior differentials on $\mathfrak{D}^{*}\left(J^{\infty} E_{0}\right)$ and $\wedge \mathfrak{D}^{*}\left(\wedge J^{\infty} E_{1}^{*}\right)(X)$. The corresponding horizontal differential $d_{H}$ can be treated as the canonical connection on $\mathfrak{G}^{*}$. Accordingly, the module $\mathfrak{G}^{k}$ of $k$-forms is decomposed into the subspaces $\mathfrak{G}^{k-i, i}$ of $(k-i)$-contact forms. Following the terminology accepted in the physical literature, we will call elements of $\mathfrak{G}^{0, \boldsymbol{*}}$ the local forms.

Theorems 11.2.2 and 11.3.1 are true for local forms $f \in \mathfrak{G}^{0, \otimes}$. Hence, the complex

$$
\begin{equation*}
0 \rightarrow \mathbb{R} \rightarrow \mathfrak{G}^{0} \xrightarrow{d_{H}} \mathfrak{G}^{0,1} \xrightarrow{d_{H}} \ldots \xrightarrow{d_{H}} \mathfrak{B}^{0, n} \xrightarrow{\delta} \mathfrak{G}^{1, n} \xrightarrow{\delta} \ldots . \tag{11.3.12}
\end{equation*}
$$

has the cohomology groups

$$
\begin{equation*}
H^{0}\left(\mathfrak{G}^{*}\right)=\mathbb{R}, \quad H^{0<k<n}\left(\mathfrak{G}^{*}\right)=0, \quad H^{n}\left(\mathfrak{C}^{*}\right) \neq 0 \tag{11.3.13}
\end{equation*}
$$

Following the usual practice, we use the right derivatives

$$
\frac{\partial_{r} f}{\partial \zeta}=(-1)^{\mid(\zeta)(f f \mid+1)} \frac{\partial_{l} f}{\partial \zeta}, \quad f \in \mathfrak{G}^{0},
$$

such that

$$
d f(\zeta)=d \zeta \frac{\partial_{\mathrm{l}} f}{\partial \zeta}=\frac{\partial_{\tau} f}{\partial \zeta} d \zeta .
$$

The left derivatives $\partial_{l} / \partial \zeta$ are the derivatives utilized throughout before. By $\delta_{l}$ and $\delta_{r}$ are meant the left and the right variational derivatives given by the coefficients of the Euler-Lagrange map (11.2.12).

Let $f, f^{\prime} \in \mathfrak{G}^{0}$ be graded functions. Due to the local isomorphism

$$
\mathfrak{B}^{0} \ni f \mapsto f \omega \in \mathfrak{B}^{0, n},
$$

their antibracket is defined as

$$
\begin{equation*}
\left(f, f^{\prime}\right)_{\mathrm{AB}}=\frac{\delta_{r} f}{\delta \Phi^{A}} \frac{\delta_{l} f^{\prime}}{\delta \Phi_{A}^{*}}-\frac{\delta_{r} f}{\delta \Phi_{A}^{*}} \frac{\delta_{l} f^{\prime}}{\delta \Phi^{A}} . \tag{11.3.14}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \operatorname{gh}\left(\left(f, f^{\prime}\right)_{\mathrm{AB}}\right)=\operatorname{gh}(f)+\operatorname{gh}\left(f^{\prime}\right)+1, \\
& {\left[\left(f, f^{\prime}\right)_{\mathrm{AB}}\right]=\left([f]+\left[f^{\prime}\right]+1\right) \bmod 2 .}
\end{aligned}
$$

Remark 11.3.2. It is readily observed that, in fact, the antibracket (11.3.14) is defined on the elements of the cohomology group $H^{n}\left(\mathfrak{G}^{*}\right)(11.3 .13)$ of the complex (11.3.12). They correspond to local functionals $\int f$ up to surface integrals. At the same time, the antibracket on local functionals implies more intricate geometric interpretation of antifields [173, 308].

The antibracket (11.3.14) possesses the properties of the graded Poisson bracket

$$
\begin{aligned}
& \left(f, f^{\prime}\right)_{\mathrm{AB}}=-(-1)^{\left([ f | + 1 ) \left(\left[f^{\prime} \mid+1\right)\right.\right.}\left(f^{\prime}, f\right)_{\mathrm{AB}}, \\
& \left(f,\left(f^{\prime}, f^{\prime \prime}\right)_{\mathrm{AB}}\right)_{\mathrm{AB}}+(-1)^{(f f)+1)\left(\left(f^{\prime}\right]+\left(f^{\prime \prime}\right)\right)}\left(\left(f^{\prime}, f^{\prime \prime}\right)_{\mathrm{AB}}, f\right)_{\mathrm{AB}}+ \\
& \quad(-1)^{\left(\left[f^{\prime \prime} \mid+1\right)(f f)+\left[f^{\prime}\right]\right)}\left(\left(f^{\prime \prime}, f\right)_{\mathrm{AB}}, f^{\prime}\right)_{\mathrm{AB}}=0,
\end{aligned}
$$

where the grading degree of $f, f^{\prime}$ and $f^{\prime \prime}$ is their Grassmann parity plus 1 . In particular $(f, f)_{\mathrm{AB}}=0$ if $f$ is odd, and

$$
(f, f)_{\mathrm{AB}}=2 \frac{\delta_{\mathrm{r}} f}{\delta \Phi^{A}} \frac{\delta_{1} f}{\delta \Phi_{A}^{*}}
$$

if $f$ is even. One can write

$$
\begin{equation*}
\left(f, f^{\prime}\right)_{\mathrm{AB}}=\frac{\delta_{r} f}{\delta \zeta^{a}} w^{a b} \frac{\delta_{l} f^{\prime}}{\delta \zeta^{b}} \tag{11.3.15}
\end{equation*}
$$

where $w^{a b}$ is the graded Poisson bivector. It is readily observed that the basis $\left\{\Phi^{A}, \Phi_{A}^{*}\right\}$ is canonical for the Poisson structure (11.3.14). With respect to this basis, the Poisson bivector $w$ reads

$$
w=\left(\begin{array}{cc}
0 & \delta_{B}^{A} \\
-\delta_{B}^{A} & 0
\end{array}\right) .
$$

Let $S \in \mathfrak{G}^{0, n}$ be an even local density of vanishing ghost number. The equation

$$
\begin{equation*}
(S, S)_{\mathrm{AB}}=2 \frac{\delta_{\mathrm{r}} S}{\delta \Phi^{A}} \frac{\delta_{\mathrm{l}} S}{\delta \Phi_{A}^{*}}=0 \tag{11.3.16}
\end{equation*}
$$

is called the classical master equation. Regarding $S$ as a Lagrangian of the classical basis $\left\{\zeta^{a}\right\}$ of field and antifields, one can think of

$$
\begin{equation*}
\frac{\delta_{r} S}{\delta \zeta^{a}}=0 \tag{11.3.17}
\end{equation*}
$$

as being the equations of motion. The equations (11.3.17) are not independent, but obey the relations

$$
\begin{equation*}
\frac{\delta_{r} S}{\delta \zeta^{a}} \mathcal{R}_{b}^{a}=0, \quad \mathcal{R}_{b}^{a}=w^{a c} \frac{\delta_{l} \delta_{r} S}{\delta \zeta^{c} \delta \zeta^{b}} . \tag{11.3.18}
\end{equation*}
$$

It follows that a solution $S$ of the master equation (11.3.16) possesses a gauge freedom.

A solution $S$ of the master equation (11.3.16) is called a proper solution if the rank of the Hessian

$$
\frac{\partial_{l} \partial_{r} S}{\partial \zeta^{a} \partial \zeta^{b}}
$$

at stationary points of $\mathfrak{G}^{0}$, where (11.3.17) holds, is equal to $N$. The reason is simple. If $S$ is a proper solution, one can use the above-mentioned gauge freedom in order to remove all antifields.

We refer the reader to $[105,106,130]$ and references therein for the problem of existence and uniqueness of a proper solution. Point out only its two properties.
(i) A proper solution $S$ can be expanded in a power series of antifields such that

$$
\left.S\right|_{\boldsymbol{D}^{\bullet}=0}=L_{\mathrm{cl}}
$$

is a Lagrangian of physical fieids $\varphi^{i}$. This expansion can be seen as an expansion with respect to the antighost number defined according to

$$
\operatorname{antigh}\left(\Phi_{A}^{*}\right)=-\operatorname{gh}\left(\Phi_{A}^{*}\right)=\operatorname{gh}\left(\Phi^{A}\right)+1, \quad \operatorname{antigh}\left(\Phi^{A}\right)=0 .
$$

(ii) Let $S$ be a proper solution for the classical basis $\left(\Phi^{A}, \Phi_{A}^{*}\right)$. Let $\Psi_{1}$ and $\Psi_{2}$ be two new fields with the ghost numbers $\operatorname{gh}\left(\Psi_{2}\right)=\operatorname{gh}\left(\Psi_{1}\right)+1$, and let $\Psi_{1}^{*}$ and $\Psi_{2}^{*}$ be the corresponding antifields. Then $S+\Psi_{1}^{*} \Psi_{2}$ is a proper solution for the classical basis ( $\Phi^{A}, \Psi_{1}, \Psi_{2}, \Phi_{A}^{*}, \Psi_{1}^{*}, \Psi_{2}^{*}$ ). One calls ( $\Psi_{1}, \Psi_{2}$ ) a trivial variable pair. Trivial variable pairs can be be added to the classical basis, while maintaining the classical master equation and its properties. They appear when the gauge-fixing and path integral quantization is considered.

Let $S$ be a proper solution of the master equation (11.3.16). The BRST operator is defined as

$$
\begin{equation*}
\mathbf{s} f=(f, S)_{\mathrm{AB}} . \tag{11.3.19}
\end{equation*}
$$

One obtains easily from the properties of the antibracket that:

- $s$ is a nilpotent operator $\left(s^{2}=0\right)$,
- it is an antiderivation $\mathbf{s}\left(f f^{\prime}\right)=f \mathbf{s} f^{\prime}+(-1)^{\left[f^{\prime}\right]}(\mathbf{s} f) f^{\prime}$,
- $\operatorname{gh}(\mathrm{s} f)=\operatorname{gh}(f)+1$.

Example 11.3.3. Let us consider the Yang-Mills gauge theory on the bundle of principal connections $C(6.1 .8)$ coordinated by ( $x^{\lambda}, a_{\lambda}^{m}$ ). It is irreducible. Therefore its classical basis consists of gauge potentials and ghosts fields $\Phi^{A}=\left(a_{\lambda}^{m}, C^{m}\right)$ together with antifields $\Phi_{A}^{*}=\left(a_{m}^{\lambda^{*}}, C_{m}^{*}\right)$. The proper solution of the master equation is

$$
S=L_{\mathrm{YM}}+a_{r}^{\lambda *}\left(C_{\lambda}^{r}+c_{p q}^{r} a_{\lambda}^{p} C^{q}\right)+\frac{1}{2} C_{p}^{*} p_{r q}^{p} C^{r} C^{q}
$$

where $L_{\mathrm{YM}}$ is the Yang-Mills Lagrangian (6.3.18). The corresponding BRST operator on $A_{\lambda}^{r}$ and $C^{p}$ takes the form

$$
\begin{align*}
& \mathbf{s} a_{\lambda}^{r}=C_{\lambda}^{r}+c_{p q}^{r} a_{\lambda}^{p} C^{q}, \quad \mathbf{s} C^{p}=-\frac{1}{2} c_{r q}^{p} C^{r} C^{q},  \tag{11.3.20}\\
& \mathbf{s} a_{r}^{\lambda *}=\delta_{r}^{\lambda}\left(L_{\mathrm{YM}}\right)+a_{p}^{\lambda *} c_{r q}^{p} C^{q}, \quad \mathbf{s} C_{r}^{*}=a_{\lambda r}^{\lambda *}-c_{q r}^{p} a_{\lambda}^{q} a_{p}^{\lambda *}+c_{r q}^{p} C_{p}^{*} C^{q}
\end{align*}
$$

where $\delta_{r}^{\lambda}\left(L_{\mathrm{YM}}\right)$ is the variational derivative of the Yang-Mills Lagrangian $L_{\mathrm{YM}}$.
Remark 11.3.4. There is another convention where the BRST operator is defined as

$$
\begin{equation*}
\mathbf{s} f=(-1)^{[f]}(f, S)_{\mathrm{AB}} \tag{11.3.21}
\end{equation*}
$$

In contrast with $\mathbf{s}(11.3 .19)$ it is a derivation

$$
\mathbf{s}\left(f f^{\prime}\right)=(\mathbf{s} f) f^{\prime}+(-1)^{[f]} f \mathbf{s} f^{\prime}
$$

### 11.4 The BRST connection

To make the expression (11.3.19) for the BRST operator s complete, we should define this operator on the jets of elements of the classical basis. The definition of $\mathbf{s}$ implies that $\mathbf{s}\left(x^{\lambda}\right)=0$. Therefore, put

$$
\mathbf{s} \zeta_{\Lambda}^{a}=d_{\Lambda}\left(\mathbf{s} \zeta^{a}\right)
$$

By means of this rule, the BRST operator $s$ is extended to the subalgebra of local forms $\mathfrak{G}^{0, *}$ such that $\mathbf{s} d_{H}=-d_{H} \mathbf{s}$, i.e.,

$$
\begin{equation*}
\mathbf{s}\left(\frac{1}{r!} \phi_{\lambda_{1} \ldots \lambda_{r}} d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}}\right)=\frac{1}{r!}(-1)^{r}\left(\mathbf{s} \phi_{\lambda_{1} \ldots \lambda_{r}}\right) d x^{\lambda_{1}} \wedge \cdots \wedge d x^{\lambda_{r}} \tag{11.4.1}
\end{equation*}
$$

In particular, with the operator s (11.4.1), the formula (11.3.20) is rewritten as

$$
\begin{equation*}
\mathbf{s} a=-d_{H} C-[a, C], \quad \mathbf{s} C=-\frac{1}{2}[C, C] \tag{11.4.2}
\end{equation*}
$$

where $a=a_{\lambda}^{r} d x^{\lambda} \otimes e_{r}$.
The operators $s$ and $d_{H}$ define a bicomplex on the algebra of local forms. This bicomplex is graded by the form degree and the ghost number such that

$$
\begin{equation*}
\phi \wedge \phi^{\prime}=(-1)^{|\phi|\left|\phi^{\prime}\right|+\left[\phi| | \phi^{\prime}\right]} \phi^{\prime} \wedge \phi, \quad \phi, \phi^{\prime} \in \mathfrak{G}^{0, *} \tag{11.4.3}
\end{equation*}
$$

Following the standard rule [204], one can construct a complex from this bicomplex which is characterized by the cochain operator

$$
\begin{equation*}
\widetilde{\mathbf{s}}=\mathbf{s}+d_{H}, \tag{11.4.4}
\end{equation*}
$$

and is graded by the total ghost number. The operator (11.4.4) is nilpotent ( $\tilde{\mathbf{s}}^{2}=0$ ) and raises the total ghost number by 1, i.e.,

$$
\operatorname{gh}_{r}(\widetilde{\mathbf{s}} \phi)=\mathrm{gh}_{T}(\phi)+1
$$

It is called the total BRST operator
Let us study the cohomology of the total BRST operator (11.4.4). In the case of the Yang-Mills gauge theory, this is the so-called local cohomology of the cochain complex mentioned in Remark 11.3 .1 [32, 211] which are phrased in the jet terms $[18,37]$. Let $\phi_{n} \in \mathfrak{G}^{0, n}$ be a local density, i.e., a Lagrangian. It is called locally BRST-closed if $s \phi_{n}$ is a $d_{H}$-exact form (see Remark 3.4.5), i.e., satisfies the equality

$$
\begin{equation*}
\mathbf{s} \phi_{n}+d_{H} \phi_{n-1}=0 \tag{11.4.5}
\end{equation*}
$$

where $\phi_{n-1} \in \mathfrak{G}^{0, n-1}$ is a local ( $n-1$ )-form. It is readily observed that $\phi_{n}$ is locally BRST-closed if the action functional $\int \phi_{n}$ is BRST-invariant modulo surface integrals, i.e., $\phi_{n}$ is BRST-invariant in the sense of Remark 3.4.5. A local density $\phi_{n}$ is said to be locally $B R S T$-exact if

$$
\phi_{n}=\mathbf{s} \sigma_{n}+d_{H} \sigma_{n-1}
$$

The set $H\left(\mathbf{s} \mid d_{H}\right)$ of classes of locally BRST-closed local densities modulo locally BRST-exact local densities is called the local BRST cohomology [18, 19, 37, 152].

Let us relate the local BRST cohomology to the cohomology of the total BRST operator $\widetilde{\mathbf{s}}$. Applying $\mathbf{s}$ to the equality (11.4.5) results in $d_{H}\left(\mathbf{s} \phi_{n-1}\right)=0$. Hence, $\mathbf{s} \phi_{n-1}$ is $d_{H}$-closed and, consequently, $d_{H}$-exact in accordance with Theorem 11.3.1. Therefore, there is a (possibly vanishing) local ( $n-2$ )-form $\phi_{n-2}$ satisfying the equation

$$
\mathbf{s} \phi_{n-1}+d_{H} \phi_{n-2}=0
$$

Iterating the arguments, one conclude the existence of a set of local forms $\phi_{k}, k=$ $k_{0}, \ldots, n$, satisfying the relations

$$
\begin{align*}
& d_{H} \phi_{n}=0  \tag{11.4.6a}\\
& \mathbf{s} \phi_{k}+d_{H} \phi_{k-1}=0, \quad n \geq k>k_{0}  \tag{11.4.6b}\\
& \mathbf{s} \phi_{k_{0}}=0 \tag{11.4.6c}
\end{align*}
$$

for some $k_{0}$. These equations are called the descent equations [37]. If $k_{0}=0$, the equation (11.4.6c) takes the general form $\mathbf{s} \phi_{0}=$ const. The descent equations (11.4.6a) - (11.4.6c) can be compactly written in the form

$$
\begin{equation*}
\tilde{\tilde{\mathbf{s}}} \tilde{\phi}=0, \quad \tilde{\phi}=\sum_{k=k_{0}}^{n} \phi_{k} . \tag{11.4.7}
\end{equation*}
$$

It follows that any solution of the equation (11.4.5) corresponds to an $\tilde{\mathbf{s}}$-closed form, and vice versa. In particular, a solution $\phi_{n}$ of the equation (11.4.5) is locally BRST-exact if and only if $\tilde{\phi}=\tilde{\mathbf{s}} \tilde{\sigma}+$ const., i.e., every locally BRST-exact local form corresponds to an $\tilde{s}$-exact local form modulo constant functions. It states the following.

Theorem 11.4.1. The local BRST cohomology of local densities $\phi_{n}$ of a fixed total ghost number $\operatorname{gh}_{T}(\phi)=\operatorname{gh}(\phi)+n$ are isomorphic to the $\tilde{\mathbf{s}}$-cohomology of local forms $\widetilde{\phi}$ of the same total ghost number $\operatorname{gh}_{T}(\phi)$.

Since a proper solution $S$ is expanded in a power series of antifields, the BRST operator can be decomposed into the sum

$$
\begin{equation*}
\mathbf{s}=\delta+\gamma+\sum_{k \geq 1} s_{k} \tag{11.4.8}
\end{equation*}
$$

where $\delta, \gamma$ and $s_{k}$ are the operators of antighost numbers $-1,0$ and $k$, respectively. Since the horizontal differential $d_{H}$ has the vanishing antighost number, the corresponding decomposition of the total BRST operator reads

$$
\tilde{\mathbf{s}}=\delta+\tilde{\gamma}+\sum_{k \geq 1} s_{k}, \quad \tilde{\gamma}=\gamma+d_{H}
$$

The operator $\delta$, called the Koszul-Tate differential, is nilpotent. It is non-vanishing only on antifields:

$$
\delta \Phi^{A}=0, \quad \delta \varphi_{i}^{*}=\frac{\delta_{r} L_{\mathrm{cl}}}{\partial \varphi^{i}}, \quad \cdots
$$

The operator $\gamma$ encodes the gauge transformations with parameters replaced by ghosts:

$$
\begin{equation*}
\gamma \varphi^{i}=R_{r}^{i} C^{r}, \quad R_{r}^{i}=\sum_{k \geq 0} R_{\tau}^{i \Lambda} d_{\Lambda} \tag{11.4.9}
\end{equation*}
$$

The usefulness of the decomposition (11.4.8) is due to the acyclicity of the Koszul-Tate differential $\delta$ on local functions at positive antighost numbers, i.e., $\delta \widetilde{\phi}_{k}=0\left(\operatorname{antigh}\left(\widetilde{\phi}_{k}\right)=k\right)$ implies $\widetilde{\phi}_{k}=\delta \widetilde{\sigma}_{k+1}$ (see $[105,106]$ for details). One concludes from this fact that an $\widetilde{\mathbf{s}}$-non-exact solution $\tilde{\phi}$ of $\widetilde{\mathbf{s}} \tilde{\phi}=0$ contains necessarily an antifield independent part $\widetilde{\phi}_{0}$ such that

$$
\begin{equation*}
\tilde{\gamma} \tilde{\phi}_{0} \approx 0, \quad \tilde{\phi}_{0} \not \not \approx \tilde{\gamma} \tilde{\sigma}+\text { const. }, \quad \text { antigh }\left(\tilde{\phi}_{0}\right)=0 \tag{11.4.10}
\end{equation*}
$$

where $\approx$ denotes the weak equality, i.e., $a_{0} \approx 0$ (antigh $\left.\left(a_{0}\right)=0\right)$ if and only if there exists $a_{1}\left(\operatorname{antigh}\left(a_{1}\right)=1\right)$ such that $a_{0}=\delta a_{1}$. Furthermore, any solution $\tilde{\phi}_{0}$ of (11.4.10) can be completed to an $\tilde{\mathbf{s}}$-closed non-exact local form $\tilde{\phi}$ such that different completions with the same antifield-independent part belong to the same element of the $\tilde{\mathbf{s}}$-cohomology. Note that

$$
\delta \tilde{\gamma}+\tilde{\gamma} \delta=0, \quad \tilde{\gamma}^{2}=-\left(\delta s_{1}+s_{1} \delta\right)
$$

i.e., $\tilde{\gamma}$ is weakly nilpotent. This establishes the following result.

Proposition 11.4.2. [37]. The cohomology of $\widetilde{\mathbf{s}}$ on local forms is isomorphic to the weak cohomology of $\bar{\gamma}$ on antifield-independent local forms.

Therefore, we can restrict our consideration to antifield-independent local forms. Let us assume that there is a locally invertible change of jet coordinates from the antifield-independent set $\left(\Phi^{A}\right)$ to the set $\left(U^{l}, V^{l}, W^{i}\right)$ of non-negative ghost number such that

$$
\tilde{\gamma} U^{l}=V^{l}, \quad \tilde{\gamma} W^{i}=R^{i}(W)
$$

The $\left(U^{l}, V^{l}\right)$ are called trivial pairs. Without loss of generality, one can also assume that each of $U^{l}, V^{l}, W^{i}$ has a definite total ghost number. Typically, $U^{l}$ are components of gauge fields and their jets, while $V^{l}=\tilde{\gamma} U^{l}$ (see Examples 11.4.1 and 11.4.2 below).

Proposition 11.4.3. [37]. If $\tilde{\gamma} \widetilde{\phi}_{0}(U, V, W) \approx 0$, then

$$
\tilde{\gamma} \tilde{\phi}_{0}(U, V, W) \approx \phi(W)+\tilde{\gamma} \tilde{\sigma}(U, V, W)
$$

i.e., trivial pairs can be eliminated from the weak $\tilde{\gamma}$-cohomology.

Let us denote by $T^{\iota}, \tilde{C}^{L}$ and $Q^{L_{k}}$ those $W^{i}$ which are of total ghost numbers 0,1 and $k>1$, respectively. The $T^{\imath}$, called BRST tensor fields, are 0 -forms, whereas $\widetilde{C}^{L}$ and $\widetilde{Q}^{L_{k}}$ decompose in general into a sum of local forms with definite form degrees

$$
\begin{align*}
& \tilde{C}^{L}=\hat{C}^{L}+\mathcal{A}^{L},  \tag{11.4.11}\\
& \hat{C}^{L} \in \mathfrak{G}^{0}, \operatorname{gh}\left(\hat{C}^{L}\right)=1, \quad \mathcal{A}^{L} \in \mathfrak{G}^{0,1}, \operatorname{gh}\left(\mathcal{A}^{L}\right)=0, \\
& \tilde{Q}^{L_{k}}=\sum_{r=0}^{k} \hat{Q}_{r}^{L_{k}},  \tag{11.4.12}\\
& \hat{Q}_{r}^{L_{k}} \in \mathfrak{G}^{0, r}, \quad \operatorname{gh}\left(\bar{Q}_{r}^{L_{k}}\right)=k-r .
\end{align*}
$$

Since $\tilde{\gamma}$ raises the total ghost number by 1 , we can write

$$
\begin{align*}
& \tilde{\gamma} T^{\iota}=\tilde{C}^{L} \Delta_{L} T^{\iota}, \quad \Delta_{L}=R_{L}^{\iota} \frac{\partial}{\partial T^{\iota}}  \tag{11.4.13}\\
& \tilde{\gamma} \tilde{C}^{L}=\frac{(-1)^{\left[\tilde{C}^{N}\right]}}{2} \tilde{C}^{N} \tilde{C}^{M} f_{M N}^{L}(T)+\tilde{Q}^{M_{2}} Z_{M_{2}}^{L} \tag{11.4.14}
\end{align*}
$$

for some functions $R, f$ and $Z$ of tensor fields $T$.

The equality (11.4.13) decomposes due to $\tilde{\gamma}=\gamma+d_{H}$ and (11.4.11) into

$$
\begin{align*}
& \gamma T^{\iota}=\hat{C}^{L} \Delta_{L} T^{\iota}  \tag{11.4.15}\\
& d_{\lambda} T^{\iota}=\mathcal{A}_{\lambda}^{L} \Delta_{L} T^{\iota}, \quad \mathcal{A}^{L}=d x^{\lambda} \mathcal{A}_{\lambda}^{L} \tag{11.4.16}
\end{align*}
$$

Since the relation (11.4.16) holds identically, it implies the splitting

$$
\begin{equation*}
d_{\lambda}=v_{\lambda}^{m} V_{m}^{\mu}\left(d_{\mu}-\mathcal{A}_{\mu}^{r} \Delta_{r}\right)+\mathcal{A}_{\lambda}^{r} \Delta_{r} \tag{11.4.17}
\end{equation*}
$$

and the corresponding splittings of the collections of quantities $\left\{\mathcal{A}_{\lambda}^{L}\right\}=\left\{v_{\lambda}^{m} ; \mathcal{A}_{\lambda}^{r}\right\}$ and $\left\{\Delta_{L}\right\}=\left\{D_{m} ; \Delta_{r}\right\}$, where $v_{\lambda}^{m} V_{m}^{\mu}=\delta_{\lambda}^{\mu}$ and

$$
D_{m}=V_{m}^{\mu}\left(d_{\mu}-\mathcal{A}_{\mu}^{r} \Delta_{r}\right)
$$

Then the equality (11.4.15) is brought into the form

$$
\begin{equation*}
\gamma T^{\iota}=\left[\hat{C}^{r} \Delta_{r}+\hat{C}^{m} V_{m}^{\mu}\left(d_{\mu}-\mathcal{A}_{\mu}^{r} \Delta_{r}\right)\right] T^{\iota} \tag{11.4.18}
\end{equation*}
$$

Accordingly, the operator (11.4.13) takes the form

$$
\begin{equation*}
\tilde{\gamma} T^{t}=\left(\widetilde{C}^{m} D_{m}+\tilde{C}^{r} \Delta_{\tau}\right) T^{L} \tag{11.4.19}
\end{equation*}
$$

In view of this form, the quantities $\left\{\tilde{C}^{N}\right\}$ are called generalized connections or $B R S T$ connections [37, 211].

Th following two examples show that this terminology is connected with the usual notion of connections used in physical models.

Example 11.4.1. Let us consider again the Yang-Mills theory on a $G$-principal bundle. The trivial pairs are given by

$$
\left\{U^{l}\right\}=\left\{a_{\Lambda+\lambda}^{r}, 0 \leq|\Lambda|\right\}, \quad\left\{V^{l}\right\}=\left\{\tilde{\gamma} U^{l}\right\}
$$

The BRST connections are

$$
\left\{\tilde{C}^{L}\right\}=\left\{d x^{\lambda} ; \tilde{C}^{r}=C^{r}+d x^{\lambda} a_{\lambda}^{r}\right\}
$$

The operators $\Delta$ (11.4.13) corresponding to these BRST connections read

$$
\left\{\Delta_{L}\right\}=\left\{D_{\lambda}=d_{\lambda}-a_{\lambda}^{r} \epsilon_{r} ; \epsilon_{r}\right\}
$$

where $\left\{\epsilon_{r}\right\}$ are the basis elements for the Lie algebra $g_{l}$ of the group $G$. A complete set of BRST tensor fields $T^{t}$ consists of algebraically independent components of the strength $\mathcal{F}_{\lambda \mu}^{r}$ (6.2.19) and its covariant differentials $D_{\Lambda} \mathcal{F}_{\lambda \mu}^{r}$. $\bullet$

Example 11.4.2. In the metric gravitation theory, the BRST transformations of a metric $g_{\mu \nu}$ are general covariant transformations whose parameters are ghost fields $\xi^{\mu}:$

$$
\mathbf{s} g_{\mu \nu}=\xi^{\lambda} d_{\lambda} g_{\mu \nu}+\left(d_{\mu} \xi^{\lambda}\right) g_{\lambda \nu}+\left(d_{\nu} \xi^{\lambda}\right) g_{\mu \lambda}
$$

The BRST transformations of ghost fields read

$$
\mathbf{s} \xi^{\mu}=\xi^{\nu} d_{\nu} \xi^{\mu}
$$

The trivial pairs $\left\{U^{l}, V^{l}\right\}$ consist of the jets $d_{\Lambda}\left\{\lambda^{\nu}{ }_{\mu}\right\}$ of the Christoffel symbols and $\tilde{\gamma} d_{\Lambda}\left\{\lambda^{\nu}{ }_{\mu}\right\}$. The BRST connections are

$$
\left\{\widetilde{C}^{L}\right\}=\left\{\tilde{\xi}^{\lambda}=\xi^{\lambda}+d x^{\lambda} ; \tilde{C}_{\lambda}^{\nu}=d_{\lambda} \xi^{\nu}+\left\{\lambda_{\mu}^{\nu}\right\} \tilde{\xi}^{\mu}\right\}
$$

The operators $\Delta$ corresponding to these BRST connections read

$$
\left\{\Delta_{L}\right\}=\left\{D_{\lambda}=d_{\lambda}-\left\{\lambda_{\nu}^{\mu}\right\} \Delta_{\mu}^{\nu} ; \Delta_{\mu}^{\nu}\right\}
$$

where $\Delta_{\mu}^{\nu}$ are generators of the group $G L(n, \mathbb{R})$ acting on world indices according to

$$
\Delta_{\mu}^{\nu} T_{\lambda}=\delta_{\lambda}^{\nu} T_{\mu}, \quad \Delta_{\mu}^{\nu} T^{\lambda}=-\delta_{\mu}^{\lambda} T^{\nu}
$$

The set of BRST tensor fields contains the metric $g_{\mu \nu}$ and the algebraically independent components of the curvature $R_{\lambda \mu}{ }^{\alpha}{ }_{\beta}$ and its covariant differentials $D_{\Lambda} R_{\lambda \mu}{ }^{\alpha}{ }_{\beta}$. The BRST transformation of a BRST tensor field reads

$$
\gamma T_{\mu}=\xi^{\nu} D_{\nu} T_{\mu}+\left(d_{\mu} \xi^{\nu}+\left\{_{\mu}^{\nu} \alpha\right\} \xi^{\alpha}\right) T_{\nu}=\xi^{\nu} d_{\nu} T_{\mu}+\left(d_{\mu} \xi^{\nu}\right) T_{\nu}
$$

i.e., this a general covariant transformation of $T_{\mu}$ whose parameters are ghosts $\xi^{\nu}$.

## Chapter 12

## Topological field theories

By the topological field theory is meant usually:

- a collection of Grassmann (ghost number) graded fields on a Riemannian manifold $X$,
- a nilpotent odd BRST operator $Q$,
- physical states defined to be $Q$-homological classes,
- a metric energy-momentum tensor which is $Q$-exact
(see [30] and references therein for a survey). One characterizes topological field theories as being either of Witten or Schwartz type. The former is exemplified by the Donaldson theory, while the latter includes models whose action functionals are independent of a metric on $X$, e.g., the Chern-Simons theory.

Here we will concentrate our consideration to the surprising fact that formulas of the curvature of a connection on the space of principal connections are identical to the BRST transformations of the geometric sector of the above mentioned Donaldson theory. As a consequence, the Donaldson invariants play the role of observables in topological field theory.

### 12.1 The space of principle connections

As was discussed in Section 6.1, principal connections on a $G$-principal bundle $P \rightarrow$ $X$ are represented by global sections of the affine bundle $C \rightarrow X(6.1 .8)$. They
make up an affine space of principal connections $\mathbf{A}$ modelled on the vector space of sections of the vector bundle $\bar{C}=T^{*} X \otimes V_{G} P(6.1 .9)$. In gauge theory, principal connections are treated as gauge potentials. Two gauge potentials are believed to be physically equivalent if they differ from each other in a vertical automorphism of the principal bundle $P$. Therefore, the configuration space of quantum gauge theory is the quotient $\mathbf{A} / \mathcal{G}$, where $\mathcal{G}=\operatorname{Gau}(P)$ is the gauge group in Section 6.3. To provide this configuration space with a smooth structure, its Sobolev completion is considered.

Let us recall briefly the notion of a Sobolev space [2, 214, 232]. Given a domain $U \subset \mathbb{R}^{n}$, let $L^{p}(U), 1 \leq p<\infty$, be the vector space of all measurable real functions on $U$ such that

$$
\int_{U}|f(x)|^{p} d^{n} x<\infty
$$

It is a Banach space with respect to the norm

$$
\|f\|_{p}=\left\{\int_{U}|f(x)|^{p} d^{n} x\right\}^{1 / p}
$$

Of course, functions are identified in the space if they are equal almost everywhere in $U$. Sobolev spaces are defined over an arbitrary domain $U \subset \mathbb{R}$, and are vector subspaces of various spaces $L^{p}(U)$.

We will follow the standard notation

$$
\partial^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}},
$$

where $\alpha$ is an ordered $r$-tuple of non-negative integers $\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ and $|\alpha|=\alpha_{1}+$ $\cdots+\alpha_{r}$. Let us define the functional

$$
\begin{equation*}
\|f\|_{k, p}=\left\{\sum_{|\alpha| \leq k}\left\|\partial^{\alpha} f\right\|_{p}^{p}\right\}^{1 / p}, \quad k=0,1, \ldots, \tag{12.1.1}
\end{equation*}
$$

for any real function $f$ on $X$ for which the right side of (12.1.1) makes sense. The functional (12.1.1) is a norm on any vector space of such functions. The Sobolev space $\mathcal{H}^{k, p}(U)$ is defined as the completion of the set

$$
\left\{f \in C^{k}(U):\|f\|_{k, p}<\infty\right\}
$$

with respect to the norm (12.1.1). A Sobolev space is also defined as another space $W^{k, p}(U)$ which is proved to be isomorphic to $\mathcal{H}^{k, p}(U)$ (see [2] for details). It is important that the set of smooth functions

$$
\left\{f \in C^{\infty}(U):\|f\|_{k, p}<\infty\right\}
$$

is dense in $\mathcal{H}^{k, p}(U)$. Moreover, by a Sobolev space is also meant the closure $W_{0}^{k, p}(U)$ of a set of smooth functions of compact support in $\mathcal{H}^{k, p}(U)$.

The notion of a Sobolev space can be extended to complex functions and to an arbitrary real $k$. The Sobolev space $\mathcal{H}^{k, p}(U), k \in \mathbb{R}$, consists of those complex functions and Schwartz distributions $f$ for which the norm

$$
\begin{equation*}
\|f\|_{k, p}=\left\{\int\left|\hat{f}(\xi)\left(1+\xi^{2}\right)^{k / 2}\right|^{p} d \xi\right\}^{1 / p} \tag{12.1.2}
\end{equation*}
$$

where $\hat{f}$ is the Fourier transform of $f$, is finite. If $k$ is a non-negative integer, this definition is equivalent to the previous one generalized to complex functions [232]. We will deal with the case $p=2$ and denote $\mathcal{H}^{k, 2}\left(\mathbb{R}^{n}\right)=\mathcal{H}^{k}$. It is a Hilbert space. In particular, one can demonstrate that $H^{-k}, k>0$, is the dual of $H^{k}$ so that the elements of $\mathcal{H}^{-k}$ are natural distributions. Indeed, let $\mathcal{D}$ be the space of smooth complex functions of compact support on $\mathbb{R}^{n}$. It is provided with the topology determines by the seminorms

$$
p_{\left\{\phi_{a}\right\}}(f)=\sup _{x \in Q}\left|\sum_{\boldsymbol{a}} \phi_{a}(x) \partial^{\alpha} f(x)\right|
$$

where $\left\{\phi_{a}\right\}$ is a collection of smooth functions such that, on any compact subset $Q \subset \mathbb{R}^{n}$, only a finite number of these functions differ from zero. The space $\mathcal{D}$ is known as the space of test functions. Its (topological) dual $\mathcal{D}^{\prime}$ is the space of Schwartz distributions. Let $\mathcal{S}$ be the nuclear Schwartz space of smooth functions rapidly decreasing at infinity. Its dual $\mathcal{S}^{\prime}$ is the space of tempered distributions (also called generalized functions). There are the inclusions

$$
\mathcal{D} \subset \mathcal{S} \subset \cdots \mathcal{H}^{k} \subset \cdots \mathcal{H}^{0}=L^{0}\left(\mathbb{R}^{n}\right) \subset \mathcal{H}^{-1} \subset \cdots \mathcal{H}^{-k} \subset \cdots \mathcal{S}^{\prime} \subset \mathcal{D}^{\prime}
$$

One can define Sobolev spaces of functions on an arbitrary paracompact manifold $X$ by taking a partition of unity and its associated open covering. The following Sobolev imbedding theorem takes place [232].

Theorem 12.1.1. Let $X=\mathbb{R}^{n}$ or X be compact. Then $\mathcal{H}^{k, p}(X) \subset C^{l}(X)$ if $k-n / p>l$. In particular, $\mathcal{H}^{k} \subset C^{n}(X)$ if $k>n / 2$.

The notion of a Sobolev space can be generalized to sections of a smooth vector bundle $Y \rightarrow X$ if they are of compact support. We will restrict our consideration to the case of vector bundles $Y \rightarrow X$ over a compact (closed) oriented $n$-dimensional Riemannian base $X$. This assumption is satisfied by most Euclidean gauge theories of physical interest. Given the space $Y(X)$ of global sections of $Y \rightarrow X$, one defines its Sobolev completion $Y(X)_{k}$ for a non-negative integer $k$ with respect to the norm

$$
\begin{equation*}
\|s\|_{k}=\left(\sum_{\iota} \int_{U_{\iota}} d \operatorname{vol} \sum_{|\alpha| \leq k}\left|\partial^{\alpha}\left(\mathrm{pr}_{2} \circ \psi_{\iota} \circ s\right)\right|_{\varrho}^{2}\right)^{1 / 2} \tag{12.1.3}
\end{equation*}
$$

where $\Psi=\left\{U_{\iota}, \psi_{\iota}\right\}$ is a bundle atlas of $Y$ over a finite covering $\left\{U_{\iota}\right\}$ of $X$ and $|\cdot|_{e}$ is a norm with respect to a some fibre metric $\varrho$ in $Y$. A different choice of an atlas $\Psi$ and a Riemannian metric on $X$ gives the same Sobolev completion. Note also that partial derivatives in the expression (12.1.3) can be replaced with covariant derivatives with respect to a connection on $Y$.

Now let $P \rightarrow X$ be a principal bundle whose structure group $G$ is a compact semisimple matrix Lie group. We start from the Sobolev completion of the gauge group $\mathcal{G}$ of vertical automorphisms of $P$. Recall that $\mathcal{G}$ is the group of global sections of the group bundle $P^{G}(6.3 .6)$. This group acts on the space of principal connections A by the law (6.3.3). One defines its normal subgroup which is the stabilizer

$$
\mathcal{G}^{0}=\left\{\Phi \in \mathcal{G}: \Phi\left(x_{0}\right)=1\right\}
$$

of some point $x_{0} \in X$ chosen once for all. $\mathcal{G}^{0}$ is called the pointed gauge group. It acts freely on the space of principal connections $\mathbf{A}$. Note that $\mathcal{G} / \mathcal{G}^{0}=G$.

One also introduces the effective gauge group $\overline{\mathcal{G}}=\mathcal{G} / \mathcal{Z}$, where $\mathcal{Z}$ is the centre of the gauge group $\mathcal{G}$. The centre $\mathcal{Z}$ coincides with the centre $Z(G)$ of the group $G$. A principal connection $A$ on $P$ is called irreducible if its stabilizer $\mathcal{G}_{A}$ (i.e., $\Phi(A)=A$, $\forall \Phi \in \mathcal{G}_{A}$ ) belongs to $\mathcal{Z}$, and this is the generic case. Let $\overline{\mathbf{A}}$ denote the space of irreducible connections. The effective gauge group $\overline{\mathcal{G}}$ acts freely on $\overline{\mathbf{A}}$.

Remark 12.1.1. Let $d_{A}$ be the Nijenhuis differential (6.1.30) and $*$ the Hodge duality operator with respect to a Riemannian metric on $X$, extended to $\mathfrak{g}_{r}$-valued forms $\phi \in \mathfrak{D}^{r}(X) \otimes V_{G}(P)$. Of interest to us later will be the fact that, at an irreducible connection $A \in \overline{\mathbf{A}}$, there exists the Green function

$$
G_{A}=\left(* d_{A} * d_{A}\right)^{-1}
$$

of the covariant Laplacian

$$
\Delta_{A}=* d_{A} * d_{A}
$$

since there is no non-trivial solution of the equation

$$
d_{A} \xi=\nabla^{A} \xi=0, \quad \xi \in V_{G} P(X)
$$

(see (6.1.26)).
Though $P^{G} \rightarrow X$ is not a vector bundle, the Sobolev completion of the gauge group $\mathcal{G}$ can be constructed as follows [224]. Being a matrix Lie group, $G$ is a subset of the algebra $M(l, \mathbb{C})$ of $l \times l$ complex matrices. We introduce the $P$-associated fibre bundle

$$
P^{M}=(P \times M(l, \mathbb{C})) / G
$$

of $l \times l$ matrices, where $G$ has the adjoint action on $M(l, \mathbb{C})$. This is a vector bundle provided with the fibre norm

$$
|L|^{2}=\operatorname{Tr} L L^{*}, \quad L \in M(l, \mathbb{C}) .
$$

Let $P^{M}(X)_{k}$ be the Sobolev completion of the space of sections of $P^{M}$. Since $\mathcal{G} \subset P^{M}(X)$, the Sobolev completion $\mathcal{G}_{k}$ of $\mathcal{G}$ is defined as the completion of $\mathcal{G}$ in the induced metric. If $k>n / 2$, then $\mathcal{G}_{k}$ is closed in $P^{M}(X)_{k}$ and the group operations in $\mathcal{G}_{k}$ are continuous in accordance with Theorem (12.1.1). Thus $\mathcal{G}_{k}$ (and also $\mathcal{G}_{k}^{0}, \overline{\mathcal{G}}_{k}$ ) are topological groups. Moreover, they are Lie groups. The Lie algebra of the Lie group $\mathcal{G}_{k}$ is the Sobolev completion of the space of sections of the gauge algebra bundle $V_{G} P(6.1 .6)$ also seen as a subbundle of $P^{M}$ [224].

The Sobolev completion $\mathbf{A}_{\boldsymbol{k}}$ of the space of principal connections is defined as the affine space modelled over the Sobolev completion $\bar{C}(X)_{k}$ of the space of sections of the vector bundle $\bar{C}$ (6.1.9). Therefore, it is a Hilbert manifold whose tangent space $T_{A} \mathbf{A}_{k}$ at a point $A \in \mathbf{A}$ is $\bar{C}(X)_{k}$. The Sobolev completion $\overline{\mathbf{A}}_{k}$ of the space of irreducible connections is a dense open subset of $\mathbf{A}_{k}$.

We will hold $k>1+n / 2$. The crucial point is that the group action $\mathcal{G}_{k+1} \times \mathbf{A}_{k} \rightarrow$ $\mathbf{A}_{k}$ is smooth, and so are the free actions

$$
\mathcal{G}_{k+1}^{0} \times \mathbf{A}_{k} \rightarrow \mathbf{A}_{k}, \quad \overline{\mathcal{G}}_{k+1} \times \overline{\mathbf{A}}_{k} \rightarrow \overline{\mathbf{A}}_{k}
$$

Moreover, the quotient $\mathcal{O}_{k}=\overline{\mathbf{A}}_{k} / \overline{\mathcal{G}}_{k+1}$, called the orbit space, is a smooth Hilbert manifold, while the canonical surjection $\overline{\mathbf{A}}_{k} \rightarrow \mathcal{O}_{k}$ is a smooth fibre bundle (i.e.,
locally trivial). This is a principal fibre bundle with the structure group $\overline{\mathcal{G}}_{k+1}$ [224]. Note that the quotient $\mathbf{A}_{k} / \mathcal{G}_{k+1}^{0}$ is also a smooth Hilbert manifold, while the topological space $\mathbf{A}_{k} / \mathcal{G}_{k+1}$ admits a stratification into smooth Hilbert manifolds [180] (see also $[113,115,151]$ ).

In quantum gauge theory, the orbit space $\mathcal{O}$ is well-known to play the role of a configuration space. However, the mathematical nature of this space is essentially unknown. In particular, an important problem is the existence of a global section of the principal bundle $\overline{\mathbf{A}}_{k} \rightarrow \mathcal{O}_{k}$. If a global section $s$ exists, integration over $\mathcal{O}$ can be replaced with that over $s(\mathcal{O}) \subset \overline{\mathbf{A}}$ with a suitable weight factor such as the Faddeev-Popov determinant. One can think of $s$ as being a global gauge. Its nonexistence is referred to as the Gribov ambiguity. The Gribov ambiguity is proved to take place in a number of gauge models where the principal bundle $\overline{\mathbf{A}}_{k} \rightarrow \mathcal{O}_{k}$ is non-trivial (see, e.g., $[58,141,231,281]$ ).

### 12.2 Connections on the space of connections

From now on, we believe that all objects requiring Sobolev completions have been completed in appropriate norms, and omit the index $k$.

The Hilbert manifold $\mathcal{O}$ is modelled on the Hilbert space isomorphic to Ker* $d_{A} *$ for any $A \in \overline{\mathbf{A}}$, where $* d_{A^{*}}$ acts on $\bar{C}(X)$. Given the fibre bundle

$$
\begin{equation*}
\overline{\mathbf{A}} \rightarrow \mathcal{O}_{1} \tag{12.2.1}
\end{equation*}
$$

we have the canonical splitting of the tangent spaces

$$
\begin{align*}
& T_{A} \overline{\mathbf{A}}=V_{A} \overline{\mathbf{A}} \oplus \operatorname{Ker} * d_{A} *  \tag{12.2.2}\\
& \sigma=d_{A} G_{A} * d_{A} * \sigma+\left(\sigma-d_{A} G_{A} * d_{A} * \sigma\right)
\end{align*}
$$

This splitting defines the canonical connection $\bar{A}$ on the fibre bundle (12.2.1).
Let us consider the product $P \times \overline{\mathbf{A}}$. It is a Hilbert manifold whose tangent space at a point $(p, A)$ is $T_{p} P \times \bar{C}(X)$. There is a natural action of the effective gauge group $\overline{\mathcal{G}}$ on $P \times \overline{\mathbf{A}}$ which has no fixed points. Therefore

$$
\begin{equation*}
P \times \overline{\mathbf{A}} \rightarrow(P \times \overline{\mathbf{A}}) / \overline{\mathcal{G}}=\mathcal{Q} \tag{12.2.3}
\end{equation*}
$$

is a $\overline{\mathcal{G}}$-principal bundle. Since the action of $G$ on $P \times \overline{\mathbf{A}}$ commutes with that of $\overline{\mathcal{G}}$, the group $G$ acts on $\mathcal{Q}$, and we also have the $G$-principal bundle

$$
\begin{equation*}
\mathcal{Q} \rightarrow \mathcal{Q} / G=X \times \mathcal{O} \tag{12.2.4}
\end{equation*}
$$

called the universal bundle $[13,30,284]$.
The fibre bundles (12.2.1), (12.2.3) and (12.2.4) lead to the commutative diagram of fibrations


The left column

$$
\begin{equation*}
P \times \overline{\mathbf{A}} \rightarrow X \times \overline{\mathbf{A}} \tag{12.2.6}
\end{equation*}
$$

of this diagram is a $G$-principal bundle (similar to the principal bundle $P_{C}(6.2 .5)$ ). It is provided with the canonical connection $\widehat{A}$ given by the splitting

$$
\begin{equation*}
\dot{x}^{\mu} \partial_{\mu}+\sigma+v^{q} e_{q}=\dot{x}^{\mu}\left(\partial_{\mu}+A_{\mu}^{q}(x) e_{q}\right)+\sigma+\left(v^{q}-\dot{x}^{\mu} A_{\mu}^{q}(x)\right) e_{q} \tag{12.2.7}
\end{equation*}
$$

of the exact sequence

$$
0 \rightarrow V_{G}(P \times \overline{\mathbf{A}}) \hookrightarrow T_{G}(P \times \overline{\mathbf{A}}) \rightarrow(P \times \overline{\mathbf{A}}) \underset{X \times \overline{\mathbf{A}}}{\times} T(X \times \overline{\mathbf{A}})
$$

at each point $(x, A) \in X \times \overline{\mathbf{A}}$ (cf. the universal connection (6.2.4)). Another connection $\widehat{A}$ on the fibre bundle (12.2.6) is given by the splitting

$$
\begin{align*}
& \dot{x}^{\mu} \partial_{\mu}+\sigma+v^{q} e_{q}=\dot{x}^{\mu}\left(\partial_{\mu}+A_{\mu}^{q}(x) e_{q}\right)+\left(\sigma-\left(* d_{A} * \sigma\right)(x)\right)+  \tag{12.2.8}\\
& \quad\left(v^{q}-\dot{x}^{\mu} A_{\mu}^{q}(x)\right) e_{q}+\left(* d_{A} * \sigma\right)(x)
\end{align*}
$$

Combining the connections $\bar{A}$ on (12.2.1) and $\bar{A}$ on (12.2.6) defines a composite connection $\hat{A} \circ($ Id $X, \bar{A})$ on the composite fibre bundle

$$
\begin{equation*}
P \times \overline{\mathbf{A}} \rightarrow X \times \overline{\mathbf{A}} \rightarrow X \times \mathcal{O} \tag{12.2.9}
\end{equation*}
$$

In particular, connections $\hat{A}(12.2 .7)$ and (12.2.8) lead to the same composite connection on (12.2.9).

Let us write a connection $\hat{A}$ on the $G$-principal bundle (12.2.6) as the $T_{G}(P \times \overline{\mathbf{A}})$ valued form $\widehat{A}=A+c$ where $A$ and $c$ are forms on $X$ and $\overline{\mathbf{A}}$, respectively. We will say that they are (1,0)- and ( 0,1 )-forms. Likewise one splits the exterior differential $\hat{d}$ on $X \times \overline{\mathbf{A}}$ as

$$
\begin{align*}
& \hat{d}=d+\delta,  \tag{12.2.10}\\
& \delta^{2}=0, \quad d \circ \delta+\delta \circ d=0
\end{align*}
$$

Then the strength of the connection $\hat{A}$ (see (6.1.20), (6.1.31)) reads

$$
\begin{equation*}
\widehat{F}=\frac{1}{2} d_{\widehat{A}} \widehat{A}=\hat{F}_{(2,0)}+\hat{F}_{(1,1)}+\hat{F}_{(0,2)}, \tag{12.2.11}
\end{equation*}
$$

where

$$
\hat{F}_{(2,0)}=\frac{1}{2} d_{A} A=F_{A}, \quad \hat{F}_{(1,1)}=\frac{1}{2}\left(\delta_{c} A+d_{A} c\right), \quad \hat{F}_{(0,2)}=\frac{1}{2} \delta_{c} c .
$$

The corresponding local expressions are

$$
\begin{align*}
& \hat{F}_{(1,1)}=\delta A+d_{A} c,  \tag{12.2.12}\\
& \hat{F}_{(0,2)}=\delta c+\frac{1}{2}[c, c], \tag{12.2.13}
\end{align*}
$$

where $A$ and $c$ are local connection forms. Since $\delta^{2}=0,(12.2 .12)$ and (12.2.13) also imply

$$
\begin{align*}
& \delta \hat{F}_{(1,1)}=-\left[c, \hat{F}_{(1,1)}\right]-d_{A} \hat{F}_{(0,2)},  \tag{12.2.14}\\
& \delta \hat{F}_{(0,2)}=-\left[c, \hat{F}_{(0,2)}\right] . \tag{12.2.15}
\end{align*}
$$

Put $\psi=\widehat{F}_{(0,1)}$ and $\phi=\widehat{F}_{(0,2)}$. Then the relations (12.2.12) - (12.2.15) are formally identical to the BRST transformations

$$
\begin{align*}
& \delta A=\psi-d_{A} c,  \tag{12.2.16}\\
& \delta c=\phi-\frac{1}{2}[c, c],  \tag{12.2.17}\\
& \delta \psi=-[c, \psi]-d_{A} \phi,  \tag{12.2.18}\\
& \delta \phi=-[c, \phi] \tag{12.2.19}
\end{align*}
$$

of fields $(A, c, \psi, \phi)$ in the geometric sector of the Donaldson theory. These fields are characterized by the ghost numbers $0,1,1$ and 2 , respectively, which coincide with their $(0, k)$ form degrees [ 30 ].

If the strength components $\hat{F}_{(1,1)}$ and $\hat{F}_{(2,2)}$ vanish, the equations (12.2.16) (12.2.19) reduce to

$$
\begin{equation*}
\delta A=-d_{A} c, \quad \delta c=-\frac{1}{2}[c, c] . \tag{12.2.20}
\end{equation*}
$$

These equations look like the BRST transformations (11.4.2) of the Yang-Mills theory (see Section 11.4). If $\widehat{A}$ is the canonical connection (12.2.7) where $c=0$, the equations (12.2.16) - (12.2.19) take the form

$$
\delta A=\psi, \quad \delta \psi=-d_{A} \phi, \quad \delta \phi=0 .
$$

They are identical to the BRST transformations used by Witten [307].
The equations (12.2.16) - (12.2.19) imply

$$
\begin{equation*}
\hat{d} \operatorname{Tr}(\hat{F} \wedge \hat{F})=(d+\delta) \operatorname{Tr}\left(\wedge^{2}\left(F_{A}+\psi+\phi\right)=0\right) \tag{12.2.21}
\end{equation*}
$$

as a consequence of the Bianchi identity

$$
\begin{equation*}
\widehat{d}_{\hat{A}} \widehat{F}=(d+\delta)\left(F_{A}+\psi+\phi\right)+\left[A+c, F_{A}+\psi+\phi\right]=0 \tag{12.2.22}
\end{equation*}
$$

From the geometric viewpoint, the equality (12.2.21) illustrates the fact that gauge invariant polynomials are closed forms (see Sections 6.7 and 13.1). Let us write

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr}\left(\wedge^{2}\left(F_{A}+\psi+\phi\right)\right)=\sum_{i=0}^{4} w_{i}, \tag{12.2.23}
\end{equation*}
$$

where $w_{i}$ are $i$-forms on $X$ with the ghost number $4-i$ given by

$$
\begin{array}{ll}
w_{0}=\frac{1}{2} \operatorname{Tr}(\phi \wedge \phi), & w_{1}=\operatorname{Tr}(\psi \wedge \phi), \quad w_{2}=\operatorname{Tr}\left(F_{A} \wedge \phi+\frac{1}{2} \psi \wedge \psi\right), \\
w_{3}=\operatorname{Tr}\left(F_{A} \wedge \psi\right), & w_{4}=\frac{1}{2} \operatorname{Tr}\left(F_{A} \wedge F_{A}\right) .
\end{array}
$$

Then the equality (12.2.21) can be expanded in terms of certain ghost number and form degree as the descent equations

$$
\begin{align*}
& d w_{4}=0  \tag{12.2.24a}\\
& \delta w_{k}+d w_{k-1}=0, \quad k=1, \ldots, 4,  \tag{12.2.24b}\\
& \delta w_{0}=0 \tag{12.2.24c}
\end{align*}
$$

These equations are similar to the descent equations (11.4.6a) - (11.4.6c)), while (13.2.13) is the analog of (11.4.7). One can say that $w_{k}, k=1, \ldots, 4$, are locally BRST-closed.

Given a $k$-cycle $\gamma$ in $X$, one can construct the exterior ( $4-k$ )-form

$$
\begin{equation*}
w_{k}(\gamma)=\int_{\gamma} w_{k}, \quad k=1, \ldots, 4, \tag{12.2.25}
\end{equation*}
$$

on the space of reducible connections $\overline{\mathbf{A}}$. This form is metric independent and gauge invariant. Due to the equality ( 12.2 .24 b ), it is BRST-closed

$$
\delta w_{k}(\gamma)=-\int_{\gamma} d w_{k-1}=-\int_{\partial \gamma} w_{k-1}=0
$$

and, therefore, an observable in the topological field theory. Moreover, $w_{k}(\gamma)$ are BRST-exact since $\overline{\mathbf{A}}$ is contractible. We have locally

$$
\operatorname{Tr}^{2} \wedge \hat{F}=\hat{d} \operatorname{Tr}\left(\hat{A} \wedge \hat{F}-\frac{1}{3} \wedge \hat{A} \hat{A}\right)
$$

where $\widehat{A}$ is the local connection form (6.1.17). It follows that the forms $w_{k}(\gamma)$ are homological in the sense that they only depend on the homology class of $\gamma$ because

$$
w_{k}(\partial \lambda)=\int_{\lambda} d w_{k}=-\delta \int_{\lambda} w_{k+1}=0 .
$$

Let $\left(\gamma_{1}, \ldots, \gamma_{r}\right)$ be a collection of $k_{i}$-cycles in $\overline{\mathbf{A}}$, and let $M$ be a compact submanifold of $\overline{\mathbf{A}}$ of dimension

$$
m=\sum_{i=1}^{r}\left(4-k_{i}\right) .
$$

Then we obtain the invariant

$$
\begin{aligned}
& Z: H_{k_{1}}(X ; \mathbb{Z}) \times \cdots \times H_{k_{r}}(X ; \mathbb{Z}) \rightarrow \mathbb{R}, \\
& Z\left(\gamma_{1}, \ldots, \gamma_{r}\right)=\int_{M} w_{k_{1}}\left(\gamma_{1}\right) \wedge \cdots \wedge w_{k_{r}}\left(\gamma_{r}\right) .
\end{aligned}
$$

The problem lies in the fact that there is no finite-dimensional compact submanifold $M \subset \overline{\mathbf{A}}$ of physical interest. Therefore, let us turn to the orbit space $\mathcal{O}$.

Since the connections (12.2.2) and (12.2.7) are principal and the groups $G$ and $\overline{\mathcal{G}}$ acting on $P \times \overline{\mathbf{A}}$ commute with each other, the tangent morphism

$$
T(P \times \overline{\mathbf{A}}) \rightarrow T \mathcal{Q}
$$

to the fibration (12.2.3) yields the splitting of $T \mathcal{Q}$ which is a principal connection $\tilde{A}$ on the universal bundle $\mathcal{Q} \rightarrow X \times \mathcal{O}$ (12.2.4). This connection is characterized by the following property. Let

$$
s: \mathcal{O} \supset \mathcal{U} \rightarrow \overline{\mathbf{A}}
$$

be a local gauge. Then the restriction $\dot{\mathcal{u}}_{\mathcal{U}} \mathcal{Q}$ of the fibre bundle $\mathcal{Q}$ to $\mathcal{U}$ is isomorphic to the pull-back bundle ( $\operatorname{Id} X, s)^{*}(P \times \overline{\mathbf{A}})$, while the connection $\tilde{A}$ coincides locally with the pull-back connection $(\operatorname{Id} X, s)^{\bullet} \widehat{A}$.

A natural gauge is a background gauge fixing

$$
\begin{equation*}
d_{A_{0}} *\left(A-A_{0}\right)=0 \tag{12.2.26}
\end{equation*}
$$

This gauge and the condition

$$
\begin{equation*}
d_{A} * \psi=0 \tag{12.2.27}
\end{equation*}
$$

project the topological field theory down from $\overline{\mathbf{A}}$ to $\mathcal{O}$. The exterior differential $\delta$ of the equation (12.2.26) gives the equation

$$
d_{A_{0}} *\left(\psi-d_{A} c\right)=0
$$

whose solution is the connection

$$
c=\left(* d_{A_{0}} * d_{A}\right)^{-1} d_{A_{0}} \psi .
$$

The exterior differential $\delta$ of the equation (12.2.27) is

$$
[\psi, * \psi]+d_{A} * d_{A} \phi=0
$$

which implies that

$$
\phi=-G_{A}[\psi, * \psi] \text {. }
$$

This looks like the strength of the Atiyah-Singer connection on the universal bundle (12.2.4) [13].

In the topological field theory, one also introduces the condition

$$
\begin{equation*}
\mathfrak{F}(A)=0, \tag{12.2.28}
\end{equation*}
$$

where $\mathfrak{F}$ is a gauge-invariant differential operator on $A$. This condition singles out a moduli subspace $\mathcal{M} \subset \mathcal{O}$ of the orbit space $\mathcal{O}$. Let $X$ be a 4 -dimensional compact manifold. Some standard choices for $\mathfrak{F}$ are

$$
\begin{align*}
& \mathfrak{F}(A)=F_{A}^{+}=\frac{1}{2}\left(F_{A}-* F_{A}\right),  \tag{12.2.29}\\
& \mathfrak{F}(A)=F_{A},  \tag{12.2.30}\\
& \mathfrak{F}(A)=d_{A} * F_{A} . \tag{12.2.31}
\end{align*}
$$

The corresponding moduli spaces are the moduli spaces of instantones, flat connections and solutions of the Yang-Mills equations, respectively.

### 12.3 Donaldson invariants

Throughout this Section, $X$ is a 4-dimensional compact oriented smooth or topological manifold, and $P \rightarrow X$ is a $S U(2)$-principal bundle.

Remark 12.3.1. Donaldson invariants are differential, but not topological invariants of $X[87]$. Therefore, let us summarize the well-known peculiarities of 4 -dimensional manifolds $[88,110]$.

- Every topological manifold of less than four dimension has a unique smooth structure.
- In more than four dimension, the homotopy type and the Pontryagin classes of a manifold determine the smooth structure (if it exists) up to a finite ambiguity.
- There are closed topological 4-dimensional manifolds with a countably infinite number of distinct smooth structures.
- There is an uncountable family of distinct smooth structures on $\mathbb{R}^{4}$, while $\mathbb{R}^{n \neq 4}$ has a unique smooth structure.
- There are rational cohomology invariants (exemplified by the Donaldson polynomials below) which distinguish inequivalent smooth structure, in contrast with the rational Pontryagin classes which are homotopic invariants (see Remark 6.7.1).

The classification problem of smooth structures of 4-dimensional manifolds is non-algorithmic because of the fundamental group $\pi_{1}(X)$ [108]. Therefore, interest is mainly centred around simply connected manifolds where $\pi_{1}(X)=0$. The fundamental invariant of a simply connected 4-dimensional topological manifold $X$ is the intersection form $\omega_{X}$. It is a symmetric bilinear form on the cohomology group $H^{2}(X ; \mathbb{Z})$ defined by

$$
\begin{align*}
& \omega_{X}: H^{2}(X ; \mathbb{Z}) \times H^{2}(X ; \mathbb{Z}) \rightarrow \mathbb{Z}, \\
& \omega_{X}:([a],[b]) \mapsto([a] \cup[b])[X], \tag{12.3.1}
\end{align*}
$$

where $[a] \cup[b]$ is the cup-product and $([a] \cup[b])[X]$ denotes its evaluation on the fundamental cycle of $X$ which is the generating element of the homology group
$H_{n}(X ; \mathbb{Z})=\mathbb{Z}$ of an oriented manifold $X$. If $X$ is a smooth manifold, the cup product is given by (6.8.5), and the intersection form (12.3.1) reads

$$
\omega_{X}([a],[b])=\int_{X} a \wedge b
$$

The intersection form (12.3.1) is non-degenerate and unimodular. It is characterized by the rank $\operatorname{dim} H^{2}(X ; \mathbb{Z})$, which coincides with the second Betti number $b_{2}(X)$ of $X$, and by the signature

$$
\tau\left(\omega_{X}\right)=b_{2}^{+}-b_{2}^{-}
$$

which is the number of positive minus the number of negative eigenvalues of $\omega_{X}$. The intersection form $\omega_{X}$ is called even if all its diagonal entries $\omega_{X}([a],[a])$ are even. If $X$ is a smooth manifold, Hirzebruch's signature theorem [157] expresses $\tau\left(\omega_{X}\right)$ in terms of the Pontryagin class of $X$ as

$$
\tau\left(\omega_{X}\right)=\frac{1}{3} p_{1}(X)
$$

It is called the signature $\tau(X)$ of the manifold $X$. Intersection forms are topological, not only homotopic invariants. Namely, the homeomorphism type of a topological manifold $X$ is uniquely determined by $\omega_{X}$ if $\omega_{X}$ is even, while there are precisely two non-homeomorphic topological manifolds for a given odd $\omega_{X}$ [109]. In particular, there are intersection forms of a 4-dimensional topological manifold which cannot arise as an intersection form of a smooth manifold. By virtue of well-known Donaldson's theorem [86], if the intersection form $\omega_{X}$ of a smooth compact (not necessarily simply connected) manifold $X$ is negative definite, then

$$
\omega_{X} \simeq(-1) \oplus \cdots \oplus(-1)
$$

The main ingredient in the construction of Donaldson invariants is the map

$$
\begin{equation*}
\mu: H_{i}(X ; \mathbb{Z}) \rightarrow H^{4-i}(\mathcal{O}) \tag{12.3.2}
\end{equation*}
$$

It can be described as follows. Given the universal bundle $\mathcal{Q} \rightarrow X \times \mathcal{O}$ (12.2.4), let $E$ be the associated $S U(2)$-bundle and $c_{2}(E) \in H^{4}(\mathcal{O})$ its second Chern class. In accordance with the Künneth formula (6.8.4), $c_{2}(E)$ is decomposed into terms

$$
c_{i, 4-i} \in H^{i}(X) \otimes H^{4-i}(\mathcal{O}), \quad i=0, \ldots, 4
$$

These terms define the map (12.3.2) as the composition of the homomorphism (6.8.8) and the De Rham duality (6.8.9). Let $\tilde{A}$ be a principal connection on the universal bundle (12.2.4), $\tilde{F}$ its curvature and $c_{2}(\tilde{F})$ the second Chern form (6.7.13). The above mentioned terms $c_{i, 4-i}$ are the De Rham cohomology classes of the (i,4-$i)$-forms $\tilde{w}_{i}$ on $X \times \mathcal{O}$ which make up the decomposition of $c_{2}(\widetilde{F})$ similar to the decomposition (12.2.23). Then the map (12.3.2) is given by the integration

$$
\tilde{w}_{i}(\gamma)=\int_{\gamma} \tilde{w}_{i}
$$

where $\gamma$ are $i$-cycles in $X$. Note that the rational cohomology classes of $\mathcal{O}$ lie in even dimensions, and are generated by cohomology classes in two and four dimensions. Therefore, we restrict our consideration to the map (12.3.2) where $i=0,2$, and can extend it to the map

$$
\mu: \stackrel{m}{\times} H_{2}(X ; \mathbb{Z}) \rightarrow H^{2 m}(\mathcal{O} ; \mathbb{Q})
$$

via the cup product in $H^{2 m}(\mathcal{O} ; \mathbb{Q})$. This map provides the injection

$$
\begin{equation*}
q\left(\left[\gamma_{1}\right], \ldots,\left[\gamma_{m}\right]\right) \mapsto \mu\left(\left[\gamma_{1}\right]\right) \cup \cdots \cup \mu\left(\left[\gamma_{m}\right]\right) \tag{12.3.3}
\end{equation*}
$$

from the polynomial algebra on $H_{2}(X ; \mathbb{Z})$ into $H^{\text {even }}(\mathcal{O} ; \mathbb{Q})$.
Let $\mathcal{M}$ be the moduli space of irreducible instantones of the instanton number

$$
k=\int_{X} c_{2}\left(F_{A}\right)
$$

Its formal dimension is

$$
\operatorname{dim} \mathcal{M}=8 k-3\left(1+b_{2}^{+}\right)
$$

It is readily observed that $\operatorname{dim} \mathcal{M}$ is even if and only if $b_{2}^{+}$is odd. Writing $b_{2}^{+}=2 p+1$, we have

$$
\operatorname{dim} \mathcal{M}=2 m, \quad m=4 k-3(1+p)
$$

Polynomials (12.3.3) when evaluated on the homology cycle $[\mathcal{M}] \in H_{*}(\mathcal{O}, \mathbb{Q})$ in $\mathcal{O}$ are called the Donaldson polynomials. They are expressed into the strength $\tilde{F}$ of a connection $\tilde{A}$ on the orbit space $\mathcal{O}$. Treating $\bar{A}$ locally as the pull-back of a connection on $\overline{\mathbf{A}}$ and using the relations (12.2.26) and (12.2.27), we obtain the

Donaldson invariants in the topological field theory, though they are very hard to compute explicitly in general.

Remark 12.3.2. Note that the instanton moduli space $\mathcal{M}$ is usually non-compact. This difficulty can be overcome for a suitably generic metrics which provide that the lower dimensional strata of the compactified moduli space $\overline{\mathcal{M}}, k>1$, are of high enough codimension so as not contribute to the evaluation of compact supported cohomology classes of $\mathcal{O}$ on $\mathcal{M}$ [30].
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## Chapter 13

## Anomalies

The anomaly problem lies in violation of conservation laws for quantized fields and the gauge non-invariance of an effective action and a path integral measure in the perturbative quantum field theory (see [29] and references therein for a survey). Here we are only concerned with the geometric origin of anomalies, based on geometry and topology of spaces of principal connections.

### 13.1 Gauge anomalies

This Section is devoted to anomalies related to the gauge non-invariance of the Chern-Simons form.

Let $P \rightarrow X$ be a $G L(N, \mathbb{C})$-principal bundle. Characteristic forms in Section 6.7 exemplify gauge invariant polynomials $\mathcal{P}(F)$ in the strength $F(6.1 .19)$ of a principal connection on $P \rightarrow X$, i.e.,

$$
\mathcal{P}(F)=\mathcal{P}(g(F)), \quad g \in \mathcal{G}
$$

where $\mathcal{G}$ is the gauge group of vertical automorphisms of $P$. Gauge invariant polynomials are complex exterior forms of even degree on $X$. They possess the properties mentioned in Section 6.7:

- $\mathcal{P}(F)$ is a closed form,
- $\mathcal{P}(F)-\mathcal{P}\left(F^{\prime}\right)$ is an exact form, whenever $F$ and $F^{\prime}$ are strength forms of two distinct principal connections on $P$.

One can say something more. Any gauge invariant polynomial is a sum of products of gauge invariant polynomials $\mathcal{P}_{m}(F)$ of definite degree $m$ in $F$. Then the transgression formula $[6,29,98]$ takes place

$$
\begin{align*}
& \mathcal{P}_{m}(F)-\mathcal{P}_{m}\left(F^{\prime}\right)=d Q_{2 m-1}\left(A, A^{\prime}\right)  \tag{13.1.1}\\
& Q_{2 m-1}\left(A, A^{\prime}\right)=m \int_{0}^{1} d t P\left(A-A^{\prime}, F_{t}\right) \tag{13.1.2}
\end{align*}
$$

where $F_{t}$ is the strength of the homotopic connection

$$
\begin{equation*}
A_{t}=A^{\prime}+t\left(A-A^{\prime}\right), \quad t \in[0,1] . \tag{13.1.3}
\end{equation*}
$$

In particular, put $A^{\prime}=0$ on a trivialization chart of $P \rightarrow X$ (i.e., $A^{\prime}=\theta_{X}$ as a $T_{G} P$-valued form). Then we obtain the local transgression formula

$$
\begin{equation*}
\mathcal{P}_{m}(F)=d Q_{2 m-1}(A, F), \tag{13.1.4}
\end{equation*}
$$

together with the Chern-Simons form

$$
\begin{equation*}
Q_{2 m-1}(A, F)=m \int_{0}^{1} d t P\left(A, F_{t}\right) \tag{13.1.5}
\end{equation*}
$$

where $A$ is the local connection form (6.1.17) and

$$
A_{t}=t A, \quad F_{t}=t F+\left(t^{2}-t\right) A^{2}
$$

For the sake of simplicity, we omit the symbol $\wedge$ of the exterior product.
Example 13.1.1. If $\mathcal{P}(F)=c_{2}(F)$ is the second Chern form (6.7.13) for an $S U(N)$ principle bundle, we have

$$
\begin{align*}
& \operatorname{Tr}\left(F^{2}\right)=\frac{1}{8 \pi^{2}} d Q_{3}, \\
& Q_{3}=\operatorname{Tr}\left(A F-\frac{1}{3} A^{3}\right)=\operatorname{Tr}\left(A d A+\frac{2}{3} A^{3}\right) . \tag{13.1.6}
\end{align*}
$$

Let us obtain the transgression formula (13.1.1) in terms of the homotopy derivation $[6,29,211]$. Given the homotopic connection $A_{t}$ (13.1.3) and its strength $F_{t}$, the homotopy derivation is defined as the operator

$$
\begin{equation*}
l_{t} A_{t}=0, \quad l_{t} F_{t}=d_{t} A_{t}=d t\left(A-A^{\prime}\right) \tag{13.1.7}
\end{equation*}
$$

which acts on polynomials $S\left(A_{t}, F_{t}\right)$ in $A_{t}$ and $F_{t}$ and satisfies the antiderivation rule

$$
l_{t}\left(S S^{\prime}\right)=l_{t}(S) S^{\prime}+(-1)^{|S|} S l_{t}\left(S^{\prime}\right)
$$

One can verify explicitly that

$$
\begin{equation*}
l_{t} \circ d+d \circ l_{t}=d_{t}=d t \otimes \partial_{t} \tag{13.1.8}
\end{equation*}
$$

Remark 13.1.2. Note that polynomials $S\left(A_{t}, F_{t}\right)$ fail to be globally defined, unless they are gauge invariant polynomials. Therefore, by their argument $A_{t}$ is meant the local connection form (6.1.17).

Let us introduce the operator

$$
\begin{equation*}
\mathbf{k}=\int_{0}^{1} l_{t} . \tag{13.1.9}
\end{equation*}
$$

It is called the homotopy operator by analogy with the homotopy operator in Remark 4.1.2. We have the Cartan homotopy formula

$$
\begin{equation*}
S(A, F)-S\left(A^{\prime}, F^{\prime}\right)=(\mathbf{k} \circ d+d \circ \mathbf{k}) S\left(A_{t}, F_{t}\right) . \tag{13.1.10}
\end{equation*}
$$

Applied to gauge invariant polynomials $\mathcal{P}_{\boldsymbol{m}}(F)$, the homotopy operator (13.1.9) reads

$$
\mathbf{k} \mathcal{P}_{m}\left(F_{t}\right)=Q_{2 m-1}\left(A, A^{\prime}\right)
$$

where the polynomial $P\left(A-A^{\prime}, F_{t}\right)$ in the expression (13.1.2) is defined as

$$
\begin{align*}
& m P\left(A-A^{\prime}, F_{t}\right)=\mathcal{P}_{m}\left(A-A^{\prime}, F_{t}, \ldots, F_{t}\right)+  \tag{13.1.11}\\
& \quad \mathcal{P}_{m}\left(F_{t}, A-A^{\prime}, \ldots, F_{t}\right)+\cdots+\mathcal{P}_{m}\left(F_{t}, \ldots, A-A^{\prime}\right) .
\end{align*}
$$

Since gauge invariant polynomials are closed, the Cartan homotopy formula (13.1.10) leads to the transgression formula (13.1.1). Choosing locally $A^{\prime}=0$, we obtain the Chern-Simons form (13.1.5) as

$$
\begin{equation*}
Q_{2 m-1}(A, F)=\mathrm{k} \mathcal{P}_{m}\left(F_{t}\right) \text {. } \tag{13.1.12}
\end{equation*}
$$

Let us consider gauge transformations of the Chern-Simons form (13.1.12). In the case of a matrix structure group $G \subset G L(N, \mathbb{C})$, gauge transformations of the local connection form $A(6.1 .17)$ and the strength $F(6.1 .20)$ read

$$
\begin{equation*}
A^{g}=g^{-1} A g+g^{-1} d g=g^{-1}\left(A+\sigma^{g}\right) g, \quad F^{g}=g^{-1} F g . \tag{13.1.13}
\end{equation*}
$$

Let us choose the homotopic connection $A_{t}=t A, t \in[0,1]$. Then

$$
A_{t}^{g}=\left(A_{t}\right)^{g}, \quad F_{t}^{g}=\left(F_{t}\right)^{g}
$$

is the homotopy which interpolates continuously between

$$
A_{t=0}^{g}=g^{-1} d g=g^{-1} \sigma^{g} g, \quad F_{t=0}^{g}=0
$$

and

$$
A_{t=1}^{g}=A^{g}, \quad F_{t=1}^{g}=F^{g} .
$$

Applied to the Chern-Simons form containing these homotopies, the Cartan homotopy formula (13.1.10) reads

$$
\begin{equation*}
Q_{2 m-1}\left(A^{g}, F^{g}\right)-Q_{2 m-1}\left(g^{-1} d g\right)=(\mathbf{k} \circ d+d \circ \mathbf{k}) Q_{2 m-1}\left(A_{t}^{g}, F_{t}^{g}\right) \tag{13.1.14}
\end{equation*}
$$

The gauge transformed Chern-Simons form is

$$
\begin{aligned}
& Q_{2 m-1}\left(A^{g}, F^{g}\right)=m \int_{0}^{1} d t P\left(A^{g}, \hat{F}_{t}^{g}\right), \\
& \hat{F}_{t}^{g}=\left(F^{g}\right)_{t}=g^{-1} \hat{F}_{t} g, \quad \hat{F}_{t}=t F+\left(t^{2}-t\right)\left(A+\sigma^{g}\right)^{2}
\end{aligned}
$$

Since $P\left(A^{g}, \hat{F}_{t}^{g}\right)$ is expressed into the gauge invariant polynomials $\mathcal{P}_{m}$ as (13.1.11), we have

$$
P\left(A^{g}, \widehat{F}_{t}^{g}\right)=P\left(A, \widehat{F}_{t}\right)
$$

It follows that

$$
\begin{equation*}
Q_{2 m-1}\left(A^{g}, F^{g}\right)=Q_{2 m-1}\left(A+\sigma^{g}, F\right) \tag{13.1.15}
\end{equation*}
$$

and, analogously,

$$
\begin{equation*}
Q_{2 m-1}\left(A_{t}^{g}, F_{t}^{g}\right)=Q_{2 m-1}\left(A_{t}+\sigma^{g}, F_{t}\right) \tag{13.1.16}
\end{equation*}
$$

On the other hand, the relations (13.1.4) and (13.1.12) give

$$
(\mathbf{k} \circ d) Q_{2 m-1}\left(A_{t}^{g}, F_{t}^{g}\right)=\mathbf{k} \mathcal{P}_{m}\left(F_{t}\right)=Q_{2 m-1}(A, F) .
$$

If we define

$$
\alpha_{2 m-2}=\mathbf{k} Q_{2 m-1}\left(A_{t}^{g}, F_{t}^{g}\right)=\mathbf{k} Q_{2 m-1}\left(A_{t}+\sigma^{q}, F_{t}\right),
$$

the Cartan homotopy formula (13.1.14) takes the form

$$
\begin{equation*}
Q_{2 m-1}\left(A^{g}, F^{g}\right)=Q_{2 m-1}(A, F)+Q_{2 m-1}\left(g^{-1} d g, 0\right)+d \alpha_{2 m-2} \tag{13.1.17}
\end{equation*}
$$

or, by virtue of the relation (13.1.15),

$$
\begin{equation*}
Q_{2 m-1}\left(A+\sigma^{g}, F\right)=Q_{2 m-1}(A, F)+Q_{2 m-1}\left(\sigma^{g}, 0\right)+d \alpha_{2 m-2} . \tag{13.1.18}
\end{equation*}
$$

For instance, let $Q_{3}$ be the Chern Simons form (13.1.6) in Example 13.1.1. For $m=2$, we have

$$
\begin{aligned}
\alpha_{2}= & \mathbf{k} Q_{3}\left(A_{t}+\sigma^{g}, F_{t}\right)=\int_{0}^{1} l_{t} \operatorname{Tr}\left[\left(A_{t}+\sigma^{g}\right) F_{t}-\frac{1}{3}\left(A_{t}+\sigma^{g}\right)^{3}\right]= \\
& \int_{0}^{1} d t \operatorname{Tr}\left[-t A^{2}-\sigma^{g} A\right]=-\operatorname{Tr}\left[\sigma^{g} A\right]
\end{aligned}
$$

since $\operatorname{Tr} A^{2}=0$. Then, keeping only the term linear in $\sigma^{g}$, we obtain

$$
\begin{equation*}
d \alpha_{2}=\operatorname{Tr}\left[\sigma^{g} d A\right] . \tag{13.1.19}
\end{equation*}
$$

This equation expresses the well-known non-Abelian anomaly in two dimensions apart from the normalization [29].

The anomaly (13.1.19) characterizes the non-invariance of the Chern-Simons form (13.1.6) under infinitesimal gauge transformations. Therefore, it can also be calculated as follows. Let us regard the Chern-Simons form $Q_{3}$ as a $V_{G} P$-valued form on the first order jet manifold $J^{1} C$ of the bundle of principal connections $C$ (see Section 6.2). It reads

$$
\begin{equation*}
Q_{3}=a_{p r}^{G} a_{\alpha}^{p}\left(\mathcal{F}_{\lambda \mu}^{\tau}-\frac{1}{3} c_{l q}^{r} a_{\lambda}^{l} a_{\mu}^{q}\right) d x^{\alpha} \wedge d x^{\lambda} \wedge d x^{\mu}, \tag{13.1.20}
\end{equation*}
$$

where $a_{p r}^{G}=\operatorname{Tr}\left(\varepsilon_{p} \varepsilon_{\tau}\right)$ is the invariant metric on the Lie algebra $s u(N)$. Let $\xi_{C}$ be the principal vector field (6.3.9) on the fibre bundle $C$. It is the generator of a 1-parameter group of gauge transformations of $C$. We have the Lie derivative

$$
\begin{aligned}
& \mathbf{L}_{J^{1}} \xi_{C} Q_{3}=\operatorname{Tr}\left(d \xi \wedge d_{H} a\right) \\
& \xi=\xi^{p} \varepsilon_{p}, \quad a=a_{\mu}^{r} d x^{\mu} \otimes \varepsilon_{\tau}
\end{aligned}
$$

It is readily observed that, if $\sigma^{g}=d \xi$, then

$$
d \alpha_{2}=A^{*}\left(\mathbf{L}_{J^{1} \xi_{C}} Q_{3}\right)
$$

for any section $A$ of the fibre bundle $C \rightarrow X$.
Remark 13.1.3. If $\operatorname{dim} X=3$, one regards $Q_{3}$ (13.1.20) as a Lagrangian of the Chern-Simons topological field model. Being gauge non-invariant, this Lagrangian is not globally defined. Since $L_{J^{1} \xi_{C}} Q_{3} \neq 0$, neither the Noether current (6.3.21) nor the energy-momentum current (7.4.22) are conserved in the Chern-Simons model [123]

### 13.2 Global anomalies

In comparison with gauge anomalies in the previous Section, global anomalies are connected with gauge transformations not in the connected component of the identity.

We start from the notion of the group cohomology [204]. Let $G$ be a multiplicative group, $B$ a right $G$-module, and $B^{p}, p=1, \ldots$, Abelian groups of morphisms

$$
\begin{equation*}
B^{p} \ni b^{p}: \stackrel{p}{\times} G \rightarrow B \tag{13.2.1}
\end{equation*}
$$

One can introduce the coboundary operator

$$
\begin{align*}
& \delta^{p}: B^{p} \rightarrow B^{p+1} \\
& \left(\delta^{p} b^{p}\right)\left(g_{1}, \ldots, g_{p+1}\right)=b^{p}\left(g_{2}, \ldots, g_{p+1}\right) g_{1}+  \tag{13.2.2}\\
& \quad \sum_{i=1}^{p}(-1)^{i} b^{p}\left(g_{1}, \ldots, g_{i} g_{i+1}, \ldots g_{p+1}\right)+(-1)^{p+1} b^{p}\left(g_{1}, \ldots, g_{p}\right)
\end{align*}
$$

With this coboundary operator, we have the cochain complex

$$
\begin{equation*}
0 \rightarrow B \xrightarrow{\delta^{0}} B^{1} \xrightarrow{\delta^{1}} B^{2} \longrightarrow \cdots \tag{13.2.3}
\end{equation*}
$$

By $B$ in (13.2.3) is meant the group of constant morphisms

$$
B \ni b: G \rightarrow b
$$

and

$$
\left(\delta^{0} b\right)(g)=b g-b
$$

It follows that 0 -cocycles in $B$ are $G$-invariant elements of $B$. We will denote the set of these elements by $B^{G}$. The cohomology $H^{*}(G ; B)$ of the complex (13.2.3) is called the group cohomology of the group $G$ with coefficients in the module $B$. For instance, $H^{0}(G ; B)=B^{G}$. Note that the Abelian group $B^{p}$ of $p$-cochains (13.2.1) is a right $G$-module with respect to the $G$-action

$$
g: b^{p}\left(g_{1}, \ldots, g_{p}\right) \mapsto b^{p}\left(g^{-1} g_{1} g, \ldots, g^{-1} g_{p} g\right)
$$

This action is trivial on $H^{*}(G ; B)$.
Let $H$ be a normal subgroup of $G$. One has the exact sequence

$$
\begin{align*}
0 \longrightarrow & H^{1}\left(G / H ; B^{H}\right) \stackrel{j}{\longrightarrow} H^{1}(G ; B) \xrightarrow{i} H^{1}(H ; B)^{G} \longrightarrow  \tag{13.2.4}\\
& H^{2}\left(G / H ; B^{H}\right) \xrightarrow{j} H^{2}(G ; B) .
\end{align*}
$$

The arrow $j$ in (13.2.4) is the composition of the projection $G \rightarrow G / H$ with the cocycles of the group $G / H$, while the arrow $i$ is the restriction of the cocycles of $G$ to $H$ [55].

If $G / H$ is a finite group of order $r$, there exists a homomorphisms

$$
\begin{equation*}
\varrho^{*}: H^{*}(H ; B) \rightarrow H^{*}(G ; B) \tag{13.2.5}
\end{equation*}
$$

For instance, $\varrho^{0}: B^{H} \rightarrow B^{G}$ reads

$$
\varrho^{0} b=\sum_{c \in G / H} b \bar{c}
$$

where $\bar{c}$ is a representative of a coset $c \in G / H$ such that $\bar{c}=e \in G$ if $c=e \in G / H$. We also have

$$
\left(\varrho^{1} b^{1}\right)(g)=\sum_{c \in G / H} b^{1}\left(\bar{c} g \overline{c g}^{-1}\right) \bar{c}
$$

Recall that $\bar{c} g \overline{c g}^{-1} \in H$ for $\forall g \in G$. An important property of the homomorphism (13.2.5) is that $i \circ \varrho$ and $\varrho \circ i$ are both the multiplication by the integer $r$. It follows
that $r a=0$ for any $a \in H^{k>0}\left(G / H ; B^{H}\right)$, i.e., the groups $H^{k>0}\left(G / H ; B^{H}\right)$ consist of cyclic elements.

Turn now to anomalies in quantum field theory. Let $P \rightarrow X$ be an $S U(N)$ principal bundle over an oriented compact Riemannian manifold $X, \mathcal{G}$ the gauge group and $\mathbf{A}$ the space of principal connections on $P \rightarrow X$. As in the previous Chapter, we believe that all objects requiring Sobolev completions have been completed in an appropriate way. One can think of an effective functional of quantum field theory as a complex function $S(A)$ on $\mathbf{A}$, where we omit its dependence on other fields. If $S(A)$ is not gauge invariant, we have

$$
\begin{align*}
& S\left(A^{g}\right)=i W^{1}(A, g)+S(A), \quad g \in \mathcal{G}  \tag{13.2.6}\\
& W^{1}\left(A^{g}, g^{\prime}\right)-W^{1}\left(A, g^{\prime} g\right)+W^{1}(A, g)=0
\end{align*}
$$

(see the notation (13.1.13)).
A standard example of a gauge non-invariant effective action is

$$
\operatorname{Tr} \ln \hat{\mathcal{D}}_{+}=\ln \operatorname{det} \hat{\mathcal{D}}_{+}=\ln \operatorname{det} \mathcal{D}_{+}
$$

where $\mathcal{D}_{+}$is the Weyl operator and

$$
\begin{equation*}
\mathcal{D}_{+}=i \gamma^{\mu}\left[\partial_{\mu}+\frac{1}{2} A_{\mu}\left(1+\gamma_{5}\right)\right] \tag{13.2.8}
\end{equation*}
$$

is the Dirac chiral operator perturbatively equivalent to $\mathcal{D}^{+}$. A glance at the expression (13.2.7) shows that this is exactly the cocycle condition $\delta^{1} W^{1}=0$ of the group cohomology of the gauge group $\mathcal{G}$ with coefficients in the module $\mathbb{C}(\mathbf{A})$ of complex functions on $\mathbf{A}$. The gauge group $\mathcal{G}$ acts on these functions by the law

$$
\left(W^{0} g\right)(A)=W^{0}\left(A^{g}\right)
$$

One can think of $W^{1}(A, g)$ in (13.2.6) as being a 1-cochain

$$
W^{1}: \mathcal{G} \ni g \mapsto W^{1}(A, g) \in C^{\bullet}(\mathbf{A})
$$

of this cohomology. If this cochain is a coboundary

$$
W^{1}(A, g)=W^{0}\left(A^{g}\right)-W^{0}(A)
$$

then one can add to the effective action $S(A)$ the counterterm $-W^{0}(A)$ so that the renormalized action $S(A)-W^{0}(A)$ is gauge invariant. It follows that anomalies in pertubative quantum field theory are characterized by elements of the cohomology
group $H^{1}(\mathcal{G} ; \mathbb{C}(\mathbf{A}))$, called the anomaly group. If the group $\mathcal{G}$ is not connected and $\mathcal{G}_{e}$ is the connected component of its identity $e$, one can examine global anomalies, i.e., trivial $\mathcal{G}_{e}$-cocycles that extend non-trivially to $\mathcal{G}[55,281]$. The non-trivial and $\mathcal{G}$-invariant $\mathcal{G}_{e}$-cocycles characterize local anomalies.

As was mentioned above, the action of the gauge group $\mathcal{G}$ on the space of principal connections $\mathcal{A}$ is not free. Therefore, one usually considers either the effective gauge group $\overline{\mathcal{G}}$ and the space $\overline{\mathbf{A}}$ of irreducible connections or the pointed gauge group $\mathcal{G}^{0}$ and the space $\mathbf{A}$. We will restrict our consideration to the first case. There is the composite fibration

$$
\begin{equation*}
\overline{\mathbf{A}} \rightarrow \overline{\mathbf{A}} / \overline{\mathcal{G}}_{e}=\overline{\mathbf{A}}_{e} \rightarrow \overline{\mathbf{A}}_{e} / \pi_{0}(\overline{\mathcal{G}})=\mathcal{O}, \quad \pi_{0}(\overline{\mathcal{G}})=\overline{\mathcal{G}} / \overline{\mathcal{G}}_{e} \tag{13.2.9}
\end{equation*}
$$

Applying the exact sequence (13.2.4) to the case

$$
G=\overline{\mathcal{G}}, \quad H=\overline{\mathcal{G}}_{e}, \quad B=\mathbb{C}(\overline{\mathbf{A}})
$$

and observing that $\mathbb{C}(\overline{\mathbf{A}})^{\bar{g}_{e}}=\mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)$, we obtain the anomaly exact sequence

$$
\begin{align*}
0 \rightarrow & H^{1}\left(\pi_{0}(\overline{\mathcal{G}}) ; \mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)\right) \xrightarrow{j} H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}})) \xrightarrow{i} H^{1}\left(\overline{\mathcal{G}}_{e} ; \mathbb{C}(\overline{\mathbf{A}})\right)^{\overline{\mathcal{G}}}  \tag{13.2.10}\\
& \rightarrow H^{2}\left(\pi_{0}(\overline{\mathcal{G}}) ; \mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)\right) .
\end{align*}
$$

Elements of $H^{1}\left(\pi_{0}(\overline{\mathcal{G}}) ; \mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)\right)$ in this exact sequence characterize global anomalies, while elements of $H^{1}\left(\overline{\mathcal{G}}_{e} ; \mathbb{C}(\overline{\mathbf{A}})\right)^{\bar{G}}$ correspond to local anomalies. The arrow $j$ in the anomaly sequence (13.2.10) is injective. If $H^{2}\left(\pi_{0}(\overline{\mathcal{G}}) ; \mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)\right)$ is trivial, the arrow $i$ in (13.2.10) is surjective. In this case, the anomaly group $H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}}))$ is the direct product of groups of global and local anomalies. If the homotopy group $\pi_{0}(\overline{\mathcal{G}})$ is finite, only cyclic (torsion) elements in the anomaly group can be global anomalies.

To say something more, let us note that the cohomology group $H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}}))$ can be seen as the group of $\overline{\mathcal{G}}$-isomorphism classes of the trivial complex line bundle $L(\overline{\mathbf{A}})$ over $\overline{\mathbf{A}}$, called the determinant line bundle of the Dirac chiral operator (13.2.8). This geometric interpretation of $H^{\mathbf{1}}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}}))$ applied to the fibration $\overline{\mathbf{A}} \rightarrow \mathcal{O}$ gives the exact sequence

$$
\begin{equation*}
0 \rightarrow H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}})) \rightarrow H^{2}(\mathcal{O} ; \mathbb{Z}) \rightarrow H^{2}(\overline{\mathbf{A}} ; \mathbb{Z}) \tag{13.2.11}
\end{equation*}
$$

[55]. The second arrow in this exact sequence is the injection of $H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}}))$ into the group of equivalence classes of complex line bundles over the orbit space $\mathcal{O}$ (see Section 6.7) due to the identification of elements ( $A, c$ ) and ( $A^{g}, c+i W^{1}(A, g)$ ) for
all $g \in \overline{\mathcal{G}}$. The last arrow in (13.2.11) assign to every complex line bundle over $\mathcal{O}$ its pull-back onto $\overline{\mathbf{A}}$. Since $\overline{\mathbf{A}}$ is an affine space, the cohomology of $\overline{\mathbf{A}}$ is trivial and we find

$$
H^{1}(\overline{\mathcal{G}} ; \mathbb{C}(\overline{\mathbf{A}}))=H^{2}(\mathcal{O} ; \mathbb{Z})
$$

Similarly to the exact sequence (13.2.11), one can construct the exact sequences corresponding to the fibrations $\overline{\mathbf{A}} \rightarrow \overline{\mathbf{A}}_{e}$ and $\overline{\mathbf{A}}_{e} \rightarrow \mathcal{O}$ (13.2.9). These exact sequences read

$$
\begin{align*}
& 0 \rightarrow H^{1}\left(\overline{\mathcal{G}}_{e} ; \mathbb{C}(\overline{\mathbf{A}})\right) \rightarrow H^{2}\left(\overline{\mathbf{A}}_{e} ; \mathbb{Z}\right) \rightarrow H^{2}(\overline{\mathbf{A}} ; \mathbb{Z}),  \tag{13.2.12}\\
& 0 \rightarrow H^{1}\left(\pi_{0}(\overline{\mathcal{G}}) ; \mathbb{C}\left(\overline{\mathbf{A}}_{e}\right)\right) \rightarrow H^{2}(\mathcal{O} ; \mathbb{Z}) \rightarrow H^{2}\left(\overline{\mathbf{A}}_{e} ; \mathbb{Z}\right) \tag{13.2.13}
\end{align*}
$$

One can also apply the low-dimensional exact cohomology sequence of the fibre bundle $\overline{\mathbf{A}} \rightarrow \overline{\mathbf{A}}_{\boldsymbol{e}}$. Since $\mathcal{G}_{e}$ is connected, the Leray spectral sequence [40] gives the exact sequence

$$
\begin{align*}
0 \rightarrow & H^{1}\left(\overline{\mathbf{A}}_{e} ; \mathbb{Z}\right) \rightarrow H^{1}(\overline{\mathbf{A}} ; \mathbb{Z}) \rightarrow H^{1}\left(\mathcal{G}_{e} ; \mathbb{Z}\right) \rightarrow H^{2}\left(\overline{\mathbf{A}}_{e} ; \mathbb{Z}\right)  \tag{13.2.14}\\
& \rightarrow H^{2}(\overline{\mathbf{A}} ; \mathbb{Z})
\end{align*}
$$

Since $H^{2}(\overline{\mathbf{A}} ; \mathbb{Z})=0$, the exact sequences (13.2.12) and (13.2.14) result in

$$
H^{1}\left(\mathcal{G}_{e} ; \mathbb{C}(\overline{\mathbf{A}})\right)=H^{1}\left(\mathcal{G}_{e} ; \mathbb{Z}\right)=H^{2}\left(\overline{\mathbf{A}}_{e} ; \mathbb{Z}\right)
$$

In particular, the determinant line bundle is trivial and local anomalies are absent if the corresponding complex line bundle over $\overline{\mathbf{A}}_{e}$ has the vanishing Chern class. This class is computed by the well-known index theorem [29]. We refer the reader to [55] for the derailed analysis of the case of $G=S U(2)$.

### 13.3 BRST anomalies

In Section 13.1, we have studied the anomalies related to the gauge non-invariance of the Chern-Simons form. This Section is devoted to anomalies caused by the BRST non-invariance of the Cherr-Simons form (see, e.g., [29]). We follow the geometric treatment of the Faddeev-Popov ghost field as the local connection ( 0,1 )-form $c$ of a principal connection $\widehat{A}$ on the principal bundle (12.2.6) over $X \times \overline{\mathbf{A}}$.

Let $P \rightarrow X$ be an $S U(N)$-principal bundle over an oriented compact Riemannian manifold $X$ and $\overline{\mathbf{A}}$ the space of irreducible principal connections on $P \rightarrow X$. We
consider the $S U(N)$-principal bundle (12.2.6) over $X \times \overline{\mathbf{A}}$ and a connection $\widehat{A}=A+c$ on this principal bundle, where $A(x)$ is a local connection ( 1,0 )-form and $c$ is a local connection ( 0,1 )-form at a point ( $x, A$ ) (see Section 12.2). Let us assume that the terms $\widehat{F}_{1,1}$ and $\hat{F}_{0,2}$ of the strength $\hat{F}$ (12.2.11) of this connection vanish, i.e.,

$$
\begin{equation*}
\hat{F}=(d+\delta)(A+c)+(A+c)^{2}=F_{A} . \tag{13.3.1}
\end{equation*}
$$

Then we have the relations (12.2.20):

$$
\begin{equation*}
\delta A=-d_{A} c, \quad \delta c=-c^{2} . \tag{13.3.2}
\end{equation*}
$$

As was mentioned above, these relations can be treated as the geometric model of the BRST transformations of gauge theory. One can think of $\delta$ as being the BRST operator $\mathbf{s}(11.4 .2)$ with respect to the ghost field $c$, while the exterior differential $\hat{d}$ (12.2.10) is associated with the total BRST operator $\tilde{s}$ (11.4.4). The BRST operator $\delta$ acts on the exterior forms $\phi$ on $X \times \overline{\mathbf{A}}$, whose ( 0,1 )-form degree corresponds to the ghost number. However, the exterior product of these forms, in contrast with (11.4.3), obeys the rule

$$
\phi \wedge \phi^{\prime}=(-1)^{\left.(|\phi|+|\phi|) \mid\left(\phi^{\prime}|+| \phi^{\prime}\right]\right)} \phi^{\prime} \wedge \phi
$$

and $\delta$ is a derivation on $\phi$ similarly to the BRST operator (11.3.21), but not (11.3.19). In BRST theory, the equality (13.3.1), being derived from the relations (13.3.2), is called the Russian formula [211]. Substituting (13.3.1) in the Bianchi identity (12.2.22), we also obtain

$$
\begin{equation*}
\delta F_{A}=\left[F_{A}, c\right] . \tag{13.3.3}
\end{equation*}
$$

As in Section 13.1, let $\mathcal{P}_{m}$ be a gauge invariant polynomial of degree $m$ in the strength $\widehat{F}$. We have the corresponding local transgression formula (13.1.4), called the shifted transgression formula

$$
\begin{equation*}
\mathcal{P}_{m}(\hat{F})=\hat{d} Q_{2 m-1}\left(\hat{A}, \hat{F}_{A}\right) \tag{13.3.4}
\end{equation*}
$$

with

$$
\begin{align*}
& Q_{2 m-1}(\hat{A}, \hat{F})=m \int_{0}^{1} d t P\left(\widehat{A}, \hat{F}_{t}\right)  \tag{13.3.5}\\
& \hat{F}_{t}=t \hat{F}_{A}+\left(t^{2}-t\right) \hat{A}^{2}
\end{align*}
$$

Applying the Russian formula (13.3.1), one can equate the transgression formula (13.1.4) with the shifted one (13.3.4)

$$
\begin{equation*}
\widehat{d} Q_{2 m-1}\left(A+c, F_{A}\right)=d Q_{2 m-1}\left(A, F_{A}\right) \tag{13.3.6}
\end{equation*}
$$

(cf. (13.1.18)). Let us expand the Chern-Simons form $Q_{2 m-1}\left(A+c, F_{A}\right)$ in powers of the local connection form $c$ as

$$
\begin{align*}
& Q_{2 m-1}\left(A+c, F_{A}\right)=Q_{2 m-1}^{0}\left(c, A, F_{A}\right)+Q_{2 m-2}^{1}\left(c, A, F_{A}\right)+  \tag{13.3.7}\\
& \quad \cdots+Q_{0}^{2 m-1}(c),
\end{align*}
$$

where the upper index denotes the ( 1,0 )-form degree and the lower index the $(0,1)$ form degree. Substitution of (13.3.7) in (13.3.6) leads to the descent equations

$$
\begin{align*}
& \mathcal{P}_{m}\left(F_{A}\right)-d Q_{2 m-1}^{0}=0,  \tag{13.3.8a}\\
& \delta Q_{2 m-1-i}^{i}+d Q_{2 m-2-i}^{i+1}=0, \quad i=0, \ldots, 2 m-2,  \tag{13.3.8b}\\
& \delta Q_{0}^{2 m-1}=0 . \tag{13.3.8c}
\end{align*}
$$

The chain terms $Q_{2 m-1-i}^{i}$ in these descent equations are treated as BRST anomalies. We refer the reader to [29] for the list of these anomalies for $i=0, \ldots, 3$. Higher order chain terms $Q_{2 m-1-i}^{i}, i \geq 4$, have no definite physical interpretation.

Note that the descent equations (13.3.8b) - (13.3.8c) are similar both to the descent equations (11.4.6b) - (11.4.6c) written for an arbitrary local form in fieldantifield BRST formalism and to the descent equations (12.2.24b) - (12.2.24c) for the Chern form $\mathcal{P}_{2}(\widehat{F})=c_{2}(\hat{F})$ of an arbitrary principal connection $\widehat{A}$. In particular, it is readily observed that the anomalies $Q_{2 m-1-i}^{i}$ are locally BRST-closed forms, and their local BRST cohomology can be considered. At the same time, the descent equation (13.3.8a) differs from the descent equations (11.4.6a) and (12.2.24a) since, by virtue of the relation (13.3.6), $Q_{2 m-1}\left(A+c, F_{A}\right)$ is not a $\hat{d}$-closed form. It follows that the local BRST cohomology of the anomalies $Q_{2 m-1-i}^{i}$ fails to be connected with the BRST cohomology with respect to the total BRST operator $\hat{d}$ in general.

It should be emphasized that we have restricted our consideration above to the local transgression formula (13.3.4) valid for a trivial principal bundle $P \rightarrow X$. In the case of a non-trivial bundle $P \rightarrow X$, one can apply the transgression formula (13.1.1) and put $\delta A^{\prime}=0[29,211]$.

## Chapter 14

## Connections in non-commutative geometry

There is an extensive literature on non-commutative geometry and its physical applications (see $\{63,205,246\}$ and references therein). In non-commutative geometry, one replaces commutative algebras of smooth functions with associative algebras which are not assumed to be commutative. They are complex involutive algebras as a rule. This Chapter is devoted to the notion of a connection in non-commutative geometry. We follow the algebraic notion of connections in Chapter 8, generalized to modules over non-commutative rings [63, 90, 91]. The problem is that this generalization makes different definitions of algebraic connections non-equivalent.

Note that, in non-commutative geometry over quantum groups [94, 245, 246], connections on quantum principal bundles are defined in terms of pseudotensorial forms similar to connection forms on principal bundles and principal superconnections [93, 95].

### 14.1 Non-commutative algebraic calculus

In this Section, we recall a few basic facts on modules over associative algebras which are not necessarily commutative.

Let $\mathcal{A}$ be an associative unital algebra over a commutative ring $\mathcal{K}$, i.e., a $\mathcal{A}$ is a $\mathcal{K}$-ring. One considers right [left] $\mathcal{A}$-modules and $\mathcal{A}$-bimodules (or $\mathcal{A}-\mathcal{A}$-bimodules in the terminology of [204]). A bimodule $P$ over an algebra $\mathcal{A}$ is called a central

## bimodule if

$$
\begin{equation*}
p a=a p, \quad \forall p \in P, \quad \forall a \in \mathcal{Z}(\mathcal{A}), \tag{14.1.1}
\end{equation*}
$$

where $\mathcal{Z}(\mathcal{A})$ is the centre of the algebra $\mathcal{A}$. By a centre of a $\mathcal{A}$-bimodile $P$ is called a $\mathcal{K}$-submodule $\mathcal{Z}(P)$ of $P$ such that

$$
p a \stackrel{\text { def }}{=} a p, \quad \forall p \in \mathcal{Z}(P), \quad \forall a \in \mathcal{A} .
$$

Note that, if $\mathcal{A}$ is a commutative algebra, every right [left] module $P$ over $\mathcal{A}$ becomes canonically a central bimodule by putting

$$
p a=a p, \quad \forall p \in P, \quad \forall a \in \mathcal{A}
$$

At the same time, the bimodule Diff $s(P, Q)$ of $s$-order $Q$-valued differential operators on a module $P$ in Section 8.1 exemplifies a bimodule which is not central. If $\mathcal{A}$ is a non-commutative algebra, every right [left] $\mathcal{A}$-module $P$ is also a $\mathcal{Z}(\mathcal{A})-\mathcal{A}$ bimodule $[\mathcal{A}-\mathcal{Z}(\mathcal{A})$-bimodule] such that the equality (14.1.1) takes place, i.e., it is a central $\mathcal{Z}(\mathcal{A})$-bimodule. From now on, by a $\mathcal{Z}(\mathcal{A})$-bimodule is meant a central $\mathcal{Z}(\mathcal{A})$-bimodule. For the sake of brevity, we say that, given an associative algebra $\mathcal{A}$, right and left $\mathcal{A}$-modules, central $\mathcal{A}$-bimodules and $\mathcal{Z}(\mathcal{A})$-modules are $A$-modules of type $(1,0),(0,1),(1,1)$ and $(0,0)$, respectively, where $A_{0}=\mathcal{Z}(\mathcal{A})$ and $A_{1}=\mathcal{A}$. Using this notation, let us recall a few basic operations with modules.

- If $P$ and $P^{\prime}$ are $A$-modules of the same type $(i, j)$, so is its direct sum $P \oplus P^{\prime}$.
- Let $P$ and $P^{\prime}$ be $A$-modules of types ( $i, k$ ) and ( $k, j$ ), respectively. Their tensor product $P \otimes P^{\prime}$ (see [204]) defines an $A$-module of type ( $i, j$ ).
- Given an $A$-module $P$ of type $(i, j)$, let $P^{*}=\operatorname{Hom}_{A_{i}-A_{j}}(P, \mathcal{A})$ be its $\mathcal{A}$-dual. One can show that $P^{*}$ is the module of type $(i+1, j+1) \bmod 2$ [90]. In particular, $P$ and $P^{* *}$ are $A$-modules of the same type. There is the natural homomorphism $P \rightarrow P^{* *}$. For instance, if $P$ is a projective module of finite rank, so is its dual $P^{*}$ and $P \rightarrow P^{* *}$ is an isomorphism [204].

There are several equivalent definitions of a projective module. One says that a right [left] module $P$ is projective if $P$ is a direct summand of a right [left] free module, i.e., there exists a module $Q$ such that $P \oplus Q$ is a free module [204]. Accordingly, a module $P$ is projective if and only if $P=\mathbf{p} S$ where $S$ is a free
module and $\mathbf{p}$ is an idempotent, i.e., an endomorphism of $S$ such that $\mathbf{p}^{2}=\mathbf{p}$. We have mentioned projective $\mathbb{C}^{\infty}(X)$-modules of finite rank in connection with the Serre-Swan theorem (see Theorem 14.1.1 below). Recall that a module is said to be of finite rank or simply finite if it is a quotient of a finitely generated free module.

Non-commutative geometry deals with unital complex involutive algebras (i.e., unital *-algebras) as a rule. Let $\mathcal{A}$ be such an algebra (see [82]). It should be emphasized that one cannot use right or left $\mathcal{A}$-modules, but only modules of type $(1,1)$ and $(0,0)$ since the involution of $\mathcal{A}$ reverses the order of product in $\mathcal{A}$. A central $\mathcal{A}$-bimodule $P$ over $\mathcal{A}$ is said to be a $*$-module over a $*$-algebra $\mathcal{A}$ if it is equipped with an antilinear involution $p \mapsto p^{*}$ such that

$$
(a p b)^{*}=b^{*} p^{*} a^{*}, \quad \forall a, b \in \mathcal{A}, \quad p \in P
$$

A *-module is said to be a finite projective module if it is a finite projective right [left] module.

Non-commutative geometry is developed in main as a generalization of the calculus in commutative rings of smooth functions.

Let $X$ be a locally compact topological space and $\mathcal{A}$ a $*$-algebra $\mathbb{C}_{0}^{0}(X)$ of complex continuous functions on $X$ which vanish at infinity of $X$. Provided with the norm

$$
\|f\|=\sup _{x \in X}|f|, \quad f \in \mathcal{A}
$$

(cf. (10.5.1)), this algebra is a $C^{*}$-algebra [82]. Its spectrum $\hat{\mathcal{A}}$ is homeomorphic to $X$. Conversely, any commutative $C^{*}$-algebra $\mathcal{A}$ has a locally compact spectrum $\hat{\mathcal{A}}$ and, in accordance with the well-known Gelfand-Naümark theorem, it is isomorphic to the algebra $\mathbb{C}_{0}^{0}(\hat{\mathcal{A}})$ of complex continuous functions on $\widehat{\mathcal{A}}$ which vanish at infinity of $\hat{\mathcal{A}}$ [82]. If $\mathcal{A}$ is a unital commutative $C^{*}$-algebra, its spectrum $\hat{\mathcal{A}}$ is compact. Let now $X$ be a compact manifold. The *-algebra $\mathbb{C}^{\infty}(X)$ of smooth complex functions on $X$ is a dense subalgebra of the unital $C^{\bullet}$-algebra $\mathbb{C}^{0}(X)$ of continuous functions on $X$. This is not a $C^{*}$-algebra, but it is a Fréchet algebra in its natural locally convex topology of compact convergence for all derivatives (see Remark 8.1.7). In noncommutative geometry, one does not use the theory of locally convex algebras (see [221]), but considers dense unital subalgebras of $C^{*}$-algebras in a purely algebraic fashion.

The algebra $C^{\infty}(X)$ of smooth real functions on $X$ is a real subalgebra of $\mathbb{C}^{\infty}(X)$ which consists of all Hermitian elements of $\mathbb{C}^{\infty}(X)$. It characterizes the manifold $X$ in accordance with Remark 8.1 .8 (see also [300]). In non-commutative geometry, one
replaces the algebra of real functions with a Jordan algebra of Hermitian elements of a unital $*$-algebra $\mathcal{A}$.

Turn now to $*$-modules. Let $E \rightarrow X$ be a smooth $m$-dimensional complex vector bundle over a compact manifold $X$. The module $E(X)$ of its global sections is a *-module over the ring $\mathbb{C}^{\infty}(X)$ of smooth complex functions on $X$. It is a projective module of finite rank. Indeed, let $\left(\phi_{1}, \ldots, \phi_{q}\right)$ be a smooth partition of unity such that $E$ is trivial over the sets $U_{\zeta} \supset \operatorname{supp} \phi_{\zeta}$, together with the transition functions $\rho_{\varsigma \xi}$. Then $p_{\zeta \xi}=\phi_{\varsigma} \rho_{\varsigma \xi} \phi_{\xi}$ are smooth $(m \times m)$-matrix-valued functions on $X$. They satisfy

$$
\begin{equation*}
\sum_{\kappa} p_{\zeta \kappa} p_{\kappa \xi}=p_{\zeta \xi} \tag{14.1.2}
\end{equation*}
$$

and so assemble into a ( $m q \times m q$ )-matrix $\mathbf{p}$ whose entries are smooth complex functions on $X$. Because of (14.1.2), we obtain $\mathbf{p}^{2}=\mathbf{p}$. Then any section $s$ of $E \rightarrow X$ is represented by a column $\left(\phi_{\zeta} s^{i}\right)$ of smooth complex functions on $X$ such that $\mathrm{p} s=s$. It follows that $s \in \mathbf{p} \mathbb{C}(X)^{m q}$, i.e., $E(X)$ is a projective module. The above mentioned Serre-Swan theorem $[287,300]$ provides a converse assertion.

Theorem 14.1.1. Let $P$ be a finite projective *-module over $\mathbb{C}^{\infty}(X)$. There exists a complex smooth vector bundle $E$ over $X$ such that $P$ is isomorphic to the module $E(X)$ of global sections of $E$. $\square$

In non-commutative geometry, one therefore thinks of a finite projective *module over a dense unital *-subalgebra of a $C^{*}$-algebra as being a non-commutative vector bundle.

A *-module $P$ may be provided with a Hermitiam structure. A right Hermitian form on $P$ is a sesquilinear map (.|.) : $P \times P \rightarrow \mathcal{A}$ such that [90]:
(i) $\left(p a \mid p^{\prime} b\right)=a^{*}\left(p \mid p^{\prime}\right) b$ for $a, b \in \mathcal{A}, p, p^{\prime} \in P$;
(ii) $\left(p \mid p^{\prime}\right)=\left(p^{\prime} \mid p\right)^{*}$;
(iii) $\left(a p \mid p^{\prime}\right)=\left(p \mid a^{*} p^{\prime}\right)$ for $a \in \mathcal{A}, p, p^{\prime} \in P$;
(iv) $(p \mid p), \forall p \in P$, is a positive element of $\mathcal{A}$ (i.e., $(p \mid p)=q q^{*}$ for some element $q$ of $\mathcal{A}$ );
(v) $(p \mid p)=0$ forces $p=0$.

This definition of a right Hermitian form, excluding the condition (iii), coincides with the notion of a Hermitian form on a right $\mathcal{A}$-module over a *-algebra $\mathcal{A}$ [300].

### 14.2 Non-commutative differential calculus

One believes that a non-commutative generalization of differential geometry should be given by a $\mathbb{Z}$-graded differential algebra which replaces the exterior algebra of differential forms [210]. This viewpoint is more general than that implicit above where a non-commutative ring replaces a ring of smooth functions. Throughout this Chapter, by a gradation is meant a $\mathbb{Z}$-gradation.

Recall that a graded algebra $\Omega^{*}$ over a commutative ring $\mathcal{K}$ is defined as a direct sum

$$
\Omega^{*}=\underset{k=0}{\oplus} \Omega^{k}
$$

of $\mathcal{K}$-modules $\Omega^{k}$, provided with the associative multiplication law such that $\alpha \cdot \beta \in$ $\Omega^{|\alpha|+|\beta|}$, where $|\alpha|$ denotes the degree of an element $\alpha \in \Omega^{|\alpha|}$. In particular, $\Omega^{0}$ is a unital $\mathcal{K}$-algebra $\mathcal{A}$, while $\Omega^{k>0}$ are $\mathcal{A}$-bimodules. A graded algebra $\Omega^{*}$ is called a graded differential algebra if it is a cochain complex of $\mathcal{K}$-modules

$$
0 \longrightarrow \mathcal{A} \xrightarrow{\delta} \Omega^{1} \xrightarrow{\delta} \ldots
$$

with respect to a coboundary operator $\delta$ such that

$$
\delta(\alpha \cdot \beta)=\delta \alpha \cdot \beta+(-1)^{|\alpha|} \alpha \cdot \delta \beta .
$$

A graded differential algebra $\left(\Omega^{*}, \delta\right)$ with $\Omega^{0}=\mathcal{A}$ is called the differential calculus over $\mathcal{A}$. If $\mathcal{A}$ is a $*$-algebra, we have additional conditions

$$
\begin{aligned}
& (\alpha \cdot \beta)^{*}=(-1)^{|\alpha||\beta|} \beta^{*} \alpha^{*}, \\
& (\delta \alpha)^{*}=\delta\left(\alpha^{*}\right) .
\end{aligned}
$$

Remark 14.2.1. The De Rham complex (8.1.42) exemplifies a differential calculus over a commutative ring. To generalize it to a non-commutative ring $\mathcal{A}$, the coboundary operator $\delta$ should have the additional properties:

- $\Omega^{k>0}$ are central $\mathcal{A}$-bimodules,
- elements $\delta a_{1} \cdots \delta a_{k}, a_{i} \in \mathcal{Z}(\mathcal{A})$, belong to the centre $\mathcal{Z}\left(\Omega^{k}\right)$ of the module $\Omega^{k}$. Then, if $\mathcal{A}$ is a commutative ring, the commutativity condition (8.1.27) holds.

Let $\Omega^{*} \mathcal{A}$ be the smallest differential subalgebra of the algebra $\Omega^{*}$ which contains $\mathcal{A}$. As an $\mathcal{A}$-algebra, it is generated by the elements $\delta a, a \in \mathcal{A}$, and consists of finite linear combinations of monomials of the form

$$
\begin{equation*}
\alpha=a_{0} \delta a_{1} \cdots \delta a_{k}, \quad a_{i} \in \mathcal{A} \tag{14.2.1}
\end{equation*}
$$

The product of monomials (14.2.1) is defined by the rule

$$
\left(a_{0} \delta a_{1}\right) \cdot\left(b_{0} \delta b_{1}\right)=a_{0} \delta\left(a_{1} b_{0}\right) \cdot \delta b_{1}-a_{0} a_{1} \delta b_{0} \cdot \delta b_{1}
$$

In particular, $\Omega^{1} \mathcal{A}$ is a $\mathcal{A}$-bimodule generated by elements $\delta a, a \in A$. Because of

$$
(\delta a) b=\delta(a b)-a \delta b
$$

the bimodule $\Omega^{1} \mathcal{A}$ can also be seen as a left [right] $\mathcal{A}$-module generated by the elements $\delta a, a \in \mathcal{A}$. Note that $\delta(\mathbf{1})=0$. Accordingly,

$$
\Omega^{k} \mathcal{A}=\underbrace{\Omega^{1} \mathcal{A} \cdots \Omega^{1} \mathcal{A}}_{k}
$$

are $\mathcal{A}$-bimodules and, simultaneously, left [right] $\mathcal{A}$-modules generated by monomials (14.2.1).

The differential subalgebra $\left(\Omega^{*} \mathcal{A}, \delta\right)$ is a differential calculus over $\mathcal{A}$. It is called the universal differential calculus because of the following property [62, 169, 192]. Let $\left(\Omega^{\prime *}, \delta^{\prime}\right)$ be another differential calculus over a unital $\mathcal{K}$-algebra $\mathcal{A}^{\prime}$, and let $\rho: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ be an algebra morphism. There exists a unique extension of this morphism to a morphism of graded differential algebras

$$
\rho^{k}: \Omega^{k} \mathcal{A} \rightarrow \Omega^{\prime k}
$$

such that $\rho^{k+1} \circ \delta=\delta^{\prime} \circ \rho^{k}$.
Our interest to differential calculi over an algebra $\mathcal{A}$ is caused by the fact that, in commutative geometry, Definition 8.2 .2 of an algebraic connection on an $\mathcal{A}$-module requires the module $\mathfrak{D}^{1}(8.1 .22)$. If $\mathcal{A}=C^{\infty}(X)$, this module is the module of 1forms on $X$. To introduce connections in non-commutative geometry, one therefore should construct the non-commutative version of the module $\mathfrak{D}^{1}$. We may follow the construction of $\mathfrak{D}^{1}$ in Section 8.1 , but not take the quotient by $\bmod \mu^{2}$ that implies the commutativity condition (8.1.27).

Given a unital $\mathcal{K}$-algebra $\mathcal{A}$, let us consider the tensor product $\mathcal{A} \underset{\mathcal{K}}{\otimes} \mathcal{A}$ of $\mathcal{K}$ modules and the $\mathcal{K}$-module morphism

$$
\mu^{1}: \mathcal{A} \otimes \underset{\kappa}{\otimes} \mathcal{A} \ni a \otimes b \mapsto a b \in \mathcal{A} .
$$

Following (8.1.22), we define the $\mathcal{K}$-module

$$
\begin{equation*}
\overline{\mathfrak{O}}^{1}[\mathcal{A}]=\operatorname{Ker} \mu^{1} \tag{14.2.2}
\end{equation*}
$$

There is the $\mathcal{K}$-module morphism

$$
\begin{equation*}
d: \mathcal{A} \ni a \mapsto(1 \otimes a-a \otimes 1) \in \overline{\mathfrak{D}}^{1}[\mathcal{A}] \tag{14.2.3}
\end{equation*}
$$

(cf. (8.1.26)). Moreover, $\bar{D}^{1}[\mathcal{A}]$ is a $\mathcal{A}$-bimodule generated by the elements $d a$, $a \in A$, with the multiplication law

$$
b(d a) c=b \otimes a c-b a \otimes c, \quad a, b, c \in \mathcal{A}
$$

The morphism $d$ (14.2.3) possesses the property

$$
\begin{equation*}
d(a b)=(1 \otimes a b-a b \otimes 1+a \otimes b-a \otimes b)=(d a) b+a d b \tag{14.2.4}
\end{equation*}
$$

(cf. (8.1.28)), i.e., $d$ is a $\overline{\mathfrak{D}}^{1}[\mathcal{A}]$-valued derivation of $\mathcal{A}$. Due to this property, $\overline{\mathfrak{D}}^{1}[\mathcal{A}]$ can be seen as a left $\mathcal{A}$-module generated by the elements $d a, a \in \mathcal{A}$. At the same time, if $\mathcal{A}$ is a commutative ring, the $\mathcal{A}$-bimodule $\overline{\mathfrak{D}}^{1}[\mathcal{A}]$ does not coincide with the bimodule $\mathfrak{V}^{1}$ (8.1.22) because $\overline{\mathfrak{D}}^{1}[\mathcal{A}]$ is not a central bimodule (see Remark 14.2.1).

To overcome this difficulty, let us consider the $\mathcal{Z}(\mathcal{A})$ of derivations of the algebra A. They obey the rule

$$
\begin{equation*}
u(a b)=u(a) b+a u(b), \quad \forall a, b \in \mathcal{A} . \tag{14.2.5}
\end{equation*}
$$

It should be emphasized that the derivation rule (14.2.5) differs from that (9.2.9) of a graded algebra and from the derivation rule

$$
u(a b)=u(a) b+u(b) a
$$

for a general algebra [193]. By virtue of (14.2.5), derivations of an algebra $\mathcal{A}$ constitute a $\mathcal{Z}(\mathcal{A})$-bimodule, but not a left $\mathcal{A}$-module.

The $\mathcal{Z}(\mathcal{A})$-bimodule $\mathfrak{O} \mathcal{A}$ is also a Lie algebra over the commutative ring $\mathcal{K}$ with respect to the Lie bracket

$$
\begin{equation*}
\left[u, u^{\prime}\right]=u \circ u^{\prime}-u^{\prime} \circ u . \tag{14.2.6}
\end{equation*}
$$

The centre $\mathcal{Z}(\mathcal{A})$ is stable under $\mathfrak{d} \mathcal{A}$, i.e.,

$$
u(a) b=b u(a), \quad \forall a \in \mathcal{Z}(\mathcal{A}), \quad b \in \mathcal{A}, \quad u \in \mathfrak{d} \mathcal{A}
$$

and one has

$$
\begin{equation*}
\left[u, a u^{\prime}\right]=u(a) u^{\prime}+a\left[u, u^{\prime}\right], \quad \forall a \in \mathcal{Z}(\mathcal{A}), \quad u, u^{\prime} \in \mathfrak{d} \mathcal{A} \tag{14.2.7}
\end{equation*}
$$

If $\mathcal{A}$ is a unital *-algebra, the module $\mathfrak{d} \mathcal{A}$ of derivations of $\mathcal{A}$ is provided with the involution $u \mapsto u^{*}$ defined by

$$
u^{*}(a)=\left(u\left(a^{*}\right)\right)^{*}
$$

Then the Lie bracket (14.2.6) satisfies the reality condition $\left[u, u^{\prime}\right]^{*}=\left[u^{*}, u^{*}\right]$.
Let us consider the Chevalley-Eilenberg cohomology (see [299]) of the Lie algebra $\mathcal{d} \mathcal{A}$ with respect to its natural representation in $\mathcal{A}$. The corresponding $k$-cochain space $\underline{\mathfrak{O}}^{k}[\mathcal{A}], k=1, \ldots$, is the $\mathcal{A}$-bimodule of $\mathcal{Z}(\mathcal{A})$-multilinear antisymmetric mappings of $\mathfrak{d} \mathcal{A}^{k}$ to $\mathcal{A}$. In particular, $\underline{\mathfrak{Q}}^{1}[\mathcal{A}]$ is the $\mathcal{A}$-dual

$$
\begin{equation*}
\underline{\underline{Q}}^{1}[\mathcal{A}]=\mathfrak{d} \mathcal{A}^{*} \tag{14.2.8}
\end{equation*}
$$

of the derivation module $\mathfrak{O} \mathcal{A}$ (cf. (8.2.15)). Put $\underline{\mathfrak{O}}^{0}[\mathcal{A}]=\mathcal{A}$. The ChevalleyEilenberg coboundary operator

$$
d: \underline{\mathfrak{Q}}^{k}[\mathcal{A}] \rightarrow \underline{\mathfrak{Q}}^{k+1}[\mathcal{A}]
$$

is given by

$$
\begin{align*}
& (d \phi)\left(u_{0}, \ldots, u_{k}\right)=\frac{1}{k+1} \sum_{i=0}^{k}(-1)^{i} u_{i}\left(\phi\left(u_{0}, \ldots, \widehat{u_{i}}, \ldots, u_{k}\right)\right)+  \tag{14.2.9}\\
& \frac{1}{k+1} \sum_{0 \leq r<s \leq k}(-1)^{r+s} \phi\left(\left[u_{r}, u_{s}\right], u_{0}, \ldots, \widehat{u_{r}}, \ldots, \widehat{u_{s}}, \ldots, u_{k}\right)
\end{align*}
$$

where $\widehat{u_{i}}$ means omission of $u_{i}$. For instance,

$$
\begin{align*}
& (d a)(u)=u(a), \quad a \in \mathcal{A}  \tag{14.2.10}\\
& (d \phi)\left(u_{0}, u_{1}\right)=\frac{1}{2}\left(u_{0}\left(\phi\left(u_{1}\right)\right)-u_{1}\left(\phi\left(u_{0}\right)\right)-\phi\left(\left[u_{0}, u_{1}\right]\right)\right), \quad \phi \in \mathfrak{V}^{1}[\mathcal{A}] \tag{14.2.11}
\end{align*}
$$

It is readily observed that $d^{2}=0$, and we have the Chevalley-Eilenberg cochain complex of $\mathcal{K}$-modules

$$
\begin{equation*}
0 \longrightarrow \mathcal{A} \xrightarrow{d} \underline{\underline{Q}}^{k}[\mathcal{A}] \xrightarrow{d} \cdots \tag{14.2.12}
\end{equation*}
$$

Furthermore, the $\mathbb{Z}$-graded space

$$
\begin{equation*}
\underline{\mathfrak{Q}}^{*}[\mathcal{A}]={\underset{k}{k}=0}_{\oplus}^{\underline{D}^{k}}[\mathcal{A}] \tag{14.2.13}
\end{equation*}
$$

is provided with the structure of a graded algebra with respect to the multiplication $\wedge$ combining the product of $\mathcal{A}$ with antisymmetrization in the arguments. Notice that, if $\mathcal{A}$ is not commutative, there is nothing like graded commutativity of forms, i.e.,

$$
\phi \wedge \phi^{\prime} \neq(-1)^{|\phi|\left|\phi^{\prime}\right|} \phi^{\prime} \wedge \phi
$$

in general. If $\mathcal{A}$ is a $*$-algebra, $\underline{\mathcal{D}}^{*}[\mathcal{A}]$ is also equipped with the involution

$$
\phi^{*}\left(u_{1}, \ldots, u_{k}\right) \stackrel{\text { def }}{=}\left(\phi\left(u_{1}^{*}, \ldots, u_{k}^{*}\right)\right)^{*} .
$$

Thus, $\left(\underline{\Upsilon}^{*}[\mathcal{A}], d\right)$ is a differential calculus over $\mathcal{A}$, called the Chevalley-Eilenberg differential calculus.

It is easy to see that, if $\mathcal{A}=\mathbb{C}^{\infty}(X)$ is the commutative ring of smooth complex functions on a compact manifold $X$, the graded algebra $\underline{Q}^{*}\left[\mathbb{C}^{\infty}(X)\right]$ is exactly the complexified exterior algebra $\mathbb{C} \otimes \mathfrak{D}^{*}(X)$ of exterior forms on $X$. In this case, the coboundary operator (14.2.9) coincides with the exterior differential, and (14.2.12) is the De Rham complex of complex exterior forms on a manifold $X$. In particular, the operations

$$
\begin{aligned}
& (u\rfloor \phi)\left(u_{1}, \ldots, u_{k-1}\right)=k \phi\left(u, u_{1}, \ldots, u_{k-1}\right), \quad u \in \mathfrak{d} \mathcal{A}, \\
& \left.\left.\mathbf{L}_{u}(\phi)=d(u\rfloor \phi\right)+u\right\rfloor f(\phi),
\end{aligned}
$$

are the non-commutative generalizations of the contraction and the Lie derivative of differential forms. These facts motivate one to think of elements of $\mathfrak{D}^{1}[\mathcal{A}]$ as being a non-commutative generalization of differential 1 -forms, though this generalization by no means is unique.

Let $\mathfrak{D}^{\bullet}[\mathcal{A}]$ be the smallest differential subalgebra of the algebra $\underline{Q}^{*}[\mathcal{A}]$ which contains $\mathcal{A}$. It is generated by the elements $d a, a \in \mathcal{A}$, and consists of finite linear combinations of monomials of the form

$$
\phi=a_{0} d a_{1} \wedge \cdots \wedge d a_{k}, \quad a_{i} \in \mathcal{A}
$$

(cf. (14.2.1)). In particular, $\mathfrak{D}^{1}[\mathcal{A}]$ is a $\mathcal{A}$-bimodule (14.2.2) generated by $d a, a \in \mathcal{A}$. Since the centre $\mathcal{Z}(\mathcal{A})$ of $\mathcal{A}$ is stable under derivations of $\mathcal{A}$, we have

$$
\begin{aligned}
& b d a=(d a) b, \quad a d b=(d b) a, \quad a \in \mathcal{A}, \quad b \in \mathcal{Z}(\mathcal{A}), \\
& d a \wedge d b=-d b \wedge d a, \quad \forall a \in \mathcal{Z}(\mathcal{A}) .
\end{aligned}
$$

Hence, $\mathfrak{D}^{1}[\mathcal{A}]$ is a central bimodule in contrast with the bimodule $\overline{\mathfrak{D}}^{1}[\mathcal{A}]$ (14.2.2). By virtue of the relation (14.2.10), we have the isomorphism

$$
\begin{equation*}
\mathfrak{d} \mathcal{A}=\mathfrak{D}^{1}[\mathcal{A}]^{*} \tag{14.2.14}
\end{equation*}
$$

of the $\mathcal{Z}(\mathcal{A})$-module $\mathcal{O} \mathcal{A}$ of derivations of $\mathcal{A}$ to the $\mathcal{A}$-dual of the module $\mathfrak{D}^{1}[\mathcal{A}]$ (cf. (8.1.38)). Combining the duality relations (14.2.8) and (14.2.14) gives the relation

$$
\mathfrak{Q}^{1}[\mathcal{A}]=\mathfrak{D}^{1}[\mathcal{A}]^{* *}
$$

The differential subalgebra $\left(\mathcal{O}^{*}[\mathcal{A}], d\right)$ is a universal differential calculus over $\mathcal{A}$. If $\mathcal{A}$ is a commutative ring, then $\mathfrak{D}^{*}[\mathcal{A}]$ is the De Rham complex (8.1.42).

### 14.3 Universal connections

Let $\left(\Omega^{*}, \delta\right)$ be a differential calculus over a unital $\mathcal{K}$-algebra $\mathcal{A}$ and $P$ a left [right] $\mathcal{A}$ module. Similarly to Definition 8.2 .2, one can construct the tensor product $\Omega^{1} \otimes P$ $\left[P \otimes \Omega^{1}\right]$ and define a connection on $P$ as follows [192,300].

DEFINITION 14.3.1. A non-commutative connection on a left $\mathcal{A}$-bimodule $P$ with respect to the differential calculus $\left(\Omega^{*}, \delta\right)$ is a $\mathcal{K}$-module morphism

$$
\begin{equation*}
\nabla: P \rightarrow \Omega^{1} \otimes P \tag{14.3.1}
\end{equation*}
$$

which obeys the Leibniz rule

$$
\nabla(a p)=\delta a \otimes p+a \nabla(p)
$$

If $\Omega^{*}=\Omega^{*} \mathcal{A}$ is a universal differential calculus, the connection (14.3.1) is called a universal connection [192, 300].

The curvature of the non-commutative connection (14.3.1) is defined as the $\mathcal{A}$ module morphism

$$
\nabla^{2}: P \rightarrow \mathfrak{D}^{2}[\mathcal{A}] \otimes P
$$

(cf. (8.2.14)) [192]. Note also that the morphism (14.3.1) has a natural extension

$$
\begin{aligned}
& \nabla: \Omega^{k} \otimes P \rightarrow \Omega^{k+1} \otimes P \\
& \nabla(\alpha \otimes p)=\delta \alpha \otimes p+(-1)^{|\alpha|} \alpha \otimes \nabla(p), \quad \alpha \in \Omega^{*}
\end{aligned}
$$

[91, 192].
Similarly, a non-commutative connection on a right $\mathcal{A}$-module is defined. However, a connection on a left [right] module does not necessarily exist. We will refer to the following theorem (see Section 14.6).

Theorem 14.3.2. A left [right] universal connection on a left [right] module $P$ of finite rank exists if and only if $P$ is projective [72, 192].

The problem arises when $P$ is a $\mathcal{A}$-bimodule. If $\mathcal{A}$ is a commutative ring, left and right module structures of an $\mathcal{A}$-bimodule are equivalent, and one deals with either a left or right non-commutative connection on $P$ (see Definition 8.2.2). If $P$ is a $\mathcal{A}$-bimodule over a non-commutative ring, left and right connections $\nabla^{L}$ and $\nabla^{R}$ on $P$ should be considered simultaneously. However, the pair ( $\nabla^{L}, \nabla^{R}$ ) by no means is a bimodule connection since $\nabla^{L}(P) \in \Omega^{1} \otimes P$, whereas $\nabla^{R}(P) \in P \otimes \Omega^{1}$. As a palliative, one assumes that there exists a bimodule isomorphism

$$
\begin{equation*}
\varrho: \Omega^{1} \otimes P \rightarrow P \otimes \Omega^{1} . \tag{14.3.2}
\end{equation*}
$$

Then a pair $\left(\nabla^{L}, \nabla^{R}\right)$ of right and left non-commutative connections on $P$ is called a $\varrho$-compatible if

$$
\varrho \circ \nabla^{L}=\nabla^{R}
$$

[91, 192, 227] (see also [75] for a weaker condition). Nevertheless, this is not a true bimodule connection (see the condition (14.3.6) below).

Remark 14.3.1. If $\mathcal{A}$ is a commutative ring, the isomorphism $\varrho$ (14.1.1) is naturally the permutation

$$
\varrho: \alpha \otimes p \mapsto p \otimes \alpha, \quad \forall \alpha \in \Omega^{1}, \quad p \in P .
$$

The above mentioned problem of a bimodule connection is not simplified radically even if $P=\Omega^{1}$, together with the natural permutations

$$
\phi \otimes \phi^{\prime} \mapsto \phi^{\prime} \otimes \phi, \quad \phi, \phi^{\prime} \in \Omega^{1}
$$

[ 90,227$]$.

Let now ( $\mathfrak{V}^{\bullet}[\mathcal{A}], d$ ) be the universal differential calculus over a non-commutative $\mathcal{K}$-ring $\mathcal{A}$. Let

$$
\begin{align*}
& \nabla^{L}: P \rightarrow \mathfrak{V}^{1}[\mathcal{A}] \otimes P,  \tag{14.3.3}\\
& \nabla^{L}(a p)=d a \otimes p+a \nabla^{L}(p) .
\end{align*}
$$

be a left universal connection on a left $\mathcal{A}$-module $P$ (cf. Definition 8.2.2). Due to the duality relation (14.2.14), there is the $\mathcal{K}$-module endomorphism

$$
\begin{equation*}
\left.\nabla_{u}^{L}: P \ni p \rightarrow u\right\rfloor \nabla^{L}(p) \in P \tag{14.3.4}
\end{equation*}
$$

of $P$ for any derivation $u \in \mathcal{O} \mathcal{A}$. If $\nabla^{R}$ is a right universal connection on a right $\mathcal{A}$-module $P$, the similar endomorphism

$$
\begin{equation*}
\nabla_{u}^{R}: P \ni p \rightarrow \nabla^{L}(p)\lfloor u \in P \tag{14.3.5}
\end{equation*}
$$

takes place for any derivation $u \in \mathcal{O} \mathcal{A}$. Let $\left(\nabla^{L}, \nabla^{R}\right)$ be a $\varrho$-compatible pair of left and right universal connections on an $\mathcal{A}$-bimodule $P$. It seems natural to say that this pair is a bimodule universal connection on $P$ if

$$
\begin{equation*}
u\rfloor \nabla^{L}(p)=\nabla^{R}(p)\lfloor u \tag{14.3.6}
\end{equation*}
$$

for all $p \in P$ and $u \in \mathcal{O A}$. Nevertheless, motivated by the endomorphisms (14.3.4) - (14.3.5), one can suggest another definition of connections on a bimodule, similar to Definition 8.2.6.

### 14.4 The Dubois-Violette connection

Let $\mathcal{A}$ be $\mathcal{K}$-ring and $P$ an $A$-module of type $(i, j)$ in accordance with the notation in Section 14.1.

Definition 14.4.1. By analogy with Definition 8.2.6, a Dubois-Violette connection on an $A$-module $P$ of type $(i, j)$ is a $\mathcal{Z}(\mathcal{A})$-bimodule morphism

$$
\begin{equation*}
\nabla: \mathfrak{d} \mathcal{A} \ni u \mapsto \nabla_{u} \in \operatorname{Hom}_{\mathcal{K}}(P, P) \tag{14.4.1}
\end{equation*}
$$

of $\mathcal{O} \mathcal{A}$ to the $\mathcal{Z}(\mathcal{A})$-bimodule of endomorphisms of the $\mathcal{K}$-module $P$ which obey the Leibniz rule

$$
\nabla_{u}\left(a_{i} p a_{j}\right)=u\left(a_{i}\right) p a_{j}+a_{i} \nabla_{u}(p) a_{j}+a_{i} p u\left(a_{j}\right), \quad \forall p \in P, \quad \forall a_{k} \in A_{k}, \text { (14.4.2) }
$$

[90, 227].
By virtue of the duality relation (14.2.14) and the expressions (14.3.4) - (14.3.5), every left [right] universal connection yields a connection (14.4.1) on a left [right] $\mathcal{A}$-module $P$. From now on, by a connection in non-commutative geometry is meant a Dubois-Violette connection in accordance with Definition (14.4.1).

A glance at the expression (14.4.2) shows that, if connections on an $A$-module $P$ of type $(i, j)$ exist, they constitute an affine space modelled over the linear space of $\mathcal{Z}(\mathcal{A})$-bimodule morphisms

$$
\sigma: \mathfrak{d} \mathcal{A} \ni u \mapsto \sigma_{u} \in \operatorname{Hom}_{A_{i}-A_{j}}(P, P)
$$

of $\mathfrak{d} \mathcal{A}$ to the $\mathcal{Z}(\mathcal{A})$-bimodule of endomorphisms

$$
\sigma_{u}\left(a_{i} p a_{j}\right)=a_{i} \sigma(p) a_{j}, \quad \forall p \in P, \quad \forall a_{k} \in A_{k}
$$

of the $A$-module $P$.
Example 14.4.1. If $P=\mathcal{A}$, the morphisms

$$
\begin{equation*}
\nabla_{u}(a)=u(a), \quad \forall u \in \mathfrak{d} \mathcal{A}, \quad \forall a \in \mathcal{A} \tag{14.4.3}
\end{equation*}
$$

define a canonical connection on $\mathcal{A}$ in accordance with Definition 14.4.1. Then the Leibniz rule (14.4.2) shows that any connection on a central $\mathcal{A}$-bimodule $P$ is also a connection on $P$ seen as a $\mathcal{Z}(\mathcal{A})$-bimodule.

Example 14.4.2. If $P$ is a $\mathcal{A}$-bimodule and $\mathcal{A}$ has only inner derivations

$$
\operatorname{ad} b(a)=b a-a b
$$

the morphisms

$$
\begin{equation*}
\nabla_{\mathrm{adb}}(p)=b p-p b, \quad \forall b \in \mathcal{A}, \quad \forall p \in P \tag{14.4.4}
\end{equation*}
$$

define a canonical connection on $P$.
By the curvature $R$ of a connection $\nabla$ (14.4.1) on an $A$-module $P$ is meant the $\mathcal{Z}(\mathcal{A})$-module morphism

$$
\begin{align*}
& R: \mathfrak{O} \mathcal{A} \times \mathcal{O} \mathcal{A} \ni\left(u, u^{\prime}\right) \rightarrow R_{u, u^{\prime}} \in \operatorname{Hom}_{A_{i}-A_{j}}(P, P)  \tag{14.4.5}\\
& R_{u, u^{\prime}}(p)=\nabla_{u}\left(\nabla_{u^{\prime}}(p)\right)-\nabla_{u^{\prime}}\left(\nabla_{u}(p)\right)-\nabla_{\left[u, u^{\prime}\right]}(p), \quad p \in P
\end{align*}
$$

(cf. (8.2.19)) [90]. We have

$$
\begin{aligned}
& R_{a u, a^{\prime} u^{\prime}}=a a^{\prime} R_{u, u^{\prime}}, \quad a, a^{\prime} \in \mathcal{Z}(\mathcal{A}), \\
& R_{u, u^{\prime}}\left(a_{i} p b_{j}\right)=a_{i} R_{u, u^{\prime}}(p) b_{j}, \quad a_{i} \in A_{j}, \quad b_{j} \in A_{j} .
\end{aligned}
$$

For instance, the curvature of the connections (14.4.3) and (14.4.4) vanishes.
Let us provide some standard operations with the connections (14.4.1).
(i) Given two modules $P$ and $P^{\prime}$ of the same type ( $i, j$ ) and connections $\nabla$ and $\nabla^{\prime}$ on them, there is an obvious connection $\nabla \oplus \nabla^{\prime}$ on $P \oplus P^{\prime}$.
(ii) Let $P$ be a module of type $(i, j)$ and $P^{*}$ its $\mathcal{A}$-dual. For any connection $\nabla$ on $P$, there is a unique dual connection $\nabla^{\prime}$ on $P^{*}$ such that

$$
u\left(\left\langle p, p^{\prime}\right\rangle\right)=\left\langle\nabla_{u}(p), p^{\prime}\right\rangle+\left\langle p, \nabla^{\prime}\left(p^{\prime}\right)\right\rangle, \quad p \in P, \quad p^{\prime} \in P^{\cdot}, \quad u \in \mathfrak{d} \mathcal{A} .
$$

(iii) Let $P_{1}$ and $P_{2}$ be $A$-modules of types $(i, k)$ and $(k, j)$, respectively, and let $\nabla^{1}$ and $\nabla^{2}$ be connections on these modules. For any $u \in \mathfrak{d} \mathcal{A}$, let us consider the endomorphism

$$
\begin{equation*}
\left(\nabla^{1} \otimes \nabla^{2}\right)_{u}=\nabla_{u}^{1} \otimes \operatorname{Id} P_{1}+\operatorname{Id} P_{2} \otimes \nabla_{u}^{2} \tag{14.4.6}
\end{equation*}
$$

of the tensor product $P_{1} \otimes P_{2}$ of $\mathcal{K}$-modules $P_{1}$ and $P_{2}$. This endomorphism preserves the subset of $P_{1} \otimes P_{2}$ generated by elements

$$
p_{1} a \otimes p_{2}-p_{1} \otimes a p_{2},
$$

with $p_{1} \in P_{1}, p_{2} \in P_{2}$ and $a \in A_{k}$. Due to this fact, the endomorphisms (14.4.6) define a connection on the tensor product $P_{1} \otimes P_{2}$ of modules $P_{1}$ and $P_{2}$.
(iv) If $\mathcal{A}$ is a unital *-algebra, we have only modules of type ( 1,1 ) and ( 0,0 ), i.e., $*$-modules and $\mathcal{Z}(\mathcal{A})$-bimodules. Let $P$ be a module of one of these types. If $\nabla$ is a connection on $P$, there exists a conjugate connection $\nabla^{*}$ on $P$ given by the relation

$$
\begin{equation*}
\nabla_{\mathbf{u}}^{*}(p)=\left(\nabla_{u} \cdot\left(p^{*}\right)\right)^{*} \tag{14.4.7}
\end{equation*}
$$

A connection $\nabla$ on $P$ is said to be real if $\nabla=\nabla^{*}$.
Let a $*$-module $P$ is provided with a Hermitian form (.|.). A connection $\nabla$ on $P$ is called Hermitian if

$$
d\left(p \mid p^{\prime}\right)=\left(\nabla_{u}(p) \mid p^{\prime}\right)+\left(p \mid \nabla_{u}\left(p^{\prime}\right), \quad \forall u \in \mathcal{D} \mathcal{A}, \quad p, p^{\prime} \in P\right.
$$

Similarly, a Hermitian universal connection on a right $\mathcal{A}$-module $P$ over a *-algebra $\mathcal{A}$ is defined. Such a Hermitian connection always exists if $P$ is a projective module of finite rank [300].

Let now $P=\underline{\underline{V}}^{1}[\mathcal{A}]$. A connection on $\mathcal{A}$-bimodule $\underline{\mathfrak{V}}^{1}[\mathcal{A}]$ is called a linear connection $[90,227]$. Note that this is not the term for an arbitrary left [right] connection on $\underline{\mathfrak{D}}^{1}[\mathcal{A}][91]$. If $\underline{\mathfrak{D}}^{1}[\mathcal{A}]$ is a *-module, a linear connection on it is assumed to be real. Given a linear connection $\nabla$ on $\underline{\mathfrak{Q}}^{1}[\mathcal{A}]$, there is a $\mathcal{A}$-bimodule homomorphism, called the torsion of the connection $\nabla$,

$$
\begin{align*}
& T: \underline{\mathfrak{Q}}^{1}[\mathcal{A}] \rightarrow \underline{\mathfrak{Q}}^{2}[\mathcal{A}], \\
& (T \phi)\left(u, u^{\prime}\right)=(d \phi)\left(u, u^{\prime}\right)-\nabla_{\mathbf{u}}(\phi)\left(u^{\prime}\right)+\nabla_{u^{\prime}}(\phi)(u), \tag{14.4.8}
\end{align*}
$$

for all $u, u^{\prime} \in \mathcal{D} \mathcal{A}, \phi \in \underline{\mathfrak{O}}^{1}[\mathcal{A}]$.

### 14.5 Matrix geometry

This Section is devoted to linear connections in matrix geometry when $\mathcal{A}=M_{n}$ is the algebra of complex $(n \times n)$-matrices [ $89,206,207]$.

Let $\left\{\varepsilon_{r}\right\}, 1 \leq r \leq n^{2}-1$, be an anti-Hermitiam basis of the Lie algebra $s u(n)$. Elements $\varepsilon_{r}$ generate $M_{n}$ as an algebra, while $u_{r}=\operatorname{ad} \varepsilon_{r}$ constitute a basis of the right Lie algebra $\delta M_{n}$ of derivations of the algebra $M_{n}$, together with the commutation relations

$$
\left[u_{r}, u_{q}\right]=c_{r q}^{s} u_{s}
$$

where $c_{r q}^{s}$ are structure constants of the Lie algebra $s u(n)$. Since the centre $\mathcal{Z}\left(M_{n}\right)$ of $M_{n}$ consists of matrices $\lambda \mathbf{1}, \mathfrak{J} M_{n}$ is a complex free module of rank $n^{2}-1$.

Let us consider the universal differential calculus ( $\left.\mathfrak{V}^{*}\left[M_{n}\right], d\right)$ over the algebra $M_{n}$, where $d$ is the Chevalley-Eilenberg coboundary operator (14.2.9). There is a convenient system $\left\{\theta^{r}\right\}$ of generators of $\mathfrak{D}^{1}\left[M_{n}\right]$ seen as a left $M_{n}$-module. They are given by the relations

$$
\theta^{r}\left(u_{q}\right)=\delta_{q}^{r} \mathbf{1}
$$

Hence, $\mathfrak{D}^{1}\left[M_{n}\right]$ is a free left $M_{n}$-module of rank $n^{2}-1$. It is readily observed that elements $\theta^{r}$ belong to the centre of the $M_{n}$-bimodule $\mathfrak{D}^{1}\left[M_{n}\right]$, i.e.,

$$
\begin{equation*}
a \theta^{r}=\theta^{r} a, \quad \forall a \in M_{n} . \tag{14.5.1}
\end{equation*}
$$

It also follows that

$$
\begin{equation*}
\theta^{\tau} \wedge \theta^{q}=-\theta^{q} \wedge \theta^{r} \tag{14.5.2}
\end{equation*}
$$

The morphism $d: M_{n} \rightarrow \mathfrak{D}^{1}\left[M_{n}\right]$ is given by the formula (14.2.10). It reads

$$
d \varepsilon_{r}\left(u_{q}\right)=\operatorname{ad} \varepsilon_{q}\left(\varepsilon_{r}\right)=c_{q r}^{s} \varepsilon_{s}
$$

that is,

$$
\begin{equation*}
d \varepsilon_{r}=c_{q r}^{s} \varepsilon_{s} \theta^{g} \tag{14.5.3}
\end{equation*}
$$

The formula (14.2.11) leads to the Maurer-Cartan equations

$$
\begin{equation*}
d \theta^{r}=-\frac{1}{2} c_{q s}^{r} \theta^{q} \wedge \theta^{s} \tag{14.5.4}
\end{equation*}
$$

If we define $\theta=\varepsilon_{\mathrm{r}} \theta^{r}$, the equality (14.5.3) can be rewritten as

$$
d a=a \theta-\theta a, \quad \forall a \in M_{n}
$$

It follows that the $M_{n}$-birnodule $\mathfrak{D}^{1}\left[M_{n}\right]$ is generated by the element $\theta$. Since $\mathfrak{d} M_{n}$ is a finite free module, one can show that the $M_{n}$-bimodule $\mathfrak{O}^{1}\left[M_{n}\right]$ is isomorphic to the $M_{n}$-dual $\underline{\underline{D}}^{1}\left[M_{n}\right]$ of $\mathfrak{d} M_{n}$.

Turn now to connections on the $M_{n}$-bimodule $\mathcal{D}^{1}\left[M_{n}\right]$. Such a connection $\nabla$ is given by the relations

$$
\begin{align*}
& \nabla_{u=c^{r} u_{r}}=c^{r} \nabla_{r}, \\
& \nabla_{r}\left(\theta^{p}\right)=\omega_{r q}^{p} \theta^{q}, \quad \omega_{r q}^{p} \in M_{n} \tag{14.5.5}
\end{align*}
$$

Bearing in mind the equalities (14.5.1) - (14.5.2), we obtain from the Leibniz rule (14.4.2) that

$$
a \nabla_{r}\left(\theta^{p}\right)=\nabla_{r}\left(\theta^{p}\right) a, \quad \forall a \in M_{n}
$$

It follows that elements $\omega_{r q}^{p}$ in the expression (14.5.5) are proportional $1 \in M_{n}$, i.e., complex numbers. Then the relations

$$
\begin{equation*}
\nabla_{r}\left(\theta^{p}\right)=\omega_{r q}^{p} \theta^{q}, \quad \omega_{r q}^{p} \in \mathbb{C} \tag{14.5.6}
\end{equation*}
$$

define a linear connection on the $M_{n}$-bimodule $\mathfrak{D}^{1}\left[M_{n}\right]$.
Let us consider two examples of linear connections.
(i) Since all derivations of the algebra $M_{n}$ are inner, we have the curvature-free connection (14.4.4) given by the relations

$$
\nabla_{r}\left(\theta^{p}\right)=0
$$

However, this connection is not torsion-free. The expressions (14.4.8) and (14.5.4) result in

$$
\left(T \theta^{p}\right)\left(u_{\tau}, u_{q}\right)=-c_{\tau q}^{p} .
$$

(ii) One can show that, in matrix geometry, there is a unique torsion-free linear connection
$\nabla_{r}\left(\theta^{p}\right)=-c_{r q}^{p} \theta^{q}$.

### 14.6 Connes' differential calculus

Connes' differential calculus is based on the notion of a spectral triple $[63,192,205$, 300].

Definition 14.6.1. A spectral triple $(\mathcal{A}, \mathcal{H}, D)$ is given by a *-algebra. $\mathcal{A} \subset B(\mathcal{H})$ of bounded operators on a Hilbert space $\mathcal{H}$, together with an (unbounded) self-adjoint operator $D=D^{*}$ on $\mathcal{H}$ with the following properties:

- the resolvent $(D-\lambda)^{-1}, \lambda \neq \mathbb{R}$, is a compact operator on $\mathcal{H}$,
- $[D, \mathcal{A}] \in B(\mathcal{H})$.

The couple $(\mathcal{A}, D)$ is also called a $K$-cycle over $\mathcal{A}$. In many cases, $\mathcal{H}$ is a $\mathbb{Z}_{2^{-}}$ graded Hilbert space equipped with a projector $\Gamma$ such that

$$
\Gamma D+D \Gamma=0, \quad[a, \Gamma]=0, \quad \forall a \in \mathcal{A}
$$

i.e., $\mathcal{A}$ acts on $\mathcal{H}$ by even operators, while $D$ is an odd operator. The spectral triple is called even if such a grading exists and odd otherwise.
Remark 14.6.1. The standard example of a spectral triple is the case of the Dirac operator $D$ on a compact spin-( $\operatorname{spin}^{c}$ )-manifold [64, 111, 112, 165] (see [208] and references therein for the geometry of spin ${ }^{c}$-manifolds).

Given a spectral triple $(\mathcal{A}, \mathcal{H}, D)$, let $\left(\Omega^{*} \mathcal{A}, \delta\right)$ be a universal differential calculus over the algebra $\mathcal{A}$. Let us construct a representation of the graded differential algebra $\Omega^{*} \mathcal{A}$ by bounded operators on $\mathcal{H}$ when the Chevalley-Eilenberg derivation $\delta(14.2 .9)$ of $\mathcal{A}$ is replaced with the bracket $[D, a], a \in \mathcal{A}$ :

$$
\begin{align*}
& \pi: \Omega^{*} \mathcal{A} \rightarrow B(\mathcal{H}), \\
& \pi\left(a_{0} \delta a_{1} \cdots \delta a_{k}\right) \stackrel{\text { def }}{=} a_{0}\left[D, a_{1}\right] \cdots\left[D, a_{k}\right] . \tag{14.6.1}
\end{align*}
$$

Since

$$
[D, a]^{*}=-\left[D, a^{*}\right]
$$

we have $\pi(\phi)^{*}=\pi\left(\phi^{*}\right), \phi \in \Omega^{*} \mathcal{A}$. At the same time, $\pi$ (14.6.1) fails to be a representation of the graded differential algebra $\Omega^{*} \mathcal{A}$ because $\pi(\phi)=0$ does not imply that $\pi(\delta \phi)=0$. Therefore, one should construct the corresponding quotient in order to obtain a graded differential algebra of operators on $\mathcal{H}$.

Let $J_{0}$ be the graded two-sided ideal of $\Omega^{*} \mathcal{A}$ where

$$
J_{0}^{k}=\left\{\phi \in \Omega^{k} \mathcal{A}: \pi(\phi)=0\right\} .
$$

Then it is readily observed that $J=J_{0}+\delta J_{0}$ is a graded differential two-sided ideal of $\Omega^{*} \mathcal{A}$. By Connes' differential calculus is meant the pair $\left(\Omega_{D}^{*} \mathcal{A}, d\right)$ such that

$$
\begin{aligned}
& \Omega_{D}^{*} \mathcal{A}=\Omega^{*} \mathcal{A} / J \\
& d[\phi]=[\delta \phi]
\end{aligned}
$$

where $[\phi]$ denotes the class of $\phi \in \Omega^{*} \mathcal{A}$ in $\Omega_{D}^{*} \mathcal{A}$. It is a differential calculus over $\Omega_{D}^{0} \mathcal{A}=\mathcal{A}$. Its $k$-cochain submodule $\Omega_{D}^{*} \mathcal{A}$ consists of the classes of operators

$$
\sum_{j} a_{0}^{j}\left[D, a_{1}^{j}\right] \cdots\left[D, a_{k}^{j}\right], \quad a_{i}^{j} \in \mathcal{A}
$$

modulo the submodule of operators

$$
\left\{\sum_{j}\left[D, b_{0}^{j}\right]\left[D, b_{1}^{j}\right] \cdots\left[D, b_{k-1}^{j}\right]: \sum_{j} b_{0}^{j}\left[D, b_{1}^{j}\right] \cdots\left[D, b_{k-1}^{j}\right]=0\right\}
$$

Let now $P$ be a right finite projective module over the *-algebra $\mathcal{A}$. We aim to study a right connection on $P$ with respect to Connes' differential calculus $\left(\Omega_{D}^{*} \mathcal{A}, d\right)$. As was mentioned above in Theorem 14.3.2, a right finite projective module has a connection. Let us construct this connection in an explicit form.

Given a generic right finite projective module $P$ over a complex ring $\mathcal{A}$, let

$$
\begin{aligned}
& \mathrm{p}: \mathbb{C}^{N} \otimes \underset{C}{\otimes} \mathcal{A} \rightarrow P \\
& i_{P}: P \rightarrow \mathbb{C}^{N} \underset{C}{\otimes} \mathcal{A}
\end{aligned}
$$

be the corresponding projection and injection, where $\underset{C}{\otimes}$ denotes the tensor product over $\mathbb{C}$. There is the chain of morphisms

$$
\begin{equation*}
P \xrightarrow{i_{p}} \mathbb{C}^{N} \otimes \mathcal{A} \xrightarrow{\text { ld } \otimes \delta} \mathbb{C}^{N} \otimes \Omega^{1} \mathcal{A} \xrightarrow{p} P \otimes \Omega^{1} \mathcal{A}, \tag{14.6.2}
\end{equation*}
$$

where the canonical module isomorphism
is used. It is readily observed that the composition (14.6.2) denoted briefly as $\mathbf{p} \circ \delta$ is a right universal connection on the module $P$.

Given the universal connection $\mathbf{p} \circ \delta$ on a right finite projective module $P$ over a $*$-algebra $\mathcal{A}$, let us consider the morphism

$$
P \xrightarrow{\mathrm{p} \circ \delta} P \otimes \Omega^{\mathrm{I}} \mathcal{A} \xrightarrow{\mathrm{Id} \otimes \pi} P \otimes \Omega_{D}^{1} \mathcal{A} .
$$

It is readily observed that this is a right connection $\nabla_{0}$ on the module $P$ with respect to Connes' differential calculus. Any other right connection $\nabla$ on on $P$ with respect to Connes' differential calculus takes the form

$$
\begin{equation*}
\nabla=\nabla_{0}+\sigma=(\operatorname{Id} \otimes \pi) \circ \mathbf{p} \circ \delta+\sigma \tag{14.6.3}
\end{equation*}
$$

where $\sigma$ is an $\mathcal{A}$ module morphism

$$
\sigma: P \rightarrow P \otimes \Omega_{D}^{1} \mathcal{A}
$$

A components $\sigma$ of the connection $\nabla$ (14.6.3) is called a non-commutative gauge field.
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## Index

$G$-function, 303
$G$-superbundle, 312
$G$-supermanifold, 305
$G H^{\infty}$-superfunction, 302
$G^{\infty}$-superfunction, 302
$G^{\infty}$-tangent bundle, 314
$G^{\infty}$-vector bundle, 313
$H^{\infty}$-superfunction, 302
$K$-cycle, 463
$O(k)$-bundle, 202
$R$-supermanifold, 306
$R^{\infty}$-superfunction, 306
$R^{\infty}$-supermanifold, 306
$U(k)$-bundle, 198
Z-graded algebra, 451
$k$-contact form, 395
$k$ th homotopy group, 207
$n$-body, 147
p-coboundary, 208
p-cocycle, 208
$p$-connected topological space, 207
1-parameter group of diffeomorphisms, 13
3 -velocity, 227
phase space, 227
4-velocity, 228
phase space, 228
*-module, 449
*-left module, 261
absolute acceleration, 114
adapted coordinates, 108
adjoint representation, 151
admissible metric, 233
affine bundle coordinates, 9
morphism, 9
almost complex structure, 204
anomaly, 439
exact sequence, 443
global, 443
group, 443
local, 443
annihilator of a distribution, 23
antibracket, 409
antighost number, 411
antiholomorphic function, 344
associated atlas, 157
principal connection, 158
Atiyah class, 283
Atiyah-Singer connection, 429
autoparallel motion, 225
basic form, 15
basis of a graded manifold, 291
Berry connection, 379
phase factor, 380
Betti number, 431
bialgebra, 319
bicomplex, 399
bimodule central, 448
body manifold, 309
map, 287
of a DeWitt supermanifold, 309
of a graded manifold, 290
boundary, 208
relative, 211
bounded operator, 372
BRS operator, 327
BRST anomaly, 446
cohomology, 414
connection, 417
operator, 412
total, 413
tensor field, 416
BRST-closed form, 427
locally, 413
BRST-exact form, 428
locally, 414
bundle, 4
affine, 8
associated, 156
canonically, 157
atlas, 4
of constant local trivializations, 47
composite, 48
coordinates, 5
cotangent, 10
isomorphism, 5
morphism, 5
linear, 7
natural, 215
of principal connections, 154
of world connections, 217
universal, 196, 425
with a structure group, 157
canonical energy function, 138
energy-momentum tensor, 68
lift of a vector field, 14
Cartan connection, 46
homotopy formula, 437
Čech cohomology group, 213
centre of a bimodule, 448
centrifugal force, 113
chain complex, 207
relative, 210
characteristic class, 197
form, 197
vector bundle, 291
Chern character, 201
class, 197
of a manifold, 204
form, 198
total, 198
number, 201
Chern-Simons form, 436
Chevalley-Eilenberg coboundary operator, 454
cochain complex, 454
cohomology, 454
differential calculus, 455
Christoffel symbols, 45
classical basis, 409
solution of a differential equation, 32
classification theorem, 196
classifying space, 196

Clifford algebra, 243
group, 244
coadjoint representation, 151
coalgebra, 318
coboundary relative, 211
cochain complex, 208
relative, 211
cocycle, 213
relation, 4
relative, 211
codistribution, 23
cohomology algebra, 209
group, 208
with coefficients in a sheaf, 213
relative, 211
coinverse, 319
commutant, 209
complete set of Hamiltonian forms, 80
complex canonical coordinates, 356
cotangent bundle, 345
space, 345
Hamiltonian vector field, 349
line bundle, 199
structure, 344
tangent bundle, 345
space, 345
complex of complexes, 399
configuration space of fields, 55
connection, 35
Abelian, 369
admissible, 353
affine, 45
canonical, 130
complete, 94, 220
composite, 50
covertical, 53
curvature-free, 47
dual, 43, 52
dynamic, 101
symmetric, 101
flat, 47
form, 155
irreducible, 422
Lagrangian, 61
linear, 42
metric, 224
on a Hermitian manifold, 348
on an infinite order jet space, 395 , 397
on a holomorphic manifold, 347
on a module, 269
on a ring, 273
on a sheaf, 278
principal, 154
canonical, 160
projectable, 49
reducible, 40
second order, 57
holonomic, 58
symplectic, 367
tensor product, 43, 53
vertical, 53
Connes' differential calculus, 464
conservation law covariant, 175
integral, 66
weak, 65
contact form, 26
projection, 395
contorsion, 224
Coriolis force, 113
covariant derivative, 39
differential, 39
on a module, 270
vertical, 51
Laplacian, 423
cup-product, 209
curvature, 41
canonical, 161
of a connection on a module, 273
on a sheaf, 280
of a Dubois-Violette connection, 459
of a graded connection, 296
of a non-commutative connection, 456
of an NQ-superconnection, 338
of a principal connection, 156
of a superconnection, 315
cycle, 208
fundamental, 430
relative, 211
deformation associative, 361
formal, 361
democracy group, 124
De Rham cohomology group, 208
complex, 208
on an infinite order jet space, 393
duality theorem,
derivation, 259
graded, 292
derivative left, 409
right, 409
descent equations, 414, 427, 446
determinant line bundle, 443
DeWitt supermanifold, 308
topology, 308
differential calculus, 451
universal, 452
equation, 32
ideal, 23
operator, 33
linear, 258
Dirac operator, 247
chiral, 442
total, 252
spin structure, 245
Dirac's condition, 350
Lagrangian, 247
direct image of a sheaf, 275
limit, 274
of endomorphisms, 392
sum connection, 43
system of endomorphisms, 392
distribution, 23
completely integrable, 23
involutive, 23
Donaldson invariant, 433
polynomials, 432
Donaldson's theorem, 431
dual Lie algebra, 151
dual vector bundle, 7
Dubois-Violette connection, 458
dynamic equation, 98
conservative, 99
first order, 32, 56
second order, 58
autonomous, 96
energy function, 138
Hamiltonian, 141
energy-momentum current, 68
superpotential of tensor fields, 237
tensor, 68
equation of continuity, 172
equilibrium equation, 135
equivalent fibre bundles, 5
Euler characteristic, 206
class, 205
Euler Lagrange equations, 60
form, 402
map, 402
operator, 59
higher order, 402
Euler-Lagrange-type operator, 402
evaluation morphism, 303
exact sequence, 8
exterior algebra of a graded module, 287
of a vector space, 286
exterior form, 15
complex, 345
exterior product of vector bundles, 7
external force, 120
Fedosov deformation, 364
fibred manifold, 4
morphism, 5
filtered module, 392
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