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Abstract 
Holding time is used for optimizing the bond diffusion between aluminum Al and Carbon steel SS400. The 
objective of this research was to investigate the effects of holding time on the interface reactions of diffusion 
welding between aluminum and carbon steel. Holding time variations of 10, 15, 30 and 45 minutes were applied 
at 950°C using mixture of Cu and Fe powder as elements promoter. Single lap joint configuration was performed 
in vacum furnace to join the dissimilar materials which allowed bonding diffusion. Microstructure was examined 
on the same test piece. It was found that during diffusion process at 950°C, the interfacial zone between 
aluminum and carbon steel substrate features intermetallic layers. The intermetallic thickness increased with 
increasing the holding time. Crack or incomplete bonding appeared on the specimens with holding time up to 30 
minutes and didn’t appear on the specimens with holding time of 45 minutes. Cu rich-element promoter made 
diffusion penetrated deeper than Fe rich-element promoter in the same holding time. Macrostructure, 
microstructure and SEM examinations revealed that Al-steel joint had the best result with element promoter 
content of 60/40 % at 45 minutes holding time. There was no interlayer gap at this specimen. Additionally, from 
mapping view it can be suggested that in terms of poor interface bonding, Cu molecules were located just around 
the interface area, on the other hand, in case of strong interface bonding, Cu molecules are scattered throughout 
the specimen. In fact, the position of Cu molecules can be used as a promising marker for the detection of quality 
of diffusion joint. 
Keywords: aluminum, diffusion bounding, interface, steel, holding time, element promoter 

1. Introduction 
Aluminum is the most abundant metal and the third most abundant element in the earth's crust, after oxygen and 
silicon. It makes up about 8% by weight of the earth’s solid surface. Aluminum is also chemically reactive to 
occur naturally as free metal (Kobayashi & Yakou, 2002). There are many applications of Aluminum in our 
daily life, such as construction machinery, aircraft construction, ship construction, home furnishing and 
electronics component. For the vehicle industry, Aluminum has established a worldwide position because of its 
advantages over the other competitive materials. 

Because of its lightweight Aluminum provides exceptional unit strengths (strength/density ratio), high corrosion 
resistance, low maintenance costs, good temperature resistance, ductile which is an intrinsic ability of a material 
to undergo a certain amount of plastic deformation without the occurrence of macroscopic cracks (Maea et al., 
2008). It can be easily joined by all commercial processes such as welding, brazing, or soldering. Aluminum can 
be easily formed by all common processes, including extrusion (a major advantage) and can be recycled. Beside 
of the advantages, there are some disadvantages of Aluminum. First, Aluminums is relatively more expensive 
than steel. Secondly, Aluminum sheets are more difficult to stamp into car body parts. Thirdly, Aluminum is 
difficult to weld than steel. Lastly, Aluminum doesn't have the strengths levels as steel (Patel et al., 2013). 
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The effectiveness of Aluminum choice depends on the nature of the aluminum type used. Properties of low work 
hardening alloy Al 6061–T 6511, a very high work hardening annealed material 1100 Al, and both Al alloys 
(Al6061-T6511 and annealed 1100 Al) were studied and reported in subsequent researches (Khan et al., 2009; 
2010a; 2010b). It was reported that the subsequent expansion and positive cross-effect was observed in the a high 
work hardening alloy annealed 1100 Al as compared to low work hardening alloy Al 6061–T 6511 where 
contraction and negative cross-effect with finite deformation yield surfaces was showed. According to Khan et al. 
(2010a), the subsequent yield surfaces for annealed Al 1100, the rate of kinematic hardening, Young’s and shears 
moduli decreased and isotropic hardening increased with finite plastic deformation, which showed positive 
cross-effect for linear, bilinear and non-linear uploading.  

Steel is an alloy of iron and a small amount of carbon. Carbon is the primary alloy element, which accounts 
between 0.002% and 2.1% by weight in steel. There is no stiffness advantage in using aluminum over steel. 
Basically, strength refers to the maximum load that a material can be subjected to without yielding, whereas 
stiffness refers to how much a material bends when a load is applied (Ajit et al., 2013). Stiffness is quantified by 
a parameter called Modulus of Elasticity. Steel’s modulus is about 3 times stronger than Aluminum but steel’s 
weight is about 3 times heavier than aluminum. 

Aluminum welding with other metals is very difficult because there are problems like different melting points, 
physical natures and other intermetallic differences. Kim et al. (2006) presented that intermetallic diffusion in 
interface Al and steel is formed. The Intermetallic Compound For motion (IMC) is rapidly developed and grows 
between the steel and the melt. Only aluminum diffuses into the steel substrate without the dissolution of iron at 
the interface of the steel-intermetallic compound. This result was supported by Qiu et al. (2009). 

According to Kim et al. (2006) the primary diffusing species of the hot dip aluminizing process in their study 
was aluminum. Al coating on the steel and the short dipping time prevent the iron from dissolving into the 
aluminum melt. The IMC is confirmed to be Fe2SiAl8 with a hexagonal unit cell (space group P63/mmc). Sun 
and khalel (2007) showed that the intermetallic phases FeAl2 and Fe2Al5 were the most dominant phases that 
could be observed, that they were formed sequentially, in contrast to intermetallic, which formed synchronously 
in bulk materials. A good diffusion interface cannot be formed if the heating temperature is too low, since extent 
of diffusion is not sufficient even though the holding time is longer and the pressure is larger. But, if the heating 
temperature is too high, the grains will grow up seriously and the diffusion transition zone can become wider, 
which will adversely affect the performance of the diffusion bonding joint (Yajiang et al., 2005). 

Furthermore, the usage of filler material such as Cu- Mg enhance the hardness of interface bonding between two 
dissimilar metal following by perfect holding time (Mahendran et al., 2009). Therefore, this paper aims to 
determine the effect of holding time on the diffusion characteristics of the joint with the 6061 aluminum and 
Carbon steel filler using Cu and Fe. 

2. Method 
2.1 Materials and Diffusion Processes 
The used material in this research were aluminum AL 6061 and carbon steel SS400. The chemical composition 
of the base metals is shown in table 1 and 2. 

 

Table 1. Chemical Composition of Al 6061 according to Dinaharan et al. (2012) 

Mg Si Fe Mn Cu Cr Zn Ni Ti Al 

0.95 0.54 0.22 0.13 0.17 0.09 0.08 0.02 0.01 Bal. 

 
Table 2. Chemical composition of SS400 as reported by Dinaharan et al. (2012) 

Si Mn P S Ni Cr Fe 

0.2 0.09 0.53 0.01 0.04 0.03 0.03 Bal.

 

Joined specimens were cut with length of 30 mm and width of 30 mm (Fig. 1). They were joined in single lap joint 
type and its procedure was based on AWS D8.9. Elements promoter were inserted at interface between aluminum 
and steel. They were mixture of Al-Fe powder. Two composition were used in this research namely 
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80%Fe-20%Cu and 60%Fe-40%Cu. Diffusion welding of aluminum to steel used a vacuum furnace at 950oC. The 
holding time variations were 10, 15, 30 and 45 minutes. Table 3 shows the schedule of diffusion process. 

 

Figure 1. Dimensions of test specimen sizein mm 

 

Table 3. Research parameters variations 

Run No. Mixture of Elements Promoter Holding Time (minutes) 

1 60%Fe - 40%Cu 10 

2 60%Fe - 40%Cu 15 

3 60%Fe - 40%Cu 30 

4 60%Fe - 40%Cu 45 

5 80%Fe - 20%Cu 10 

6 80%Fe - 20%Cu 15 

7 80%Fe - 20%Cu 30 

8 80%Fe - 20%Cu 45 

 
2.2 Joint Characterizations 

The transverse sections of weld passing through the weld interface were prepared by standard metallographic 

procedure according to ASTM E3-01. The microstructure of mild steel was revealed by using HNO3 2.5% 

solution while that of aluminum was revealed by using HF 5%. Microstructure of interface reaction 

investigations were carried out using an optical microscopy and SEM. 

3. Results 
Diffusion aluminium atom to steel and fero atom to aluminum generally occured at interface of aluminum-steel 
during diffusion process. Holding time significantly affect the quality of Al-Fe diffusion. Holding time of 10 
minutes, 15 minutes, 30 minutes and 45 minutes gave different result of the diffusion as seen in Figure 2.  
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Holding time 
 

Fe (80%), Cu (20%) Fe (60%), Cu (40%) 

10 minutes 

 

   

15 minutes 

 

 

 

30 minutes 

 

45 minutes 

 

Figure 2. Macrostructure of interface zone 
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Figure 3. Elements mapping at steel side 

 

At holding time in range of 10-30 minutes, it was found that in the interface there are incomplete bondings and 

Holding time Fe (80%), Cu (20%) Fe (60%), Cu (40%) 

 

 

10 minutes 

 

 

 

15 minutes 

 

 

30 minutes 

 

45 minutes 
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cracks shown in Figure 2. There were visible cracks on the surface area with small interface layer in specimens 
with holding time of 10 minutes both the joints with element promoter composition of 60%Fe-40%Cu and 
80%Fe-20%Cu. It means that diffusion of aluminum into steel did not happen significantly with 10 minutes 
holding time. At 15 and 30 minutes holding time, the interface thickness increases with smaller gap and cracks. It 
was very clear in the figure that the solubility of aluminum increased with increasing of holding time where 
more aluminum dissolved into steel. The best results were found in specimens with composition of 
60%Fe-40%Cu at 45 minutes holding time. In this case, diffused surface area increases because the diffusion of 
the composition occurs between aluminum and steel which interlock each other resulting in thick interface area 
and negligible cracking. Additionally, continous intermetalic layer appeared in this specimen, while it didn’t 
appear in other specimens. 

 

10 minutes 

 

15 minutes 

 

30 minutes 
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Figure 4. Elements mapping at aluminum side 

 

Generally, thickness increased with increasing holding time. In case holding time up to 30 minutes, smal gap and 
cracks appeared as seen in macrostructure. The thickness of intermetalik layers increases linearly with increasing 
holding time but until holding time of 45 minutes. As holding time increased, the macro of the intermetalic layer 
displayed an increasing amount of intercellular primary aluminum solidification. Similar studies have also been 
carried out for the welding of aluminum and steel friction stir welding by Watanabe et al. (2006) and Rafeng et al. 
(2009).  The main results obtained form the studied on the microscopic structure, the strength of steel with 
aluminum, welding resistance were as follows. The maximum tensile strength of the joint was about 86% of that 
of the aluminum alloy base metal. A small amount of intermetallic compounds was formed at the upper part of 
the steel/aluminum interface, while no intermetalic compounds were observed in the middle and bottom parts of 
the interface. 

Figure 3 and Figure 4 show the influence of holding time on inter-metallic gap between aluminum and carbon 
steel at two different Fe-Cu combinations. The minimum crack between aluminum and carbon steel was found at 
combination with holding time 45 minutes whereas significant inter-metallic gap between aluminum and carbon 
steel was obtained both at 80%Fe-20%Cu and 60%Fe-40%Cu with holding time 10-30 minutes.  

Additionally, from the mapping point of view at 20 µm it can be observed that Cu molecules are confined only 
the interface area and slightly scattered outside the inter-confront area in specimens with holding time up to 30 
minutes both at 80%Fe-20%Cu and 60%Fe-40%Cu. On the other hand, Cu molecules were scattered throughout 
the specimen with holding time of 45 minutes. It means Cu molecules play a vital role of identifying best Al-Fe 
interface combination i.e. if the Cu molecules are located just around the inter-confront area that can be 
considered as a bad interface, whereas if the Cu molecules were scattered throughout interface zone that can be 
considered as a good interface 

4. Conclusion 

During diffusion process at 950°C, the interfacial zone between aluminum and carbon steel substrate features 
intermetallic layers. The intermetallic thickness increased with increasing the holding time.  Crack or 
incomplete bonding appeared on the specimens with holding time up to 30 minutes and didn’t appear on the 
specimens with holding time of 45 minutes. Cu rich-element promoter made diffusion penetrated deeper than Fe 
rich-element promoter in the same holding time. Macrostructure, microstructure and SEM examinations revealed 
that Al-steel joint had the best result with element promoter content of 60/40 % at 45 minutes holding time. 
There was no interlayer gap at this specimen. Additionally, from mapping view it can be suggested that in terms 
of poor interface bonding, Cu molecules were located just around the interface area, on the other hand, in case of 
strong interface bonding, Cu molecules are scattered throughout the specimen.  
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Abstract 
This study dealt with a social network analysis approach to comprehend the work attitude amongst academicians 
in the Malaysian public universities. This work attitude presented the psychological attachment between the 
employee and the organization. The organizational commitment and workplace spirituality amongst the 
academicians were highlighted here. A total of 40 factors were found to represent four groups of workplace 
spirituality and organizational commitment. The similarity amongst the factors was measured with two different 
kinds of associations. The best measure of association, which was the Tschuprow’s measure of association, 
showed better results than the other measure in measuring the correlation amongst the factors. The connections 
and relationships amongst the factors were studied by using minimum spanning trees (MST). The interpretation 
of the MST was conducted by using the overall centrality measure.  

Keywords: spearman correlation coefficient, Tschuprow’s measure of association, minimum spanning tree 
(MST), centrality measures 

1. Introduction 
The study about commitment in an organization has been a subject of interest in the research field for almost 
four decades. It has an impact on individual performance and also the effectiveness of the organization (Allen & 
Meyer, 1996). Organizational commitment can best be described as the psychological attachment between an 
employee and an organization. It is the most important work attitude in the study of organizational and 
management behaviours. Commitment in the workplace can take in various forms; it also has the potential to 
influence the organizational effectiveness and employee behaviour (Meyer & Herscovitch, 2001). Many studies 
have related organizational commitment to other factors like job satisfaction (Darwish, 2002; Therese & Steve, 
2006), workplace spirituality (Rego & Cunha, 2008), human resource management (Smeenk, Eisinga, Teelken & 
Doorewaard, 2006), and research and development (Chang & Choi, 2007).  

One of the most important organizations in all nations is the education (Noordin, & Jusoff, 2009). In Malaysia, 
the education sector has become one of the most essential factors to transform Malaysia into a high-income 
nation. In 2010, Malaysia has implemented the economic transformation program (ETP). With regards to this, 
the tertiary education development has been identified as one of the most important strategies to transform 
Malaysia from a middle-income nation to a high-income nation. Hence, the demands of the tertiary education 
systems have increased. Due to this fact, Malaysia has made a series of dramatic changes, such as upgrading the 
university colleges to full public university status, increasing the number of new private universities, and also 
installing a number of foreign universities in the country. Consequently, the role of academic staff has become 
more challenging and demanding. The university management needs to take into serious consideration regarding 
this challenging matter in the academic affairs, as well as in research and administration (Daud, 2012).  

This new challenge requires high commitment from the public universities staffs. For example, the organisation 
of international programmes and research competitions improves the global ranking of these programmes. The 
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performances of organizational commitment on productivity, efficiency, and quality have become important 
issues here. It is crucial for the management of the public universities in Malaysia to understand the behaviour 
and work attitude of academicians. The management also needs to find the solutions to produce high quality 
graduates with vast knowledge and excellent skills to fulfil the job demands out there. 

One of the most important factors related to the organizational commitment is workplace spirituality. 
Organizations are encouraged to develop this factor because humanistic work environment creates a win-win 
situation for both employees and the organizations.  

In this paper, we used the survey method to collect data related to organizational commitment and workplace 
spirituality among academicians in the Malaysian public universities. The performances of every factor were 
studied by using the social network analysis approach to understand the relationships between the factors and to 
identify the most influential factor(s). Since the data were on an ordinal scale, two kinds of association measures 
were utilised to measure the similarity among the factors, namely Tschuprow’s measure of association and the 
Spearman correlation coefficient. This was to justify the better measurement between the both. As a result, the 
Tschuprow’s measure of association proved to measure better. Besides, by studying the relationships amongst the 
factors and identifying the most influential factor(s), the public university management can create a better 
strategic plan for further development. 

This paper is organized as follows. The next section describes the literature review, data preparation, and the 
methodology of social network. This is followed by the discussion pertaining to the results for both coefficients. 
The paper ends with a conclusion. 

1.1 Literature Review 

Workplace spirituality is not about religious beliefs, but it is about being energetically at work for people who 
perceived themselves as spirited beings. The real spirituality is about people who share and experience the 
common attraction, attachment, and together with the other members within their work unit and organization as a 
whole. Hence, spirituality can be considered as the valuing spirits and inner life of the employee (Harrington, 
Preziosi & Gooden, 2002). The perceptions of employees about workplace spirituality help to explain their level 
of organizational commitment.  

There are three quite distinct forms of psychological linkage between employees and their organizations, namely 
affective commitment, continuance commitment, and normative commitment (Meyer & Herscovitch, 2001). 
Affective commitment is more to identify with, involvement in, and emotional attachment to the organization. 
This kind of employees will remain with the organization because they want to do so. This commitment explains 
what the employees want in terms of desire to stay in the organization. The core of this commitment is an 
affective tendency, including their desires, wishes, feelings, and etc (Gonza´lez & Guille´n, 2008). Affective 
commitment explains the bond to the organization as an affective attachment. This attachment includes the 
feelings like affection, warmth, belongingness, loyalty, fondness, pleasure, and so on (Jaros, Jermier, Koehler & 
Sincich, 1993). An employee who perceives higher commitment affectively will likely to remain with their 
respective organization because they want to (Choong et al., 2011). 

While continuance commitment refers to commitment based on the employees’ recognition of the costs 
associated with leaving the organization. This type of employees will stay with the organization because they 
have to do so. When the employee perceives the cost of leaving is more than the benefits when they continue to 
remain in the organization, then it is better for the employee to stay with the organization rather than to leave 
(Choong et al., 2011). Lastly, normative commitment defines the commitment based on a sense of obligation to 
the organization. These employees will remain because they feel they ought to do so. The decision to stay or 
leave is based on the employee’s belief of the right thing to do (Choong et al., 2011). The employee will stay and 
remain in the organization if they feel that he/she should be loyal to his/her respective employer.  

2. Method 
2.1 Data Collection 

The data for this research were collected through a survey amongst 204 academic staffs from selected Malaysian 
public universities. The questionnaires, which were distributed to the respondents, were designed based on the 
literature study, for example, (Choong’s et al., 2011, Yusoff’s et al., 2012, and Suleiman’s et al., 2012). It 
consisted of two components, namely workplace spirituality and organizational commitment. The first 
component consisted of five factors (team’s sense of community, alignment between organizational and 
individual values, sense of contribution to the community, sense of enjoyment at work, and opportunities for the 
inner life), and three for the second component (affective commitment, continuance commitment, and normative 
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commitment). The total number of questions was 40. 

The responses from the academic staff regarding their beliefs to workplace spirituality and organizational 
commitment were described by using the Likert-type format. This Likert scale with 5 categories; 1 (strongly 
disagree), 2 (disagree), 3 (neutral), 4 (agree), and 5 (strongly agree), allowed the academic staff to respond in 
different degrees to each factor which described the workplace spirituality and organizational commitment in the 
Malaysian public universities. The advantage of this format was that it allowed the academic staff to express the 
degree of their response to each factor rather than to a “yes” or “no” answer (Hayes, 2008).  

This measurement scale is known as the ordinal scale. This scale is used to identify if the measurements are 
relevant. The numeric value used in the measurement is a means of arranging the elements being measured in 
order, from the smallest to the largest. The name ‘ordinal’ refers to ‘order’ of the elements on the basis of their 
relative size of the measurements (Conover, 1971).  

In this study, two measurements were compared; the Tschuprow’s measure of association and the Spearman 
correlation coefficient. The better measurement was discovered for measuring the relationship between the 
factors in the Likert scale data. From the previous studies, the Spearman correlation coefficient had always been 
used to find the correlation between the data in ordinal data (Conover, 1971). However, as for the Likert scale, 
each scale is represented by a number, but this number does not represent the real number, as it only represents a 
category. Therefore, the Tschuprow’s measure of association was used to measure the correlation in an ordinal 
scale too.  

2.2 Data Preparation and Analysis 

In this section, the steps in social network analysis approach are briefly discussed to understand the relationships 
amongst the factors and to find the most influential factor(s). The Spearman’s rank coefficient and Pearson’s 
correlation coefficient were some of the several measures for computing the similarity between a pair of ranking 
vectors (Tan, Kumar & Srivastava, 2004). In this paper, the data from the survey were transformed into 
association matrix A of size 40x40. The elements of the i-th row and j-th column in the association matrix were 
the measures of association from the Spearman correlation coefficient and the Tschuprow’s measure of 
association since the data were in the ordinal scale. 

These association measures measured the similarity amongst the factors for ordinal data. In many parametric 
statistical methods, an interval scale of measurement is required. However, in the non-parametric methods, either 
the nominal or the ordinal scale is appropriate. In each scale of measurement, it has all the properties of the 
weaker measurement, and therefore, the statistical methods only require a weaker scale to be used against the 
stronger scales (Conover, 1971).  

The Spearman correlation coefficient is one of the oldest and the best methods (Conover, 1971). This 
measurement has been always used as a test statistic to test the independence between two random variables 
(Spearman, 1904). Spearman correlation coefficient can best be described as a non-parametric rank statistics to 
measure the strength of the association between two variables. It uses the monotonic function to describe a 
relationship between two variables without making any assumption about the distribution of the variables 
(distribution free) (Hauke & Kossowski, 2011). Furthermore, the Spearman correlation coefficient does not 
require the variables to be measured on interval scale; it can be used for variables measured at the ordinal level. 
The measure of correlation by Spearman is expressed as ρ (rho), 1                                   (1) 

where T represents the entire sum in the numerator,   ∑                             (2) 
T is the ranked difference between two variates, and n is the number of measurements in each of the two variates 
in the correlation (Jerrold, 1972). R(Xi) is the rank of Xi as compared with the other values of X, for i = 1,2,3,…, 
n. R(Xi) =1 if Xi is the smallest value in X1, X2,…, Xn, R(Xi) =2 if Xi is the second smallest and so on.  

While R(Yi) is the rank of Yi as compared with the other values of Y, for i = 1,2,3,…., n. 

The other measurement is the Tschuprow’s measure of association. Tschuprow introduced the measure of 
association for nominal scale based on the (chi square) value from the contingency table (Svante, & Jan, 
1978). It is defined as below: 
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                                                                        (3) 

where                                   	 ∑ ∑ 				                      (4) 

	is the value computed from the contingency table, N is the number of units, r is the number of row, and c is 
the number of columns in the contingency table. The term Oij represents the observed number in cell (i,j), while 
Eij represents the expected number of observations in cell (i,j). 

The Tschuprow’s measure of association is less well known, but it has some possible theoretical advantages 
(Bergsma, 2012). The values for Tschuprow’s measure of association are between 0 and 1, just like other 
association measures. The degree of independence between the values of two categorical variables is greater 
when the values of the association are nearer (Tomizawa, 1994). Tschuprow’s measure of association usually 
uses square tables; row marginal which are identical with the column marginal, and is very seldom used for 
measuring the association between the two variables. When the contingency table is in square form, it can 
achieve its maximum value. The usual estimators of these coefficients are simple functions of the Pearson 
chi-square statistic. 

All possible comparisons among the pairs of variables produce a square and a symmetrical association matrix A 
of size 40x40. The values in this matrix are the comparison between two variables, aij is the comparison measure 
between variables i and variables j. The ecological association matrices are usually symmetric since aij = aji. The 
values on the diagonal are compared with the variables. The diagonal value equals to 1 according to the 
Spearman correlation coefficient and Tschuprow’s measure of association.  

Besides, the dissimilarity matrix or distance matrix was used to determine the minimal spanning tree (MST). The 
association matrix cannot be used as the dissimilarity matrix or distance matrix since it does not fulfil the three 
conditions to define a metric (Mantegna, 1999). The conditions are: (i) dij = 0 if and only if i = j, (ii) dij= dji, and 
(iii) dij≤dik + dkj. The association matrix was then, transformed into dissimilarity matrix, D, by using this formula: 1                       (5) 

for all i,j = 1,2,……,40.  

From this dissimilarity matrix D, the network amongst the factors was analyzed using the MST. MST is 
constructed to visualize the important information contained in the network in D. MST is a concept in graph 
theory that connects weighted graph of n objects. It is a tree with n-1 edges that minimizes the sum of the edge 
distances. MST is built by linking every element in a set of n, together in a graph, characterized by a minimal 
distance between the nodes. The method used to construct MST by linking a set of n objects is known as 
Kruskal’s algorithm (Mantegna & Stanley, 2000). The MST is also a technique to cluster the nodes in a 
non-hierarchical clustering by exploring the topological properties of all the factors. 

Next, after the network topology of all the factors were constructed, the Pajek software was used to visualize the 
network. From this network topology, centrality measures were used to understand the importance of each node 
relative to the others (Borgatti, 2005). There are three different concepts of centrality, as discussed by 
(Hanneman & Riddle, 2005). The three concepts are degree centrality, closeness centrality, and betweenness 
centrality, while (Borgatti, 1995) defines four measures of centrality. The latter is eigenvector centrality. Below is 
the measurement used by Borgatti (2005): 

i) Degree centrality is defined as the number of ties that a given node has. The degree of node i is given by:  
where ∑ ifthe i-th and j-th nodes are linked and 0 otherwise. 

ii) Closeness centrality is defined as the total graph-theoretic distance of a given node from all other 
nodes,	 ∑ , where dij is the number of links in the shortest path from i to j. Larger value indicates less 
central, while smaller value indicates more central. 

iii) Betweenness centrality is the number of the shortest paths that pass through a given node;  

,  

where gij is the shortest path from node i to node j, and gikj is the shortest path from i to j that passes through k. 

iv) Eigenvector centrality is also known as a variant of simple degree. An eigenvector of a symmetric square 
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matrix A is any vector e which satisfies the equation ∑ , where  is a constant (eigenvalue) and 
ei is the centrality for node i. 

The application of centrality measures like degree centrality, betweennness centrality, closeness centrality, and 
eigenvector centrality can be seen in a number of papers (Yusoff, Djauhari, Sharif & Suleiman, 2012; Djauhari, 
Sharif &Djauhari, 2012; Gan & Djauhari, 2012, Naylor, Rose  & Moyle, 2007). 

Since the centrality scores of each characteristic were between zero and one, it was difficult to identify the best 
measure among the four different measurements of centrality measures. The overall centrality measure helped to 
find the overall role of each characteristic (Gan & Djauhari, 2012). The overall centrality measure is defined by 
the Principal Component Analysis (PCA) of the data matrix of size N x 4, where the first until the fourth columns 
represent the score of degree, betweenness, closeness, and eigenvector centrality. The score of characteristic or 
factor i in terms of overall centrality measure can be defined as:  

             (6) 

where	 , , ,  is the eigenvector of covariance matrix S from the matrix of size N x 4. These 

eigenvector are associated with the largest eigenvalue. 

3. Results and Discussion 
3.1 Network Topology 

Figure 1 presents the network topology of all the factors for Tschuprow’s measure of association. The 
relationships amongst all the factors are visualized in terms of MST. The different colours in MST represent the 
different groups of factors. The workplace spirituality factors (WPS) are represented in red, the affective 
commitment factors (AC) are represented in green, the continuous commitment factors (CC) are represented in 
blue, and the normative commitment factors (NC) are represented in yellow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. MST of Tschuprow’s measure of association 

 

According to Tschuprow’s measure of association, there were three factors which were located out of their own 
groups. Two factors were from the WPS; WPS16 (My spiritual values are not valued in my workplace), and 
WPS17 (In my workplace, there is no room for my spirituality). Both factors were under the group of AC. Only 
one factor from NC, NC1 (I think that people these days move from company to company too often), was under 
the group of WPS. 

Figure 2 shows the result of MST for Spearman correlation coefficient. According to this measure, two factors 
from the WPS; WPS16 and WPS17, were under the AC group. Meanwhile, two factors from the NC; NC1 and 
NC8 (I do not think that wanting to be an "organization man or 'organization woman" is sensible any more), 
were under the groups of WPS and AC respectively. 
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Figure 2. MST of Spearman correlation coefficient 

 

3.2 Centrality Measures 

The centrality measures and overall centrality scores for Tschuprow’s measure of association are presented in 
Figure 3. The values measured for the degree centrality, betweennness centrality, closeness centrality, 
eigenvectors centrality, and overall centrality were computed based on the findings in MST. 

3.2.1 Degree Centrality 

In the network study, the use of degree centrality is common because it is a basic indicator (Freeman, 2004). 
Degree centrality can be defined as the number of ties that a given node has (Borgatti, 1995). It also measures the 
involvement of the nodes in the network (Opsahl, Agneessens & Skvoretz, 2010). The Tschuprow’s measure of 
association had NC6 (believe in the value to be loyal) as the highest degree centrality, which was 4 connections. 
The second highest degree had 3 connections. The nodes were WPS2 (My team/group promotes the creation of a 
spirit of community), WPS3 (I feel that the members of my team/group support each other), WPS6 (I feel 
positive about the values prevailing in my organization), WPS8 (My organization respects my “inner life”), AC1 
(I would be very happy to spend the rest of my career in this organization), AC7 (This organization has a great 
deal of personal meaning to me), CC3 (Too much of my life would be disrupted if I decided I wanted to leave 
my organization right now), CC4 (It wouldn't be too costly for me to leave my organization in the near future), 
and CC6 (I believe that I have too few options to consider leaving this organization).   

3.2.2 Betweenness Centrality 

According to Roy and Sarkar (2011), betweenness centrality refers to the number of times that a node needs a 
given node to reach another node. In other words, it is the number of shortest paths that pass through a given 
node. Based on the Tschuprow’s measure of association, WPS8 (0.6181) had the highest value in betweenness 
centrality. The second highest was AC7 (0.5533), and followed by WPS6 (0.5385). WPS8 was considered as a 
significant node or characteristic in terms of its role in coordinating the information among the characteristics. 

3.2.3 Closeness Centrality 

According to Borgatti (2005), in degree centrality, although the nodes might be connected to many others, it 
might not be in a position to reach others quickly to access resources, such as information or knowledge. Thus, 
closeness centrality can be referred to the inverse sum of the shortest distances to all the other nodes from a focal 
node. As for Tschuprow’s measure of association, WPS8 (0.2108) had the highest value in closeness centrality. 
The second highest was WPS9 (My organization helps me to live in peace/harmony with myself) (0.2063), and 
AC7 (0.2021). The higher the value in closeness centrality, the faster the information can flood or spread to the 
others. 
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Figure 3. Centrality measures scores of the Tschuprow’s measure of association 

 

3.2.4 Eigenvector Centrality 

The importance of a node in a network can be measured by using the eigenvector centrality. The relative scores 
to all the nodes in the network based on the principle that connections with the highest scores of nodes contribute 
more compared to the lowest scores of nodes. In contrast to degree centrality, eigenvector centrality favours 
nodes that are connected to nodes that are themselves central within the network (Lohmann, 2010). In the 
Tschuprow’s measure of association, WPS8 (0.3904) had the highest score, and strong relationships with AC7 
(0.3809) and WPS2 (0.3048). These nodes had excellent positions and had the highest potential to spread the 
information throughout the network within a short time. 

3.2.5 Overall Centrality  

The score for each centrality measure had different roles or functions in every characteristic; thus, the overall 
centrality measure was needed because the overall centrality measure would identify the most important 
characteristic. Here, the overall centrality measure was defined as an optimal linear combination of the four 
centrality measures. The optimality characteristics were based on the PCA of data matrix of size 204 x 4, which 
represented the 204 respondents and the scores in the four centrality measures. The first principal component 

1 NC6 4 1 WPS8 0.6181 1 WPS8 0.2108 1 WPS8 0.3904 1 WPS8 0.0051
2 WPS2 3 2 AC7 0.5533 2 WPS9 0.2063 2 AC7 0.3809 2 WPS6 0.0048
3 WPS3 3 3 WPS6 0.5385 3 AC7 0.2021 3 WPS2 0.3048 3 WPS9 0.0047
4 WPS6 3 4 WPS9 0.5047 4 WPS10 0.2 4 AC1 0.2999 4 WPS10 0.0047
5 WPS8 3 5 WPS10 0.4966 5 WPS7 0.1921 5 WPS9 0.2369 5 WPS7 0.0047
6 AC1 3 6 WPS7 0.4858 6 WPS6 0.1831 6 WPS6 0.2169 6 WPS1 0.0044
7 AC7 3 7 AC1 0.3887 7 AC1 0.1831 7 AC8 0.2099 7 WPS2 0.0039
8 CC3 3 8 CC4 0.274 8 WPS2 0.1814 8 WPS3 0.2009 8 AC7 0.0038
9 CC4 3 9 NC4 0.2672 9 AC8 0.1749 9 CC4 0.1871 9 WPS3 0.0036

10 CC6 3 10 NC6 0.2389 10 CC4 0.1632 10 WPS10 0.1694 10 AC1 0.0033
11 WPS7 2 11 WPS15 0.2294 11 NC4 0.1632 11 NC6 0.1661 11 WPS4 0.0033
12 WPS9 2 12 WPS2 0.193 12 WPS15 0.1618 12 WPS15 0.1655 12 WPS5 0.0033
13 WPS10 2 13 CC3 0.193 13 AC2 0.1579 13 WPS7 0.1635 13 WPS15 0.0029
14 WPS11 2 14 WPS14 0.1889 14 WPS3 0.1566 14 AC2 0.1623 14 AC8 0.0028
15 WPS12 2 15 AC8 0.1889 15 WPS1 0.1542 15 NC4 0.1621 15 WPS14 0.0027
16 WPS13 2 16 WPS11 0.1457 16 AC6 0.1529 16 CC3 0.1461 16 AC6 0.0026
17 WPS14 2 17 AC6 0.1457 17 NC6 0.1461 17 WPS1 0.129 17 WPS11 0.0026
18 WPS15 2 18 WPS3 0.1012 18 CC3 0.145 18 AC6 0.1152 18 AC2 0.0025
19 WPS16 2 19 CC6 0.1012 19 WPS14 0.1439 19 CC6 0.0963 19 AC5 0.0025
20 AC2 2 20 WPS12 0.0999 20 CC1 0.1408 20 WPS14 0.0912 20 WPS12 0.0025
21 AC3 2 21 AC2 0.0999 21 AC3 0.1378 21 NC2 0.0899 21 AC3 0.0024
22 AC5 2 22 AC5 0.0999 22 WPS4 0.1359 22 WPS4 0.085 22 WPS16 0.0023
23 AC6 2 23 NC2 0.0999 23 WPS5 0.1359 23 WPS5 0.085 23 WPS13 0.0023
24 AC8 2 24 WPS13 0.0513 24 AC5 0.1349 24 AC3 0.0837 24 CC1 0.0022
25 NC2 2 25 WPS16 0.0513 25 NC2 0.1296 25 CC1 0.0792 25 CC2 0.0022
26 NC3 2 26 AC3 0.0513 26 WPS11 0.1287 26 NC5 0.0703 26 AC4 0.0022
27 NC4 2 27 NC3 0.0513 27 CC6 0.1287 27 NC7 0.0703 27 WPS17 0.0022
28 WPS1 1 28 WPS1 0 28 NC5 0.1279 28 AC5 0.0624 28 CC4 0.0019
29 WPS4 1 29 WPS4 0 29 NC7 0.1279 29 CC2 0.0618 29 NC4 0.0019
30 WPS5 1 30 WPS5 0 30 CC2 0.127 30 WPS11 0.0501 30 NC6 0.0018
31 WPS17 1 31 WPS17 0 31 AC4 0.1215 31 NC3 0.0463 31 CC3 0.0017
32 AC4 1 32 AC4 0 32 WPS16 0.12 32 CC5 0.0408 32 CC6 0.0014
33 CC1 1 33 CC1 0 33 WPS12 0.1157 33 CC7 0.0408 33 NC2 0.0014
34 CC2 1 34 CC2 0 34 NC3 0.1157 34 AC4 0.0354 34 NC3 0.0013
35 CC5 1 35 CC5 0 35 CC5 0.1144 35 WPS16 0.0321 35 NC5 0.0011
36 CC7 1 36 CC7 0 36 CC7 0.1144 36 WPS12 0.0271 36 NC7 0.0011
37 NC1 1 37 NC1 0 37 WPS17 0.1074 37 NC8 0.0196 37 CC5 0.0011
38 NC5 1 38 NC5 0 38 WPS13 0.1046 38 WPS13 0.014 38 CC7 0.0011
39 NC7 1 39 NC7 0 39 NC8 0.104 39 WPS17 0.0136 39 NC8 0.0011
40 NC8 1 40 NC8 0 40 NC1 0.0949 40 NC1 0.0059 40 NC1 0.0011

Degree Betweenness Closeness Eigenvector Overall
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explained 92.8% of the total variations, and the second principal component only explained about 0.062%, which 
was very small compared to the first principal component. The overall centrality measure was determined since 
the first principal component was sufficiently adequate. The values of each eigenvector were e1 = 0.042046, e2 = 
0.002789, e3 = 0.000401, and e4 = 0.000064. The values were substituted in Equation (6) to find the overall 
centrality. The most important characteristics were WPS8 (0.0051) and WPS6 (0.0048). 

4. Concluding Remarks 
The connections among the nodes that were linked to the groups were different from both measurements of the 
association. The 40 factors were supposed to gather in their own groups. By referring to the MST results, 
according to the Spearman correlation coefficient, WPS16, WPS17, NC1, NC8, and AC4 were separated from 
their own groups. WPS16 and WPS17 were directly under the AC group; meanwhile, NC1 and NC8 were 
directly under the WPS and AC groups relatively. Another node, AC4, was under WPS17, which was directly 
under the AC group.  

In the Tschuprow’s measure of association, the connections in the network were better compared to the 
Spearman correlation coefficient. All nodes gathered in their own groups, except for WPS16, WPS17, and NC1. 
WPS16 and WPS17 were still directly under the AC group and only NC1 was directly under the WPS group. 
NC8 was already directly under the NC group. 

From these results, the Tschuprow’s measure of association showed better performance than the Spearman 
correlation coefficient. A good measure represents the reality. In this study, all the factors in the same groups 
were highly correlated to each other. From the MST results, the Tschuprow’ measure of association gave better 
results in the grouping of the 40 factors into their own groups, as compared to the Spearman correlation 
coefficient. The results from the Tschuprow’s measure of association showed that almost all the characteristics 
were gathered or clustered in their own groups. This means that the Tschuprow’s measure correlated better than 
the Spearman correlation coefficient. It grouped the factors under the right groups, and hence, more effective 
than the Spearman correlation coefficient. 

The results of the overall centrality measure showed that the most important factors were WPS8 (0.0051), WPS6 
(0.0048), WPS9 (0.0047), WPS10 (0.0047), and WPS7 (0.0047) for the Tschuprow’s measure of association. 
These 5 factors were the most important and influential factors.  

WPS8 = My organization respects my “inner life”. 

WPS6 = I feel positive about the values prevailing in my organization. 

WPS9 = My organization helps me to live in peace/harmony with myself. 

WPS10 = The leaders of my organization try to be helpful to the larger social good of the community. 

WPS7 = People feel good about their future with the organization. 

These 5 factors showed the work attitude among Malaysian academicians in the public universities. The factors 
were from the same group of WPS. The factors were concerned about the work environment, including the 
members in the organization. The role of a public university in Malaysia in handling the challenges to increase 
the tertiary education system is very important and it must include the development of humanistic work 
environment as well. The high performance of an employee in an organization would definitely help to 
strengthen and increase the level of productivity, efficiency, and the quality in the organization. 

In the future, we suggest that this study is continued with another measure of association, for example, the 
Pearson correlation coefficient. One can also concentrate on every group instead of studying all the groups. This 
means that every group has their own MST and centrality measures. By doing so, more information can be 
obtained based on groups. Perhaps, the results can help the Malaysian government to come up with a better 
strategic plan for development. 
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Abstract 
This paper presents an analysis of effect of inductor and switch losses on output power and efficiency of low 
power class-E power amplifier. This structure is suitable for integrated circuit implementation. Since on chip 
inductors have large losses than the other elements, the effect of their losses on efficiency has been investigated. 
Equations for the efficiency have been derived and plotted versus the value of inductors and switch losses. 
Derived equations are evaluated using MATLAB. Also, Cadence Spectre has been used for schematic simulation. 
Results show a fair matching between simulated power loss and efficiency and MATLAB evaluations. 
Considering the analysis, the proposed power amplifier shows about 13 % improvement in power effiency at 400 
MHz and -2 dBm output power. It is simulated in 0.18 μm CMOS technology. 

Keywords: low power, class e, power amplifier, efficiency analysis 
1. Introduction 
High efficiency and low level output power design of power amplifier (PA) is a requirement for optimization of 
the energy efficiency of the transmitter which is one the key building blocks of sensor nodes in wireless sensor 
networks. The class-E power amplifier can ideally achieve 100% efficiency. This high efficiency has spurred 
many research interests on the design and analysis of Class-E Pas (Apostolidou, et al, 2009; Lee, et al 2010; 
Brama, et al, 2008; Mertens, et al, 2002; Tsai, et al, 1999; Reynaert, 2006). The conventional class-E power 
amplifier can produce large power levels with good efficiency (Lee, et al 2010; Brama, et al, 2008; Mertens, et al, 
2002. Most of the existing Class-E PA designs have been optimized to work at high output power levels, ranging 
from 23 to 33 dBm (Lee, et al 2010; Brama, et al, 2008; Mertens, et al, 2002; Tsai, et al, 1999; Reynaert, 2006; 
Mousa, 2013). If these fully integrated PAs are used in applications requiring low level output power such as 
wireless body sensor networks, the overall efficiency significantly degrades (Tan, et al, 2012). For example 
Bluetooth and ZigBee standards are short range standards that their output power level are from 0 to 10 
dBm(Retz, et al, 2009; Eo,et al, 2007; Bae, et al, 2011) and in wireless body sensor networks it is even under 0 
dBm (Cook, et al, 2006;Tan, et al, 2012). Therefore, high efficiency PA with low level output power is critical to 
short range wireless sensor network. 

The efficiency of low power class-E power amplifier (LPCEPA) introduced by Jun Tan (Tan,et al, 2012) is 
appropriate for use in transmitter block of the sensor node in short range wireless sensor networks. LPCEPA 
architecture is a proper option for fully integrated PA solutions. Among the elements of a fully integrated design, 
on chip inductors have large losses than the others and have the most adverse effect on overall efficiency of the 
transmitter.  

In this paper, to investigate the effect of inductor losses on LPCEPA efficiency, the equations of losses of 
elements and efficiency of PA vs. losses are derived and based on these observations an appropriate PA has been 
proposed.  

The rest of this paper is organized as follows: In Section 2, the circuitry of the LPCEPA and circuit description is 
presented. Section 3 presents the analytical equations of the losses. In section 4, simulation results of the 
proposed PA are presented. Section 5 concludes the paper. 
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Figure 1. Schematic diagram of the LPCEPA 
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Figure 2. Schematic diagram of the LPCEPA with losses modelled as resistor 

 

2. Circuit Description 
With the following assumptions, the circuit model of LPCEPA shown in Figure 1 has been selected for 
evaluation.  In the analysis of PA, except the resistor RL, all of the elements are supposed to be ideal and the 
transistor is an ideal switch with zero and infinite resistance when turns on and off, respectively. Two equations 
define the class-E PA conditions, as below: (Apostolidou, et al, 2009; Lee, et al 2010; Brama, et al, 2008; 
Mertens, et al, 2002; Tsai, et al, 1999; Reynaert, 2006) 

1 1
1 1

( )
( ) 0, 0

dV t
V t

dt
                                    (1) 

where t1 is the time that switch turns on. 

This equivalent circuit consists of a switch shunt capacitance C0, matching network and load resistor RL. For the 
analysis, suppose that frequency of input signal, voltage of power supply and duty cycle are known variables. 
Unknown variables in the circuitry of Figure 1 are six variables; C0, C1, C2, C3, L0 and L1. To find unknown 
variables, six independent equations are required. Four new design variables are defined as: 

1 2
0

1 2
eq

C C
C C

C C
 


                                 (2) 

1 1 2/ ( )C C C                                     (3) 

0 / eqC C                                   (4) 

0 01 / ( )eqq L C
                                 (5) 

where Ceq denotes the total capacitance at node V1 ,  is the ratio of C1 to C1+C2,  is the ratio of parallel 
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capacitance C0 to Ceq and q is the normalized frequency. The design challenge is to compute these four new 
variables. Once calculated, the value of the real elements C0~C2 and L0 can be specified. The two variables Ia and 
 are concluded next. When the switch is off, KCL equations at nodes V1 and V2 are: 

 

1 2 2
1 2 0

( ) ( ) ( )
( ) cos( )a

dV t dV t dV t
C C I t

dt dt dt
                     (6) 

1 1 2
0 0 1

( ) ( ) ( )
( ) ( )L

dV t dV t dV t
i t C C

dt dt dt
                           (7) 

and the voltage drops across the inductor L0 are as follows for the time switch is off and when it is on, 
respectively.  

0
1 0

( )
( )

L
DD

di t
V V t L

dt
                                    (8) 

0
0

( )L
DD

di t
V L

dt
                                     (9) 

When the switch is ON, node V2 requires: 

2
1 2 0

( )
( ) cos( )a

dV t
C C I t

dt
                               (10) 

Solving differential equations, the waveform of V1, V2 and IL when switch is off are: 

1 1 1 2 1 02
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1DD DD DD DDV t AV t A V t V t V
q

        


                  (11) 
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       (13) 

The variable  is defined as: 

0

a

eq DD

I

C V




                                   (14) 

For determining A1, A2 and , boundary conditions of voltage waveform V1 can be used. The initial condition of 
V1 is V1 (0) = 0. Solving the linear algebraic equations, the variables of A1, A2 and  are:  

2 1 3 4 1 2
1

1 2 1 2

(sin( ) sin( ) sin( ) sin( )) sin( ) sin( )
.

sin( ) sin( ) 2 sin( ) sin( ) sin( )

q a a a a a a
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                      (15) 
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                        (16) 
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                  (17) 

and for the time interval that switch is on, V1 is zero. Also, the current of inductor L0 is:  

0 1
0

( ) ( )DD
L L

V
i t t i t

L
 

                                    (18) 
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By solving differential equation (10), V2 can be calculated as: 

2 0 3
1 2 0

( ) sin( )
( )

a
DD

I
V t t A V

C C
 


   


                      (19) 

to satisfy that all waveforms are periodic with the period of T,  is:  

 

1 2 3 1

2 3 1

2
tan ( )

2

k q Dk k

g q Dg g




  


                                 (20) 

The variables a1, a2, a3, a4, a5, k1, k2, k3, g1, g2 and g3 used in equation above are given in the Appendix A. The 
output impedance Zout at the first frequency can be computed by: 

0 1 0
3 0

1
( || )ut LZ R jL

jC



                                  (21) 

Because V2 is a periodic waveform, it can be expanded into its Fourier series. At the first frequency ω0, Zout is: 

2 _1
0 1 _ _exp[( ) ]ut out real out imag

a

V
Z j Z Z

I
    

                        (22) 

V2_1 and 1 are amplitude and phase of the fundamental harmonic of V2, respectively. From (21) and (22) 
equations, the C3 and L1 can be calculated. 

With computing average current of L0 inductor, consumption power can be calculated as below: 

2
DC DD eqP V C h                                        (23) 

The variable h is given in the Appendix A 

3. Analysis of Power Losses and Efficiency 
In analysis of losses of LPCEPA, losses of elements are shown by a resistor in series with elements. Figure 2 
shows the equivalent circuit of the power amplifier. The rL0 and rL1 are losses of the inductors L0 and L1, 
respectively. To simplify derivation of loss equations for inductors, root means square (RMS) current of L0 
inductor and maximum current of L1 inductor are determined with suppose that currents of elements stay no 
changed when parasitic resistance are not zero. 

The RMS current of inductor L0 is:  

0 0

2
,

0

1
( )

T

rms L LI i t dt
T

                                      (24) 

and power loss in L0 inductor is determined by:  

0 0 0

2
, , .loss L rms L LP I r                                    (25) 

For the time in which the switch is OFF (0<t<t1) iL0 is presented by equation 13 and for ON time of the switch 
it is given by equation 18. By integrating current from 0 to t1 and from t1 to T, Irms,L0 can be calculated as: 

0, 1 2 3 4 5 6 7

1
( )rms L eqI C E E E E E E E

T
                            (26) 

where variables E1~ E7 are given in the Appendix B. 

Also, power loss in inductor L1 is determined by: 

1 0

2
, 0.5 .loss L a LP I r                                  (27) 

Ia is:  
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a

C V
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                                      (28) 

The current that flows through capacitor C0 is:  

0

1
0C

dV
i C

dt


                                      (29) 
The RMS current of capacitor C0 is given by equation 30. 

0

4 2 2
, 0 1 2 3 4 5 6

1
( / / / )rms CI C E E E q E E q E q

T
                         (30) 

The power loss in shunt capacitor C0 is shown in equation 31. 

0 0 0

2
, , .loss C rms C CP I r

                                 (31) 

Same procedure for capacitors C1 and C2 is done and equation for their current, RMS current and power loss are 
given by equations 32 ~ 37. 

1 2
1 1( )C

dV dV
i C

dt dt
 

                                (32) 
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1
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2
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2

4 2 21 2
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1 2

1
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2 2 2

2
, , .loss C rms C CP I r                                   (37) 

Considering Figure 2 the current flowing through C3 can be calculated as: 

3

0
, 2

0( ) 1
m C a

RC
I I

RC







                              (38) 

And its power loss is: 

3 3 3

2
, ,0.5 .loss C m C CP I r

                               (39) 

To calculate losses of switch resistance, its current must be known. When switch is open, its current is zero and 
when it's closed, its current is calculated using KCL in V1 node as follows: 

    

0 1sw L Ci i i                                   (40) 

and its RMS value is calculated by:  

1

2 2 2 2 2
, 9 10 7 2 6 1 2/ / ( ( ) )rms swI E E Ceq E T C C E q C C T                    (41) 

then, the losses of switch is: 

2
, , .loss sw rms sw swP I r                                      (42) 
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Total power loss in the LPCEPA is the sum of power loss in inductors L0 and L1 and power loss in capacitances 
C0~C3.  

, 0 , 1 , 0 , 1 , 2 , 3 ,Loss loss L loss L loss C loss C loss C loss C loss swP P P P P P P P                        (43) 

Total power consumption is given by equation 23 and efficiency of the PA is: 

DC loss

DC

P P

P
 


                                  (44) 

4. Simulation Results 
The purpose of design of the LPCEPA is to be used in the transmitter of a short range wireless sensor network 
structure. Major advantages of LPCEPA are low level output power, high efficiency and on chip implementation 
of all elements. Since on chip inductors have large losses than the other elements, their effect on overall 
efficiency of PA has been discussed. To investigate the losses of on chip inductors in the PA, a schematic of 
LPCEPA (Figure 2) has been simulated with element values listed in Table1 using Cadence Spectre. Furthermore, 
equations governing this structure have been evaluated in MATLAB. In these simulations, only the losses of 
inductors and switch have been considered. Waveforms of the voltage of the drain terminal and the current of the 
inductor L0 are shown in the Figure 3. Figure 4 shows the efficiency versus the losses of L0, L1 and switch when 
considered separately and together. Figure 5 shows the same for MATLAB evaluation. 

Figure 3. Waveforms of the drain node voltage and L0 inductor current 

 
Table 1. Simulation parameters and element values for simulated 

 
 

 

 

 

 

 

 

 

 

 

 

 

Parameters & Elements Value Unit 

L0 3.3 nH 

L1 3.3 nH 

C0 240 fF 

C1 1 pF 

C2 1.3 pF 

C3 1.6 pF 

RL 50 ohm 

Frequency 2.4 GHz 

Duty cycle (D) 0.5 -- 

Power Supply 0.5 Volt 
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Figure 4. Efficiency of PA versus losses of inductors and switch (Cadence Spectre) 

 

 
Figure 5. Efficiency of PA versus losses of inductors and switch (MATLAB) 

   

Considering the efficiency analysis of the amplifier it can be concluded that to decrease the losses, output 
network can be changed such that the first harmonic RMS current does not pass through the inductor. To do this, 
we propose the following circuit. Simulation results for two structures show about 13 % improvement in 
efficiency.  
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Figure 6. Proposed PA 

 

To investigate the results, structures of Figure 1 and Figure 6 have been simulated using the component values 
listed in Table 2. PAE of both circuits versus series loss of inductors have been shown in Figure 8. For a 4-ohm 
series resistance, the difference in PAE of two circuits is 19%. Also, the analysis of both structures employing on 
chip inductors for -2 dBm output power at 400 MHz frequency shows that PAE of circuit LPCEPA (Figure 1) is 
20% and that of circuit proposed PA (Figure 6) is 33%. Results are summarized in Table 3. 

The proposed fully integrated amplifier for 400 MHz and -2 dBm has been shown in Figure 6. Component 
values are listed in Table 2. As supply voltage varies from 0.35 V to 0.6 V the output power varies from -3.1 
dBm to 1.1 dBm (Figure 9).  

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Efficiency of LPOCEPA versus losses of inductors (Cadence Spectre) with 2.4 GHz 

 

 
Figure 8. PAE of proposed PA Figure 5 and Figure 4 of circuit with losses of inductors 
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Figure 9. PAE and Pout of the proposed PA versus power supply 

 

Table 2. Component value list for circuits of Figure 1 and Figure 6 

Circuitry of Figure 6 Circuitry of Figure 1 Parameter 

0.18 0.18 Technology (m) 

0.5 Volt 0.5 Volt Power Supply 

400 MHz 400 MHz Frequency 

0.4 0.4 Duty cycle 

capacitors InductorscapacitorsInductorsSub.  

4.2 pF 10.5 nH 1.65 pF 10.5 nH 0 

9 pF 9.2 nH 5.52 pF 9.2 nH 1 

 12.9 pF --- 12.9 pF --- 2 

40p --- 32.8 pF --- 3 

4p ---- ---- --- 4 

 

Table 3. Results of the amplifiers of Fig. 1 and Fig. 6 for the component values listed in Table 1 

 

 
5. Conclusion 

In this paper, the effect of element losses on PA efficiency has been investigated. Since LPCEPA is suitable for 
fully integrated implementation and among the integrated elements on chip inductors have larger losses, 
equations for the efficiency have been derived and plotted versus the value of inductors losses. Results show that 
one of the inductors has larger contribution to the overall drop in efficiency. Derived equations are evaluated 
using MATLAB. Cadence Spectre has been used for schematic simulation. A fair matching between simulated 
power loss and efficiency and MATLAB evaluations can be seen from the plots. Considering the analysis, the 
proposed power amplifier shows about 13 % improvement in power efficiency at 400 MHz and -2 dBm output 
power level. The proposed PA is simulated in 0.18 μm CMOS technology. 
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Abstract 
The gravitino has been explained to exist with a low mass (Tahan 2013). BICEP2 results support a mass close to 
1014GeV. Though the BICEP2 conclusions have been celebrated by numerous physicists with fewer scientists 

indicating problems with the data, 07.0
05.020.0r 

  from BICEP2 (BICEP2 Collaboration 2014) can be understood 

improbable by simply focusing on the mass of the gravitino. This manuscript presents a method involving 
increasing string vibrations to measure the gravitino mass in the laboratory. 

Keywords: gravitino, BICEP2, dark matter, string experimentation 

1. Background 
In attempts to understand how gravity fits in the Standard Model the gravitino has been an unavoidable subject 
since it is a superpartner of the graviton, specifically regarding supergravity analogous to electroweak theory W 
and Z bosons. Accordingly, the gravitino has been well-studied including for troubling Universe topics as dark 
matter, which has forced the issue of the superparticle mass if wishing to study gravity in the evolution of the 
Universe. Inflation emerged as the most popular scenario for the development of the Universe and consequently 
the gravitino has been tied to different inflation theories. The mass of the superpartner has usually been a 
primary point in the ideas related to how the gravitino can exist with inflation, even having led to disfavoring 
gravitino dark matter because of discussions regarding how the mass could have prevented the existence of the 
Universe, e.g. the gravitino problem (Weinberg, 1982). Therefore, the gravitino became a less popular topic of 
study, particularly considering that evidence for supersymmetry or string theory has been nonexistent. 

A recent report from the BICEP2 collaboration has reintroduced the possibility for the existence of the gravitino 
with a large mass, which has not been a primary topic in papers referencing the findings. The mass may not have 
been well-discussed so far since perhaps it has been considered, like other particles, an unavoidable result of the 
overall events suggested by the BICEP2 data. Still, the BICEP2 work discussing quantum gravity requires 
clarification for the existence of a high mass gravitino, particularly considering past studies. By considering the 
mass in relation to work performed with an instrument that permitted graviton appearance in the lab (Tahan 2011) 
while remembering theoretical studies of the gravitino, the high mass alone would suggest that the BICEP2 
findings are questionable. 

1.1 Introduction 

Though the BICEP2 team has not presented all data and the 07.0
05.020.0r 

  result is inconsistent with Wilkinson 

Microwave Anisotropy Probe (WMAP) satellite (Hinshaw et al., 2013) and Planck satellite information (Planck 
Collaboration, 2014) thus far, the BICEP2 report has been received predominantly with great fanfare. The 
BICEP2 conclusions support quantum gravity, which again would suggest the existence of the gravitino. 
However, according to the BICEP2 findings the gravitino mass would have to be about 1014GeV, which was less 
acceptable before the BICEP2 report due to reasons including a large mass and decay products possibly 
influencing overclosure of the Universe (Jeong & Takahashi, 2012) or Big Bang Nucleosynthesis (BBN) 
(Kawasaki, Kohri, Moroi, & Yotsuyanagi, 2008). 
Apart from scholars using the BICEP2 results to support their work, the majority of subsequent papers have 
discussed how the visible Universe could exist involving inflation in consideration of the data, though 
researchers have written that Β-mode polarization is not necessarily evidence for inflation (Brandenberger, 2011). 
Few publications have addressed the limitations of the BICEP2 instrumentation, e.g. compared to the Planck 
satellite regarding operating frequencies. Rarely have scientists scrutinized the data, including specific points on 
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graphs that may not fit explanations. Little criticism has been presented regarding unusual methods the BICEP2 
team may have used to analyze or compare data particularly to information from other projects, and minimal 
discussion has existed regarding what the BICEP2 team may have overlooked, e.g. the Wolleben New Loop 
(Wolleben, 2007; Liu, Mertsch, & Sarkar, 2014). Papers indicating that BICEP2 data diverge from theory, for 
instance not allowing string theory and inflation to coexist (Sakellariadou 2014), have not expressed the results 
to be worrisome but instead have explained the discrepancies to mean that BICEP2 has shown that events in the 
progression of the Universe need to be modified to allow for BICEP2 findings. And the gravitino seldom has 
been mentioned; manuscripts suggesting that the high mass makes the BICEP2 results questionable are 
uncommon. Instead scientists have proposed situations to allow for a large gravitino mass (Fan, Jain, & Ozsoy, 
2014). 

The inability of synchrotron teams to find supersymmetry suggests a broken symmetry, permitting more massive 
superparticles than related Standard Model bodies. Prior to the BICEP2 conclusions certain symmetry breaking 
theories permitting near apart from significantly above 1TeV gravitinos were disfavored (Jeong, Park, Stewart, & 
Kadota, 2004, Endo, Hamaguchi, & Takahashi, 2006), additional references could have been presented. 
Manuscripts have not properly clarified what type of supersymmetry breaking would have allowed for events 
including the massive gravitino, i.e. particular scenarios conflict discounted proposals or ideas in different papers 
are contradictory or incompatible. 

2. Tool for Explorations beyond the Standard Model 
A tool for explorations beyond the Standard Model exists that has allowed for the visualization of an open string 
and D-brane (Tahan, 2011). Results supported a sub-keV gravitino mass, being the lightest superparticle (LSP) 
involving minor violation of R-parity and potentially dark matter that includes fifth dimension primordial black 
holes (Tahan, 2013). With inclusion of a slight violation of R-parity the gravitino LSP has a duration beyond the 
lifetime of the Universe (Takayama & Yamaguchi, 2000) and primordial black holes and the small massed 
gravitinos would be cold dark matter in consideration of entropy (Lemoine, Moultaka, & Jedamzik, 2007). 
Additionally, work with the Figure 1 set-up that showed the prevalence of branes supported the existence for a 
division of an underlying superparticle and graviton area and the Standard Model visible sector. 

Conclusions due to use of the Figure 1 set-up force the BICEP2 results in consideration of the gravitino mass to 
be considered highly improbable and suggest that a method for determining the validity of the BICEP2 work 
would be to use the Figure 1 technique to understand the mass of the gravitino. The symmetry breaking due to 
the set-up was periodic. By that, multiple Hydrogen branes were influenced during approximately hour long 
trials so that by surrounding the set-up with proper detectors, several opportunities for gravitino mass 
measurements would arise per trial. 

The gravitino weakly couples to matter thereby making direct detection doubtful at colliders. Researchers 
preferring late decay in the Cosmos especially involving the LSP gravitino have proposed discovery through 
next to lightest superparticle (NLSP) decay. NLSP decay to gravitinos would be unlikely if the gravitino is the 
LSP with slight violation of R-parity. The NLSP would be ephemeral and decay straight to R-parity even 
particles (Takayama & Yamaguchi, 2000), lowering the possibility for gravitinos to be found at synchrotrons 
thereby suggesting that solely the Figure 1 procedure could permit gravitino detections including perhaps other 
superpartners if incorporating the right detectors with the set-up. Also, this work should not be considered to 
disfavor inflation. Describing small massed gravitinos as the LSP and cold dark matter support a relationship 
between supersymmetry and inflation (Tahan, 2013). This manuscript is intended only to suggest that 
disagreement regarding the accuracy of BICEP2 findings, particularly if upcoming data as from the Planck 
satellite do not resolve questions related to the results, possibly can be settled with a direct measure of the 
gravitino mass using the Figure 1 set-up. Though regardless of future collaboration reports, only the Figure 1 
instrument allows for specific studies and appearances, e.g. the direct observations of strings (Tahan, 2011). 
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Figure 1. Basic apparatus 

Laser light (Quartet Standard Laser Pointer), ≈.017m from the middle and about .01-.02m from the bottom of a 
graphite tube creating an approximately .004-.005m line on the side of the tube closest to the S pole of a gap 
magnet, for the D-brane trials was removed for Figure 1, which is the basic set-up. Incorporation of the laser was 
to examine the possibility of the bending of spacetime resulting from gravitons emerging due to symmetry 
breaking (Tahan, 2012) and interacting with the tube, imparting mass-energy thereby causing the tube to bend 
spacetime sufficiently to alter the direction of the light. Sulfuric acid (H2SO4) (typically 20.mL, 96% concd. 
Mallinckrodt Analytical Reagent, ACS) was in the tube for each experiment. Approximately 99.7kPa and 98-100% 
were the barometric pressure and relative humidity (Boston, MA, CW1378) during the largest laser light D-brane 
trial (Tahan, 2011). The tube was clamped in the static magnetic field, N and S being the poles of the gap magnet, 
measuring about 2000Gs. Small distance variations toward the S pole were immaterial: ≈.004-.012m should 
allow for observations. Wires from a breadboard to which the function generator was attached to a LED supplied 
≈2Hz (2.000-2.012Hz) and Vp-p=4.312-4.437, predominately 4.375, to the graphite container. The low frequency 
was not intended to alter Hydrogen alignment in the magnetic field. The set-up was ineffective when the magnet 
was removed. One wire with an alligator clip is required; three wires were connected triangularly to the top of 
the tube to be sure that the frequency and amplitude were being supplied--in view of potential inoperability in an 
experiment as because of clip corrosion from acid exposure. The graphite tube, clamp that held the tube, and the 
stand to which the clamp was attached that included the ≈.153kg clamp holder were ≈.098-.099kg, near .230kg, 
and about 1.458kg respectively. The set-up requires the frequency and amplitude, tube (Crucible, Saed/Manfredi 
G40, 1.5"OD x 1.25"ID x 3.75"DP), constant magnetic field strength (≈2000Gs), and concentrated sulfuric 
acid--the only components always needed. Manners for supplying the parts can be tested, for example Hydrogen 
from a different source than H2SO4. But modifications to the components may be needed depending on the 
change: e.g. the amplitude may require adjustment. When utilizing only one wire, if the set-up is inoperable and 
the clip is well-attached and not requiring replacement, especially if a researcher had attached the three wires 
dissimilarly modification of the amplitude may be necessary, imagining the three wires to have supplied quanta 
differently for suitable string vibrations. The graphite tube and acid supply should be changed occasionally to 
avoid variables, for instance impurities in the acid or eventual deformation of the tube due to the acid that may 
inhibit regular frequency conduction. The acid should be replaced in the tube for each trial unless the examiner 
wishes to test a particular aspect of the set-up involving the acid. The Figure 1 apparatus permits periodic 
appearances of superpartners and gravitons that can be presented similarly to a reaction: gluon, gluon, gluon, 
gluino, gluino, gluino, photon, proton, electron, W- boson, Higgs boson, Z boson, axion, dilaton→graviton, 
gravitino, neutron, electron neutrino, graviscalar, graviphoton, photon, photon, photon, sneutrino, selectron, 
saxion (Tahan, 2012). 

 

Use of the set-up allowed for the writing of the reaction in the Figure 1 description that was utilized for a 
calculation 125.81GeV of the Higgs Boson mass (Tahan, 2012). After learning that the calculated mass was not 
dissimilar from collider discoveries (Incandela, 2012; Gianotti, 2012), in view of the reaction the gravitino was 
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(Hz, Vp-p) 

Wire and 
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thought should not be greater than 1keV, also while considering theoretical work instructing that gravitinos with 
a larger mass would have overclosed the Universe (Cho & Uehara, 2004)--appreciating the superparticle as the 
LSP therefore avoiding issues with BBN. The gravitino being a light superpartner, particularly the LSP, would 
support the body as dark matter (Giudice & Rattazzi, 1999; Takayama & Yamaguchi, 2000). The reaction can be 
utilized to predict bodies and rewritten to contain or remove particles if understood required primarily after using 
suitable detectors with the set-up. 

3. String Experimentation 
Prior to work with the Figure 1 set-up, strings were unknown to exist and scientists believed that the predicted, 
required high energies to observe strings made the possibility of related work unlikely. The BICEP2 report being 
supportive of quantum gravity, i.e. the graviton, would be suggestive of the existence of strings since quantum 
gravity is well-accepted among theorists as a string theory (Scherk & Schwarz, Phys. Letters, 1974). The Figure 
1 method is the only tool that permits the direct visualization of strings, including allowing for the guiding of 
gravitons to locations that results in the gravitons imparting mass-energy that occurred in the lab for the Figure 1 
graphite tube, causing the curving of spacetime and resultantly the bending of the laser light around the tube 
(Tahan, 2011). 

For experiments, the initial hypothesis for use with the Figure 1 apparatus that led to gravitons in the laboratory 
concerned principles of string theory regarding Hydrogen. The method involved 2Hz with a particular amplitude 
to create vibrations of the Hydrogen brane that resulted in increasing energy and eventually symmetry breaking 
that was periodic in the concentrated H2SO4 supply for Hydrogen, i.e. symmetry breaking for various Hydrogen 
happening at distinct times in the usual roughly one hour experiments. Specifically, the foundation of Hydrogen 
(protons) is the string, principally gluon field strings, with tension that can be altered with a magnetic field 
thereby permitting increased vibrations due to electromagnetic energy of the proper frequency and amplitude in 
consideration of the manipulated tension. 

The escalating vibrations of a string are identical to an increasing energy (Scherk & Schwarz, Nucl. Phys. B, 
1974). The 2Hz was useful mainly due to influencing gluon field strings: a strong force string underlying a 
uniform field of quanta (Yang & Mills, 1954). The field strength (coupling constant) between quarks is 
consistent (Mills, 1994); as energy increased the coupling constant decreased (Aharony, Gubser, Maldacena, 
Ooguri, & Oz, 2000). Hydrogen maintaining alignment in the magnetic field caused the tension of the Hydrogen 
brane and associated strings to stay continuous thus allowing for growing vibrations. Consequently ultimately 
the proton, involving electron capture (Tahan, 2012), fell apart thereby permitting the glueball and symmetry 
breaking. In other words, if appreciating Yang-Mills theory to be a quantum gauge theory with the gauge group 
SU(N) being equivalent to a string theory with 1/N as the string coupling constant ('t Hooft, 1974, Maldacena 
1998) the strong force coupling constant steadily reached the limit 1/3, a large N analogous to a vibration limit 
(Aharony, Gubser, Maldacena, Ooguri, & Oz, 2000), because of the incessant 2Hz quanta that resulted in 
deconfinement. Namely, the coupling constant can be considered inversely proportional to an energy that 
corresponds to the gluon field. Increasing string vibrations result in a gluon field advancing toward a limit 
infinity ('t Hooft, 1974). At high energy due to approaching the limit, the coupling constant became zero that 
permitted liberation of gluon strings. The glueball occurring from the coalescing of the strings before the 
massive superpartners of the graviton (Tahan, 2012) suggested that confinement and the Higgs mechanism are 
attributes of the strong force string (Fradkin & Shenker, 1979). 

Using 2Hz with a particular amplitude could allow the Figure 1 method to be thought a low energy technique. 
However, what should be remembered is that a string is energy. Specifically, a problem for scholars has been to 
define energy, which is resolved by equating energy to a string that becomes a greater quantity of energy the 
more it vibrates. The 2Hz was a resonant frequency for the altered strings of the Hydrogen in the magnetic field, 
creating steadily growing string vibrations thereby increasing energy that influenced the structure of the 
Hydrogen. The required point at which the symmetry breaking process occurred was reached as the strings 
vibrated that can be visualized with the involved particles of the Figure 1 reaction, which again can be edited 
with future studies using the instrument. By that, the needed high energy for deconfinement was provided by the 
Hydrogen, videlicet its strings. 

The ease of set-up permits testing predictions inexpensively and in a typical laboratory setting. Thus, possible 
due to the Figure 1 apparatus string experimentation is the practical use of string resonance. Through the 
manipulation of strings the Figure 1 method can lead to globally needed applications including using the tool for 
research, for example to manufacture gravitons and superpartners as the gravitino. 
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4. Conclusions 
This manuscript emerged due to concern regarding how quickly the BICEP2 report was applauded and accepted 
in the scientific community (Cowen 2014), though again a few scientists--particularly experimentalists--have 
expressed displeasure regarding BICEP2 data. The acknowledgment is not immensely surprising if considering 
Large Hadron Collider (LHC) results. 

Physicists are bothered that LHC teams have not presented more discoveries especially beyond the Standard 
Model (Grant, 2013), to the extent of a panic that would explain swift approval of the BICEP2 information that 
was unforeseen. Specifically, a theorist makes predictions consistent with findings from experiments. 
Unexpected data provide more opportunities for explanations. And though the Higgs boson result has been 
celebrated disappointment seems to be the main product for the first years of the LHC, from which the 
conclusions were anticipated. 

With the emergence of string experimentation due to the Figure 1 technique frustration or worries regarding the 
future of theoretical physics or physics studies generally should not exist. The method is a low-cost, facile set-up 
and permits theoretical work and experiments on a lab bench (Tahan, 2012). Collider teams not having detected 
supersymmetry should require the instrument to be accepted at least alternatively for string and superpartner 
examinations, as to measure the gravitino mass, since it is the only tool that manifests superparticles apart from 
strings: for instance the open string and D-brane of the laser light when part of the Figure 1 set-up (Tahan, 2011). 
For improved opportunities to observe D-branes with open strings pristine graphite tubes should be used since 
more graphite will leak to the acid, where gravitons emerge and will interact with the atoms thereby creating 
larger high gravitational areas that will greater influence the light (Tahan, 2011; Tahan, 2013). Therefore, instead 
hope should subsist if the apparatus is appreciated as the viable tool for studies outside the Standard Model. 
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Abstract 
Thailand is a one of the nation in Southeast Asia, covered by numerous mangrove areas approximately 244,000 
hectares. Phetchaburi province is the one of the province in Thailand where the mangrove area has been 
increasing continually since King’s Royally Initiated Laem Phak Bia Environmental Research and Development 
Project has been set up. The mangrove ecosystems functions are vital to the livelihood of the surrounding 
community. Laem Phak Bia community is one that has been served from mangrove ecosystem services. This 
study assessed the economic value of Laem Phak Bia mangrove ecosystem services in an area approximately 
237.44 hectares using Participatory Economic Valuation (PEV) by the villagers ranking and rating the 
importance of mangrove ecosystem services with a valuable thing for living that is the rice value. The results 
showed that this mangrove area was worth a total economic value about 100 million Baht per year or 424 
thousand Baht per hectares per year. It could be divided into the value of regulation functions, production 
functions, habitat functions and information functions, which were about 38, 8, 25, and 29 million Baht per year, 
respectively. 

Keywords: ecosystem services, participatory economic valuation, mangrove, Thailand 

1. Introduction 
Nowaday, There is approximately 244,000 hectares mangrove area in Thailand. Almost area is in the south. The 
value of the mangrove from ecosystem services are ecosystem functions that are directly beneficial to humans. 
Moreover, it is also important for the survival of aquatic plants, animals and humans. Value of the mangrove 
ecosystem can be classified as the direct use value, which is as a timber and non-timber usage or site for 
recreation, and as the indirect use value that is the role of nature such as major habitats and food source for fish 
or shrimp, and the value of coastal protection from wind or storm. Not only use value, mangrove forest has 
non-use value, which reflects the value of the satisfaction of the society for the existence of mangrove area, or 
heritage for descendants. 

In Thailand, economic valuation of mangrove area has many case studies such as in Phang Nga Bay, in Pak 
Phanang, in Southern of Thailand, or in Krabi River Estuary. Almost studies assessed economic value in term of 
direct use, indirect use and non-use value and evaluated value by using market value or willingness to pay. The 
economic value of mangrove forest was estimated as a total value that could not be classified on the mangrove 
ecosystem functions and services (Sathirathai, 1998; Sathirathai & Edward, 2001; Edward et al., 2002; 
Seenprachawong, 2002; Islam & Ikejima, 2010; Janekarnkij, 2010). 

Phetchaburi Province is the one of Thailand that the mangrove area has dramatically increased since His Majesty 
the King’s Initiative Laem Pak Bia environmental research and development project (LERD) has been launched 
in 1990 and located on Laem Phak Bia Sub-district, Ban Laem District. The mangrove area has increased 
steadily up to 64 hectare or has an average of growth rate up to 3.71 hectares per year. (Chunkao & Nimpee, 
2012) There are four villages located nearby Laem Phak Bia mangrove area and they get the services from 
mangrove ecosystems. 

The objectives of this study are to (1) demonstrate the role of mangrove ecosystem functions and services and (2) 
estimate mangrove ecosystems economic values. This value is the reflect of the importance of the mangrove 
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ecosystem services for the communities. The estimated value can be used as a guideline for policy makers to 
make an alternative decision-making use and preserve the mangrove natural resource in term of sustainable 
development for the future. 

2. Method 
2.1 Study Area 

LERD has been established since 1990 at Laem Phak Bia sub-district, Ban Laem district, Phetchaburi province 
with the coverage area 3.24 square kilometers. It is placed on between the latitude of 13 02' 40" to 13 03' 20" N 
and longitude of 100 05' 10" to 100 06' 05" E (UTM 1442240 to 1443480 N and 0619271 to 0619271 E). Laem 
Phak Bia Mangrove has area approximately 237.44 hectares as shown in Figure 1. 

From secondary data collected by Department of Provincial Administration, Thailand, in Laem Phak Bia 
sub-district, there are four villages which are Moo 1 Ban Paneun, Moo 2 Ban Donnai, Moo 3 Ban Donklang, and 
Moo 4 Ban Donkadee. In 2013, the local population is 2,378 with 968 Households. Livelihood of people living 
in coastal villages relies mainly on fishery and laboring in the fishery and tourism business (in the short term per 
year) and these area villagers do not utilize neither timber nor non-timber product of mangrove forest (Table 1). 

 

 
Figure 1. Map of Laem Pak Bia Mangrove and community around mangrove area (community target) 

Source: Jitthaisong et al. (2012). 
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Table 1. Population and number of household nearby Laem Phak Bia mangrove and resource utilization from 
mangrove forest in 2013 

Village Population No. of 
Household

Major types of resource utilization 
Timber / 

Non-timber
Fishery Labor in 

Fishery 
Tourism 

Moo 1 Ban Paneun 889 227 X √√√ √√ √ 
Moo 2 Ban Donnai 346 108 X √√√ √√ √ 
Moo 3 Ban Donklang 479 422 X √√√ √√ √ 
Moo 4 Ban Donkadee 664 211 X √√√ √√ √ 

Total 2,378 968     
Source: Department of Provincial Administration, Thailand (2013). 

 

2.2 Ecosystem Functions and Ecosystem Services 

Mangrove ecosystem functions are the capacity of mangrove natural processes and components to provided 
goods and services that satisfy human or social needs directly and indirectly (Costanza and Folke, 1997; De 
Groot, 1992, 1994; De Groot et al., 2002). Ecosystem functions can be grouped into four primary categories, 
including (1) regulation functions that relate to the capacity of natural and semi-natural ecosystem to regulate 
essential ecological processes and life-support systems such as gas regulation, climate regulation, waste 
treatment, carbon storage or nutrient regulation (2) production functions that provide many ecosystem goods and 
services for human consumption such as wood, food, raw material or energy resource (3) habitat functions that 
provide refuge and reproduction habitat to wild plants and animals and thereby contribute to the biodiversity or 
genetic diversity conservation and (4) information functions that provide the opportunity to maintenance human 
health and spirit by the scenery and landscape for human enjoyment or recreation and aesthetic experience. 

Ecosystem services are the benefits provided by ecosystem to humans that contribute to making human life both 
possible and worth living. Leam Pak Bia mangrove has many ecosystem services include (1) provisioning 
services like timber and non-timber product on forest, fisheries or fresh air; (2) supporting services that are a 
natural process such as primary production or nutrient for plants or aquatic animals; (3) regulating services such 
as air and climate regulation, wastewater treatment or coastal erosion control from wind and (4) cultural services 
that the community can use for recreation or education. 

This study evaluates mangrove ecosystem functions and ecosystem services by assessment from the important 
level of mangrove ecosystem functions and ecosystem services that provide to the communities. There are 5 
important levels, starting from 1 which is the least important to 5 which is the most important. Then, the average 
of the important level was analyzed and the result was interpreted by comparing the average value with the 
important rank, including (1) score 5.00 – 4.21 is the most importance; (2) score 4.20 – 3.41 is the importance; (3) 
score 3.40 – 2.61 is the moderate; (4) score 2.60 – 1.81 is the less importance; and (5) score 1.80 – 1.00 is the 
least importance. 

2.3 Mangrove Values 

Laem Phak Bia mangroves have many tangible and intangible values. In term of economic value, mangrove 
values are assessed from an importance of goods and services that provided to the communities. Total economic 
values of mangroves include use values and non use values (Figure 2). Use values or values in use is the utility 
of consuming a goods and services from mangroves that divided into three types which are direct use values, 
indirect use values and option values. Direct use values are all goods and benefits of using mangrove resources 
directly to produce timber and non-timber products and non commodity benefits such as recreation, education, or 
research in mangrove forest. Indirect use values are the environment services that value to the community such 
as nursery and habitat, coastal protection, wastewater treatment, or carbon storage. Option values are the current 
use of mangrove forest land saved for future use. Non use values or passive values are bequest values, which are 
the value of keeping mangrove resource intact for future generations and existence values, which are the intrinsic 
value of the mangrove resource (Costanza & Folke, 1997; De Groot, 1992, 1994; De Groot et al., 2002; Pearce et 
al., 1992). 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

39 
 

 

Figure 2. Classification of mangrove value 

 
2.4 Participatory Economic Valuation (PEV) 

Economic valuation method is a tool to allocate quantitative values to the goods and services provided from 
natural resources or mangrove ecosystem services (Costanza & Folke, 1997; Daily, 1997; Daily et al., 2000; 
Quoc et al., 2012). Economic valuation of mangrove ecosystem services can be useful in indicating the 
opportunity cost of other land-use practices, and it can help in land-use decision-making. In economic valuation 
of natural resources, there are several methods such as market value approach, travel cost method, hedonic 
pricing, contingent ranking, or contingent valuation method. The best way to evaluate natural resource is the 
contingent valuation method that can assesses both use value and non use value via willingness to pay or 
willingness to accept. However, the weakness of this method is that it can not distribute value by ecosystem 
functions. The limitations of conventional valuation suggest that it might be a good thing to encourage active 
involvement of villagers in the economic valuation of their mangrove forests. However, participatory approach is 
a new technique in land use development in developing countries. 

Participatory Environmental Valuation (PEV) is the one of the economic valuation method that uses hypothetical 
market. PEV is a technique to compare the value of the natural resources relies on the value of items that are 
valued in the market and important to survival in society (Emerton & Mogaka, 1996; Kuchelmeister, 2003; 
Rosale et al., 2003; IUCN, 2005, 2006, 2007). 

In the overall, Participatory Environmental Valuation (PEV) has advantages over other conventional valuation 
approaches which are: (1) PEV fully utilizes the data and knowledge from local decision-makers and villagers; 
(2) PEV maximizes the involvement and feedback of these groups; (3) PEV raises the awareness about the 
importance of mangrove valuation and knowledge of how to use and conserve it properly; (4) PEV can identify 
total value of mangrove and distribute in each ecosystem services of mangrove; (5) PEV eliminates subjective 
bias that make overestimate value because PEV use value of item in the communities to compare with the value 
of mangrove resources. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Participatory Economic Valuation (PEV) procedures 
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Participatory Economic Valuation (PEV) has 7 steps to assess the value of mangrove ecosystem services (Figure 
3). First step is to prepare of background data by collecting the secondary data in term of yield and market data 
in the communities. Second step is to brief the villager about the purpose, scope and the expected results of PEV 
and to collect the primary village data including mangrove resources utilization. Then, proceed to the next steps 
of PEV by collecting the primary village data and identifying mangrove values by interview key stakeholders in 
the communities. This step will get the first overview of the mangrove values the villagers perceive, the major 
direct benefits, mangrove ecosystem services, optional values, and non-use values in the village and beyond. To 
reconfirm the identified mangrove forest values, the sited are visited, and the physical impact area is collected in 
step 5. Then, step 6 is calculating the direct benefits and costs of predominant forest models in the village, 
subsequently also ecosystem services, optional values and non-use values. Finally in the last step, the results of 
the PEV exercise are discussed at a village meeting and recommendations for further actions are made by the 
villagers. 

The calculation of the mangrove ecosystem service value performed in step 6 is the mean of proportion of 
importance of mangrove ecosystem service and importance of value item in the community. In this study, rice is 
referred to the value item that all villagers will consume it for their living, then plus with the value of rice as 
following equation; 
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: Value of Mangrove Ecosystem Services in type xi 

  IMESx ji  : Important Score of Mangrove Ecosystem Services in type xi of person j 

 jIR  : Important Score of Rice for living of person j 

 jRV  : Value of Rice for living (Baht/Year) 

 i  : 1,2, …., n  

 j  : 1,2, …., m 

3. Results and Discussion 
3.1 Important rank of Leam Pak Bia Mangrove Ecosystem Services 

This study surveyed from interviewing the head of household totally 225 samples in Leam Pak Bia communities 
who received ecosystem services from a mangrove area. Mangroves had many ecosystem functions as shown in 
Table 2. The first priority was the regulation functions that were the natural role to act as a regulator in the 
environment. For example, mangroves could purify air pollution, as a wastewater filter from the community, and 
as a protective wall of wind or storm. Moreover, mangrove forest could be carbon storage in the tree and nutrient 
storage in the mud land. The second was the information functions; the communities received this aesthetic 
scene from recreation, bird watching, or ecotourism in a mangrove area. For the third function; habitat functions; 
communities were aware of the importance of the benthos habitat and nursery source for fish. This was due to 
the benthos harvest and the fishery that was the main occupation of the communities. The last was the production 
functions that were the direct utilization of forest resources in the mangrove area such as timber or non-timber 
products, the communities did not aware of the importance in these functions because mangrove area was a 
reserved forest area, and the communities recognized the value that they would receive ecosystem services from 
other ecosystem functions. 
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Table 2. Important rank of Laem Phak Bia mangrove ecosystem functions and ecosystem services 

Ecosystem Services Moo 1 Moo 2 Moo 3 Moo 4 Total Average 
Regulation functions      
Purify air pollution 4.28 4.09 3.66 4.03 4.04 
Wastewater treatment 4.06 4.14 3.82 4.06 4.02 
Coastal protection 4.43 4.17 3.74 4.00 4.11 
Nutrient Storage  4.26 4.20 3.74 4.06 4.08 
Carbon Storage 4.43 4.17 3.68 3.99 4.09 
Production functions      
Timber and fuel wood collection 2.54 3.00 2.92 3.18 2.89 
Plant and herb collection 2.31 3.29 3.12 3.24 2.92 
Habitat functions      
Nursery and food habitat of aquatic animal 4.46 4.09 3.66 4.00 4.08 
Benthos habitat 4.64 3.71 3.58 3.65 3.96 
Genetic diversity and biodiversity source 4.38 3.94 3.58 3.71 3.93 
Information functions      
Natural education  4.63 3.91 3.64 3.96 4.09 
Recreation 4.54 3.97 3.70 3.85 4.06 
Bird watching 4.44 3.89 3.72 3.87 4.02 
Nation heritage 4.81 4.11 3.72 4.19 4.27 

Note. 1) score 5.00 – 4.21 is the most importance.  

2) score 4.20 – 3.41 is the more importance.  

3) score 3.40 – 2.61 is the moderate importance. 

4) score 2.60 – 1.81 is the less importance.  

5) score 1.80 – 1.00 is the least importance. 

 

3.2 Economic Value of Leam Pak Bia Mangrove Ecosystem Services 

In this study, PEV exercise was performed in December 2013 by interviewing totally 225 samples. All villagers 
consumed rice as a valuable product for surviving. The average of consumed rice in the household was equal to 
23.50 kilograms per month in the average price of 25 Baht per kilograms, and; therefore, the average rice value 
in this community was equal to 7,050 Baht per years. In the PEV exercise, the villagers were a concern on 
ecosystem functions and ecosystem services from the interviewer briefing. Ecosystem functions and ecosystem 
services were included of regulation functions, production functions, habitat functions, and information functions. 
Next step, the villagers, ranked the ecosystem functions and the ecosystem services from the importance that 
effected to himself and the communities and compared with the valuable thing, rice value, and ranked with them 
all. Then, all of ecosystem functions and ecosystem services and rice value were rated by villagers. This 
important value score would be different for each of the villagers. 

Table 3 showed the average value of Laem Phak Bia mangrove ecosystem functions and ecosystem services. In 
overall of Laem Phak Bia communities, they focused on the occupations and the housing that shown from the 
important rank of ecosystem services. There was more important and the enormous value in the coastal erosion 
control from wind in 11.05 percentages and the benthos habitat for harvesting in 10.43 percentages. Moreover, 
they gave a high value in mangrove forest for the next generation in 10.88 percentages. On the other hand, the 
communities gave less important on production functions that shown the low percentage of timber and fuel wood, 
and plant and herb collection in 3.41 and 4.52 percentages, respectively.  

As shown in Table 3, the PEV calculations indicated Laem Phak Bia mangrove economic value in each 
ecosystem functions and ecosystem services. The total value was about 10 thousand Baht per household per year 
or equal 100 million Baht per year and this value was based on rice value. Total economic value of mangrove 
could distribute value in term of ecosystem functions including; 

Regulation functions; the villagers in Laem Phak Bia communities were strongly aware of the regulation 
functions of mangrove forest in term of coastal protection from wind and sea wave that was the first priority; the 
value of this function was 11,490.39 Baht per household per year. Other regulation functions were wastewater 
treatment, nutrient storage, purify air pollution, and carbon storage in the average value of 8,819.89, 7,510.48, 
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6,093.90, and 5,773.76 Baht per household per year, respectively.  

 

Table 3. Economic value of Laem Phak Bia mangrove ecosystem functions and ecosystem services 

 Average Value (Baht/Household/Year) Total Value  

(Million 

Baht/Year) 

Total  

in % Ecosystem services Moo 1 Moo 2 Moo 3 Moo 4 Total 

Average 

Regulation functions        
Purify air pollution 7,745.39 8,686.79 12,868.47 5,049.63 6,093.90 5.90 5.86 

Wastewater treatment 13,259.30 12,568.43 4,373.93 5,459.02 8,819.89 8.54 8.48 

Coastal protection 13,883.44 19,183.47 6,576.92 8,609.75 11,490.39 11.12 11.05 

Nutrient storage 8,662.12 11,640.00 5,202.18 5,862.88 7,510.48 7.27 7.22 

Carbon storage 5,297.03 14,130.54 3,346.49 3,761.99 5,773.76 5.59 5.55 

Total Regulation functions 48,847.28 66,209.23 32,367.99 28,743.27 39,688.42 38.42 38.16 

Production functions        
Timber and fuel wood 

collection 

3,543.63 7,315.40 1,472.07 3,129.16 3,544.74 3.43 3.41 

Plant and herb collection  6,323.05 8,204.94 9,676.67 3,466.64 4,704.62 4.55 4.52 

Total Production functions 9,866.68 15,520.34 11,148.74 6,595.80 8,249.36 7.99 7.93 

Habitat functions        
Nursery and food habitat of 

aquatic animal 

9,397.02 11,449.71 13,869.81 6,170.23 7,294.07 7.06 7.01 

Benthos habitat 16,550.31 10,599.41 7,228.11 7,587.11 10,844.13 10.50 10.43 

Genetic diversity and 

biodiversity source 

8,116.65 12,444.79 4,974.40 6,288.76 7,539.21 7.30 7.25 

Total Habitat functions 34,063.98 34,493.91 26,072.32 20,046.10 25,677.41 24.86 24.69 

Information functions        
Natural education  9,686.65 17,822.82 5,163.71 6,033.60 8,843.15 8.56 8.50 

Recreation 3,926.62 14,181.77 1,640.05 2,267.73 4,512.39 4.37 4.34 

Bird watching 5,373.92 15,014.74 3,196.04 3,138.75 5,714.11 5.53 5.50 

Nation heritage 16,104.15 16,206.51 6,567.43 7,227.04 11,317.94 10.96 10.88 

Total Information functions 35,091.34 63,225.84 16,567.23 18,667.12 30,387.59 29.42 29.22 

Total Economic Value 
(Baht/Household/Year) 

127,869.28 179,449.32 86,156.28 74,052.29 104,002.78  100.00 

No. of Household 227 108 422 211 968   

Total Economic Value  
(Million Baht/Year) 

29.03 19.38 36.36 15.63 100.67   

Note. Average current rate on 2013 is 1 US dollar equal 30.73 Baht. 

  

Production functions; this ecosystem function and ecosystem service for Laem Phak Bia communities had less 
value than the others because the villagers did not access to use timber and non-timber product in the mangrove 
forest. The value of the timber and fuel wood collection service and the plant and herb collection service of 
Laem Phak Bia mangrove were equal to 3,544.74 and 4,704.62 Baht per household per year, respectively. 

Habitat functions; almost villagers in Laem Phak Bia communities did an offshore fishery as a main occupation, 
so they would give importance to habitat functions of Laem Phak Bia mangrove forest as a housing and nursery 
of aquatic animal. The highest value of habitat functions for this community was a benthos habitat on mud land 
nearly mangrove and communities that valuing 10,844.13 Baht per household per year. Habitat functions as a 
genetic diversity and biodiversity source and nursery and food habitat of aquatic animal had the value of 
7,539.21 and 7,294.07 Baht per household per year, respectively. 

Information functions; these ecosystem functions built and maintained a healthy body and mind of the human 
who had experience in mangroves such as a recreational or learning in natural resource or the value store for 
future use or next generation. The villagers in Laem Phak Bia communities had high awareness of mangrove 
ecosystem service for their next generation and then they gave high value for conserving Laem Phak Bia 
mangrove forest as a nation heritage, which valuing 11,317.94 Baht per household per year. Next, natural 
education from the mangrove area had the value of 8,843.15 Baht per household per year. The value of 
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recreation and bird watching in Laem Phak Bia mangrove were less than precious services, which were 4,512.39 
and 5,714.11 Baht per household per year, respectively, because almost villagers did not yield from tourism in 
this mangrove area. 

From the total economic value of Laem Phak Bia mangrove ecosystem services, when compared with the other 
study in Thailand, the total economic value was equal 100 million Baht per year in an area approximately 237.44 
hectares or about 424 thousand Baht per hectares per year. This value was higher than the mangrove value 
assessed from market value approach because the value from PEV study was a sum of ecosystem services; 
however, and market value approach could only estimate the value of timber, non-timber, fishery, or recreation. 
Moreover, the value from the study using CVM or willingness to pay for assessing use and non-use value 
evaluated from the hypothetical market was less than the value from PEV study because the value of the CVM 
study depended on emotion and scenario whereas the PEV value depended on the proxy goods like the rice value. 
Finally, the PEV exercise could assess the total economic value in all dimensions of mangrove ecosystem 
functions and services. 

4. Conclusion 
It could be clearly seen that Laem Phak Bia mangrove forest had the enormous economic value in all direct use 
value, indirect use value and non-use value. From the PEV exercise, the results showed that a total economic 
value of Laem Phak Bia mangrove forest was about 100 million Baht per year. Total economic value of 
mangrove could be distributed in term of ecosystem functions including regulation functions, production 
functions, habitat functions, and information functions that were 38, 8, 25, and 29 million Baht per year, 
respectively. This value reflected the importance of mangrove ecosystem services for the community in term of 
natural protection from wind or coastal protection as a regulation function from mangrove ecosystem service. 
These mangroves were the housing and the nursery of benthos and aquatic animals as a habitat function. In 
summary, these mangroves had the high value in the indirect value. Moreover, this mangrove area also had high 
non-use value as a national heritage for the next generation. On the other hand, the direct use value from Laem 
Phak Bia mangrove forest was very low because the communities did not utilize neither timber nor non-timber 
product, then did not try to use as a recreation or learning, and almost villagers gave an importance for the 
existing mangrove forest for the future. 

From the result of this study, the communities were aware of the importance of the mangrove ecosystem 
functions especially regulation functions, habitat functions, and information functions that are the key to the 
success of the operations of government agencies trying to reduce deforestation, to raise awareness and to 
promote reforestation of mangroves in Thailand. The policy makers should use PEV valuation method to assess 
the value of ecosystem functions and ecosystem services that are different in each region or locality, in order to 
determine the appropriate policy or guideline on the utilization and the preservation of natural resource. 
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Abstract 
This study presents a comprehensive procedure for evaluating the reliability indices incorporating reduction in 
interruption cost, and to relate reliability investments with customer’s benefits. An analytical algorithm is used to 
obtain the final optimal operational solution by determining unit commitment for each generating unit to reach 
the maximum profit (minimizing cost) subjected to operational constraints. The paper describes a method based 
on the complementing short-term planning with long-term planning take into account the cost benefit approach. 
The proposed method has been demonstrated on the RBTS to show the feasibility and the economic effect of the 
proposed method, and was applied to the Jordanian Electric Power System (JEPS) to show its application 
capability.  

Keywords: reliability indices, power system planning, power system operation, interruption cost  

1. Introduction 
The primary function of a modern power system is to supply its customers with electrical energy as 
economically as possible with an acceptable degree of reliability. Load curtailment takes place in the system as a 
result of the inadequacy of the generation unit’s capacity to meet the demand or the deficiencies in transmission 
lines. This is a result of poor planning and failure to take the appropriate steps to use available resources to meet 
deal with the increase in future loads economically with acceptable reliability and quality. Evaluation of 
restructured power systems provide both economic and reliability information for generation companies and 
transmission companies to enhance generation capacity and to expand transmission lines, so a decision should be 
made to choose among the various transmission system expansion or the new generating units addition 
alternatives the most reliable and beneficial one not only from a power utility’ standpoint but also from 
customers’ viewpoint. There is a need to know customer and user outage costs and to be included and considered 
in system planning and operational decisions. Power suppliers aimed to enhance system reliability within the 
available amount of investment while the customer needs fewer service interruptions, and less destruction caused 
by these interruptions. The main objective of power system restructuring and deregulation is to introduce 
competition in the power industry and to allow customers to select their suppliers based on price and reliability 
(Wang & Billinton, 2003). In recent years and at the same time as the restructuring in the power industry, various 
studies have been carried out into the Transmission Expansion Planning (TEP) in electricity markets and its 
adjustment to market conditions (Shayeghi, et al., 2008; Buygi, et al., 2003; Wu, et al., 2006). In Sirjani, et al., 
(2008) and Fu, et al. (2008), there are some criteria and models for creating competition in the electricity market. 
In (De la Torre, et al., 2008), by considering that users’ benefit increase is one of the TEP goals a model is 
presented that can be utilized by all participants. Also, in Shrestha and Fonseka (2004), optimization the users’ 
benefit and investment cost is evaluated as a single-objective model. In Wangdee (2005), Eliassi, et al., (2009), a 
probabilistic criterion, known as Expected Customer Interruption Cost (ECOST) due to transmission constraint 
is presented to evaluate the value of reliability. In (Bresesti, et al, 2009), a method is presented for evaluating the 
users’ benefit and reliability in TEP, which is based on Monte Carlo simulation. TEP should serve its users, so 
the benefit of both participants in the market and investment cost are considered as economic criteria for the 
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electricity market, and the congestion cost of the network as a factor for encouraging market competition, also a 
probabilistic criterion was considered to evaluate the value of reliability (Mohammad & Mojtaba, 2011). TEP 
model need to include the most relevant short-term transmission related details of electricity markets into the 
network expansion planning (Fonseka & Shrestha, 2009), Markets in different deregulated power systems are 
operated by different organizations. These markets operate on either day-ahead or hour-ahead market policy. The 
most common form of market at present is Power Pool. In a pool system both generating utilities and customers 
bid for selling and buying electrical power. A generating utility would be out of the competitive market if its 
price is too high and on the other hand a customer would have no power if its offer were too low. Thus the pool 
fixes a single price for every hour which is determined by basic supply demand relationship of economics 
(Shahidephour, et al., 2002; Weron, 2006). The price of electricity is the most important signal to all market 
participants and the most basic pricing concept is market-clearing price. The intersection of demand and the 
stepped bid curve determines the market clearing price. The market operators are responsible to maintain a 
balance between the supply and demand of power. All successful bidders will get paid the market clearing price 
irrespective of their bidding prices. The fear of getting out of business encourages the supplier to bid the most 
competitive prices in order to compete for dispatch in the wholesale marketplace (Shahidephour, et al., 2002; 
Weron, 2006). In a deregulated power system generating utilities and customers may sign contracts for selling 
and buying of power in addition to the existence of a power pool. 

2. Proposed Method 
The proposed method is addressed in this section and an illustrative RBTS is employed to clarify the issue. For 
the sake of effectiveness and simplicity the method is based on the two state models of the generating units and 
transmission lines, a Markov state of the studied system is defined where every component is in a given 
operating state. The up state represents the unit available with full capacity; the down state represents the unit out 
of service. All the possible states of the studied system make up the state space. A generating and transmission 
failure state array as a sampling tool is constructed using a Generic Algorithm (GA) (Samaan, 2004). Demand is 
modelled as annualized or annual load. The amount of curtailed load, if needed, is determined for the whole 
system at each load bus for each sampled state by using a load flow program.) As the sampling process stops, the 
annualized (or annual) indices are calculated for the whole system and at each load bus. The probability of any 
two state generation unit to be down is equal to its forced outage rate and the probability failure of a two state 
transmission line (PTi) is calculated using its failure rate (λ ) and repair rate (μ ) as follows (Samaan, 2004).  

                                                      (1) 

The total number of states (N ) for all possible combinations of generating units and transmission lines 
installed is: 

                             N 2                    (2) 

Where (ng) is the total number of generation units and (nt) is the total number of transmission lines in the 
system.Each possible combination is considered as a raw which represents a system state.  A search for failure 
system state is done and save such states in a state array. Each raw consists of a binary number genes. Each 
number represents the component’s state in the state sample (contingency). The first (ng) in the raw represent 
generation units while the remaining (nt) represent transmission lines. If any component takes a zero value this 
means that the component is in the down state while a one value means the component is in the up state. To 
illustrate the raw construction, consider the small RBTS test system shown in Figure 2. It consists of 2 generator 
(PV) buses, 4 load (PQ) buses, 9 transmission lines and 11 generating units. 

Consider the state that all system components are up, the raw (system state) representing this state is: 

[1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1] 

Where the first four elements represent the four generation units (40MW, 40MW, 20MW and 10MW, 
respectively) at busbar number one, the second seven elements represent the seven generation units (40MW, 
20MW, 20MW, 20MW, 20MW, 5MW and 5MW respectively) at busbar number two, the remaining nine 
elements represent the nine transmission lines in the system.  The state probability calculated for each system 
state, the system states with an associated state probability greater than a threshold value is considered while the 
remaining system states removed from the evaluation process to reduce the processing time with a negligible 
error. Each considered system state is evaluated through an evaluation function. The evaluation function returns 
zero if it is a success state and a state probability if it is a failure state. The failure states that include outages up 
to a given order only considered also to reduce the processing time. For the failure considered states, the 
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evaluation function calls a linear programming optimization load flow model that to determine the amount of 
load curtailment for the load buses in the system. If no load curtailment is needed, then the failure considered 
state is a success state, otherwise it represents a failure state. The annualized (or annual) reliability indices for 
each load bus and for the whole system is calculated [Appendix A & B]. Then the annual expected interruption 
costs are evaluated. These outage costs can then be used as input data to worth assessments of system planning 
and operational decisions. To enhance the system reliability by adding new transmission lines or new generating 
units various alternatives should be considered. To select the beneficial alternative the annual expected 
interruption costs (EIC) re-evaluated and the one which has the much lower EIC has to be chosen. The price of 
electricity is important signal to all market participants and the most basic pricing concept is market-clearing 
price which is as states previously is the intersection of demand and the stepped bid curve. The market operators 
are responsible to maintain a balance between the supply and demand of power. All successful bidders will get 
paid the market clearing price irrespective of their bidding prices. In the environment of the power market to 
maintain a balance between the supply and demand of power based on the cost benefit approach, an optimisation 
models should be established to find the optimal units operations. The expected duration, within a certain period 
of time over which the load demand exceeds the total generated power, is calculated based on the units that are 
cleared in the market (the units cleared in market depend on the demand and the reserve) and the expected 
energy not supplied for every hour also calculated to find the optimal units operations (reach the maximum profit) 
to supply market demand for each hour. The proposed method illustrated in flow chart as shown in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flow-Chart of the System Short-Term Operation Stage 

 
3. Case Study  
3.1 Reliability worth Assessment in Composite System Planning of RBTS 

RBTS (Figure 2) is used to evaluate the annual expected interruption costs of three alternatives: 

(A1): the addition of transmission line between Buses 3 and 5 (50Km). 

(A2): the addition of a transmission line between Buses 5 and 6 (50Km). 

(A3): the addition of a generating unit at Bus 6 (20Km). 
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Figure 2. 6-bus RBTS 

 

Table 1, Shows the annual expected energy not supplied (EENS), expected interruption costs (EIC), and 
interruption energy assessment rate (IEAR) in the RBTS at different Load Levels (0.0% - 10.0%) MW. The 
annual expected interruption costs (EIC) of the base system and the three alternatives for load increment 0%, 2%, 
4%, 6%, 8%, and 10% are shown in Table 2. It can be seen that alternative 1 (A1) has basically the same EIC 
indices as the base case. This means that the addition of the line between Buses 3 and 5 does not improve the 
reliability of the system. A2 is the addition of the shorter line between Buses 5 and 6 which leads to much lower 
EIC than A1. This indicates that the different line addition location have completely different impacts on 
composite system reliability. It is interesting to note that A2 have higher EIC values than A3 for load increases 
from to 0% to 10%. A 20MW generating unit requires much higher investment cost than one 50Km line. 

 

Table 1. Annual EENS, EIC, and IEAR in the RBTS at different load levels 

 

Table 2. EIC Indices of the base system and Three alternatives for RBTS(k$/yr) 

Load 
Increment% 

Base System Alternatives 
A1 A2 A3 

0.0 629.32 622.73 88.41 28.12 
2.0 703.34 697.75 110.18 31.89 
4.0 764.26 754.38 168.93 39.12 
6.0 823.67 816.91 221.47 55.31 
8.0 907.12 901.96 297.46 74.57 
10.0 1022.57 1014.21 384.74 101.44 

 

Table 3. The annual investment for all alternatives in RBTS 

No. Alternatives description Annual investment 
A1 Add line (50 Km) @ Bus 3-5 Rejected 
A2 Add line (50 Km) @ Bus 5-6 281.11 k$/yr 
A3 Add generator unit (20 MW) @ Bus 6 1803.35 k$/yr 

 

Load 
increment % 

Peak Load MW EENS MWh/yr EIC (k$/yr) IEAR($/kWh)

0.0 185 147.84 629.32 4.21 
2.0 188.7 166.48 703.34 4.22 
4.0 192.4 180.28 764.26 4.24 
6.0 196.1 193.00 823.67 4.27 
8.0 199.8 212.34 907.12 4.27 

10.0 203.5 237.40 1022.57 4.31 
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Further analysis can be conducted to evaluate the total cost, which is the sum of annual expected interruption 
cost and annual investment for the alternatives. The economic life of the power system facilities was assumed to 
be 30 years and the discount rate 10%. The unit capital cost of a 230KV line is 53$/Km and the capital cost of a 
20MW generating unit 17M$. The annual investment for all alternatives can be shown in Table 3. At the present 
load level (0.0%), Alternative 2 can reduce the expected interruption cost by 540.91 k$/yr (629.32-88.41). This 
reduction in much larger than its annual investment of 281.11 k$/yr and therefore Alternative 2 is a beneficial 
option even the present load level. On the other hand, the reduction of the EIC due to Alternative 3 at 10.0% load 
increment is 921.13 k$/yr (1022.57-101.44). This reduction is still smaller than the annual investment of A3 
(1803.35 k%/yr). This indicates that the addition of the 20 MW generating unit is not a cost effective option even 
when the load has 10.0% growth. 

3.2 Reliability worth Assessment in Composite System Operation of RBTS 

 

Table 4. Generating Unit data for the RBTS 

Economical Loading order Company Unit Size Unit No. Forced Outage Rate 
1 Genco 1 40 7 0.020 
2 Genco 1 20 3 0.015 
3 Genco 1 20 4 0.015 
4 Genco 2 40 10 0.030 
5 Genco 2 40 11 0.030 
6 Genco 2 20 9 0.025 
7 Genco 2 10 8 0.025 
8 Genco 1 20 5 0.015 
9 Genco 1 20 6 0.015 
10 Genco 1 5 1 0.010 
11 Genco 1 5 2 0.010 

 

Also RBTS is used to study the reliability indices in a spot market. It is assumed that two generating companies 
own the generators at bus 1 and bus 2. Genco 1 owns the seven hydro units at bus 2 with a total capacity of 130 
MW. The four thermal units with a total capacity of 110 MW at bus 1 are considered as Genco 2. The total 
installed capacity of the test system is 240 MW. The two generating companies bid into the pool to meet the 
demand at buses 2,3,4,5, and 6. It is assumed that the generating companies bid according to the economical 
loading order of the generators. The economical loading order of the generators, their forced outage rates and 
rating of the generating units are shown in Table 4. 

 

Table 5. Reliability indices for two typical hours in the spot market 

Typical 
Hour 

Demand Demand 
Reserve 

Units 
committed 
(Genco 1) 

Units 
committed 
(Genco 2) 

Committed 
Capacity(MW) 

LOLE 
(h/h) 

EENS 
(MWh/h)

4354 105.13 115.643 7,3,4 10 120.0 0.082 1.94 
2622 83.472 91.819 7,3,4 10 120.0 0.052 0.46 
 

Table 6. The effect on reliability indices due to Gencos’ choice in participating 

Case Units 
participating 

Demand Committed 
Capacity 

Committed 
Units of 
Genco 1 

Committed 
Units of 
Genco 2 

LOLE 
(h/h) 

EENS 
(MWh/h)

1 4,10,11,9,8,6,5 105.13 120.0 4 10,11,9 0.0951 1.4952 
2 7,3,10,9,8,5,6 105.13 120.0 7,3 19,9 0.0896 1.3608 
3 4,10,9,5,6,1,2 105.13 120.0 4,5,6 10,9 0.0999 0.9936 
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Table 7. The effect on reliability indices due to capacity and participate Gencos 

Units participating Demand Committed 
Capacity 

Committed 
units of 
Genco 1 

Committed 
Units of 
Genco 2 

LOLE 
(h/h) 

EENS 
(MWh/h)

7,3,4,10,11,9,8,5,6,1,2 105.13 120.0 7,3,4 10 0.082 1.94 
7,4,10,11,9,8,5,6 105.13 140.0 7,4 10,11 0.078 0.91 
 

The annual curve of the test system has 8760 points that is dependent on the annual system peak load, weakly 
peak load in percentage of annual peak, daily peak load in percent of weekly peak, and hourly peak load in 
percentage of the daily peak load, the annual system peak load is taken as 185 MW. The reliability of the system 
can be expressed by many reliability indices. Two reliability indices namely loss of load expectation (LOLE) and 
expected energy not supplied (EENS), which can provide consistent measures of the reliability of the system are 
determined in this paper. The reliability indices are determined based on the units cleared in the market. The 
units cleared in the market depend on the demand and the reserve. The operating reserve is taken as ten percent 
of the demand predicted. Reliability indices are calculated for every hour in the spot market based on the demand 
for that hour. Reliability indices for the 4354th hour and the 2622nd hour of the year are shown in Table.5. It is 
assumed that all the generators bid at their marginal costs for these hours. The total demand is different in both 
the cases but the committed capacity is the same. Reserve margin is 14.1% of the load for the 4354the hour. 43.8% 
reserve is provided for the 2622nd hour. The reliability indices in the first case are higher compared to those of 
the latter. Table 6 shows the effect on the reliability indices due to the choice of the generating companies to 
participate, on a typical hour (4354th hour) of the spot market for the same demand and committed capacity. For 
the first two cases shown in the table, generators 10 and 9 are committed. In the case generator 4 (of Genco 1) is 
participating to meet the load as against generator 3 (of Genco 1) in the second case. This difference in choosing 
generating units may not affect the reliability indices as both these generating units have the same rating, failure 
and repair rates. Generator 11 (of Genco 2) in the first case has a FOR of 0,03 but generator 7(of Genco 1) in the 
second case has a FOR of 0.02, although both have the same capacity. Since the less reliable generator is 
participating in the first case, the LOLE and EENS in this case are much more than the corresponding values in 
the second case. The change in the reliability indices in the first and the third case is due to the number of 
generators participating in the market for the same committed capacity and demand. In both cases generators 4, 
10, and 9 are participating. In the first case generator 11 of 40 MW is participating whereas in the third case two 
generators 4 and 6 of capacity 20 MW each are participating to meet the load. For this demand and the choice of 
units, the participation of the bigger unit is showing better reliability than two smaller units of same capacity. 
Another example in Table 7 shows the reliability indices for two cases of different choice of Gencos to 
participate in the market and different capacities. 

4. An Application Case of the Proposed Method 
4.1 Application of Reliability worth Assessment in JEPS Planning 

JEPS (single line diagram is shown in Appendix A.3) is used to evaluate the annual expected interruption costs 
of four alternatives: 

(A1): the addition of a 132 KV double circuit OHL between Buses 17 and 19 (70 Km). 

(A2): the addition of a 400 KV double circuit OHL between Buses 1 and 4 (360 Km). 

(A3); the addition of a generating unit at Bus 20 (20 MW). 

(A4): the addition of a generating unit at Bus 4 (120 MW). 

 

Table 8. System EENS, EIC, and IEAR in the JEPS at different load levels 

Load increment % Peak Load (MW) EENS (MWh/yr) EIC (K$/yr) IEAR ($/kWh) 
0.0 2230.00 2219.55 22982.39 10.35 
2.0 2274.60 3845.30 41225.69 10.36 
4.0 2319.20 7760.53 80572.70 10.38 
6.0 2363.80 14900.42 154918.22 10.40 
8.0 2408.40 27977.45 292524.49 10.46 
10.0 2453.00 48744.72 506006.02 10.38 
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Table 9. EIC Indices of the Base System and Four Alternatives for JEPS (K$/yr) 

Load 
Increment % 

Base System Alternatives 
A1 A2 A3 A4 

0.0 22982.39 20859.02 21907.5 16862.99 8329.92 
2.0 41225.69 38582.92 39282.92 33804.63 19563.11 
4.0 80572.70 77717.7 78117.7 62705.06 41502.38 
6.0 154918.22 151813.3 153857.9 118620.4 79556.49 
8.0 292524.49 286715.72 289051.5 239444.4 145612 
10.0 506006.02 499881.64 502524.7 418796.1 294731.1 
 

Similarly to the RBTS the annual Expected EENS, EIC, and EIAR are calculated and shown in Table 8, Also the 
annual Expected Interruption Costs (EIC) of the base system and the four alternatives for load increment 0%, 2%, 
4%, 6%, 8%, and 10% are shown in Table 9. 

 

Table 10. The unit capital cost and the annual investment for all alternatives in JEPS 

No. Alternative Description Unit Capital Cost Annual Investment 
A1 Add line 132 KV (70 Km ) @ Bus 17-19 135 K$/Km 1002.40 K$/yr 
A2 Add line 400 KV (360 Km ) @ Bus 1-4 400 K$/Km Rejected 
A3 Add GT gen. (20 MW ) @ Bus 20 17 M$ 1803.33 K$/yr 
A4 Add ST gen ( 120 MW) @ Bus 4 120 M$ 12730.00 K$/yr 
 

Table 11. Alternative Annual net gain at different load level 

Load  

Increment % 

Base System Alternative Annual net gain (K$/yr) 

A1 A2 A3 A4 

0.0 22982.39 1120.97 -14203.51 4316.07 1922.47 

2.0 41225.69 1640.37 -13335.63 5617.73 8932.58 

4.0 80572.70 1852.59 -12823.41 16064.30 26340.31 

6.0 154918.22 2102.52 -14218.12 34494.45 62631.73 

8.0 292524.49 3613.04 -12998.77 50083.47 132989.21 

10.0 506006.02 5121.98 -11797.12 85406.55 198544.89 
 

Further analysis can be conducted to evaluate the total cost, which is the sum of annual expected interruption 
cost and the annual investment for the alternatives. The unit capital cost and the annual investment for all 
alternatives can be shown in Table 10. At the present load level (0.0% increment), Alternative 1 can reduce the 
expected interruption cost by 2123.37 K$/yr (22982.39-20859.02). This reduction in much larger than its annual 
investment of 1002.40 K$/yr and therefore Alternative 1 is a beneficial option even the present load level. Table 
11 shows the alternatives annual net gain at different load levels. This indicates that the addition of the 120 MW 
units is the best option even when the load has 10.0% growth 
4.2 Application of Reliability worth Assessment in JEPS Operation 

The JEPS is used to evaluate the reliability indices in a hybrid market. It is assumed that the JEPS become 
restructured and the followed market pricing criteria is bidding into the pool which is managed by an 
independent system operator (ISO). 

In Jordan Samra Electric Power Generation Company (SEPGCO) was established in 2002 as a new Generation 
company in order to subject it under privatization process. In 2007, 60% of Central Electricity Generation 
Company (CEGCO) was privatized. The first Independent Power Producer (IPP) was established in 2007 as 
Amman East Station (AES). A second IPP power station was established by the end of 2010. 
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Table 12. The profit of each main generating unit in CEGCO 

 HTPS99 G1 HTPS264 G2 REHAB200 G3 REHAB50 G4 ATPS650 G5 
Profit ($/MWh) -09.31 -04.61 33.92 55.54 45.19 
 

Table 13. The optimal output with the maximum profit 

Load (MW) HTPS99 
(MW) 

HTPS264 
(MW) 

REHAP200 
(MW) 

REHAP50 
(MW) 

ATPS650 
(MW) 

Profit (k$/h) 

800 0 0 100 50 650 35.5425 
 

Table 14. Reliability indices for the 2204th hour in the hybrid market 

Deman
d 

Demand 
+Reserv
e 

Units committed 
(CEGCO) 

Units 
committe
d 
(SEGCO)

Units 
committe
d (AES) 

Committe
d Capacity 
(MW) 

LOLE 
(h/h) 

EENS 
(MWh/h
) 

2050 2255 1,2,11-16,19,31-35,37-4
0 

24,25,26 28,29 2240 0.000
3 

2.53 

 

CEGCO produces electricity (in MWh) from four main power plants in Jordan; ATPS, HTPS, REHAB, and 
Risha.SEGCO have a 300 MW combined cycle plant (two GT’s and one ST) and two GT’s with 100 mw for 
each. While the AES have only two GT’s, 120 MW for each. CEGCO has a long term bilateral contract to run 
Risha generating units as could as possible as the high priority to run because these units consume a national 
natural gas. The maximum capacity for this power plant reaches 150 MW. CEGCO has another bilateral contract 
with a customer to supply a demand of 800 MW, the average tariff of the energy sold is 70.54 $/MWh. This 
profit of each generating unit is detailed as in Table 12. A MATLAB program file, using Revised Simplex 
Method, has been used to find the optimal units operations to reach the maximum profit for CEGCO to supply a 
demand of 800 MW with a profit 35.5425 k$/h s shown in Table.13. It is noticed that HTPS did not participate to 
the contract because HTPS generating units can’t compete against the other company due to high running cost. 
CEGCO prefer to run it to reserve generators. Reliability indices for the 2204th hour (the daily peak in the 1st of 
April) are shown in Table 14. It assumed that all the generators bid at their marginal costs for this hour. 

5. Conclusion 
The different line addition location has completely different impacts on composite system reliability. The 
different choice of the generating companies to participate in the market for the same committed capacity and 
demand affect the reliability indices. A Matlab program file, using Revised Simplex Method, is used to find the 
optimal solution, by determining unit commitment for each generating unit, to reach the maximum profit (or 
minimize cost) subjected to operational constraints. The needs for power system planners to develop operational 
strategies by complementing short-term planning with long-term planning based on the cost benefit approach. 
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Appendix A 
Reliability Indices 
Three different classes of reliability indices can be computed: (a) probability, (b) frequency and (c) duration 
indices. 

a. Probability index: 

The state probability	SP  for each chromosome j is calculated as follows: 

SP Gi . Ti 
Where G 1 FOR  if its generator’s state = 1 (up state) or G FOR  if its generator’s state = 0 (down 
state), and T 1 PT   if its transmission line’s state = 1 or T PT   if its transmission line’s state = 0 . 

A threshold probability value is set depending on the required accuracy. If the state probability calculated for a 
state is less than the threshold value this state is ignored. 

The Expected Power Not Supplied (EPNS) for the new state is calculated and the result is saved in the state 
array.    

                                           EPNS LC . SP                 

Where LC  is the amount of load curtailment for the whole system calculated by the optimal power flow. 

b. Frequency Indices: 
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The failure frequency for the j state is calculated using the conditional probability: 

FS 	 SP 	. 1 b . μ b . λ 	  

Where FS   is the failure frequency for state j, and  b   is the binary value of component’s state number (i) 
representing a generator unit or transmission line. 

c. Duration index: 

The failure duration for the j state is calculated using the following equation: T 	 SPFS 	 
Where T  is the failure duration for state j. 

Appendix B 
Assessment of Composite System Adequacy Indices 
Annualized adequacy indices for the whole system and for each load bus are calculated using the data saved in 
the state array. These indices are, Loss of Load Probability (LOLP), Loss of Load Expectation (LOLE), Expected 
Power Not Supplied (EPNS), Expected Energy Not Supplied (EENS), Loss of Load Frequency (LOLF) , and 
Loss of Load Duration (LOLD). These indices are calculated considering only saved failure states and ignoring 
success ones. 

Let the total number of saved failure states to be (nf , Then the adequacy indices for the whole system are 
calculated as follows: LOLP ∑ SP , LOLF ∑ FS ,EPNS ∑ EPNS , LOLE LOLP. 8760, LOLD , EENS EPNS. 8760 

The same set of indices can be calculated for each load bus considering only failure states resulting in load 
curtailment at this bus and ignoring all other states.  

Appendix C 
The Jordanian Electrical Power System (JEPS)   
The transmission network of the JEPS consists of 46 bus locations connected by 92 lines and transformers, as in 
the figure below. The transmission lines are at two voltages, 400KV and 132KV. The JEPS has 40 generating 
units rating from 10MW to 200MW. The basic annual peak load for the test system is 2230MW and the total 
installed generating capacity is 2525MW. 
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Abstract 
This paper addresses the key characteristics of interference in wireless networks. Moreover, it considers the 
impact of interference from Code Division Multiple Access base station to Wideband-Code Division Multiple 
Access one. A detailed discussion of major interference mitigation techniques in wireless networks, in general, 
and CDMA and W-CDMA systems, in particular is also imparted on. The techniques and findings in this paper 
can be easily used in the analyses of other wireless technologies. 
Keywords: interference, spurious emissions, inter-modulations, mitigation techniques, guard band, isolation 

1. Introduction 
Coexistence of wireless systems in various frequency bands has become a commonplace (Shamsan et al. 2012). 
In a multi-operator situation and in an area where several network operators are striving to furnish mobile 
services, placing a cell site without interference is often a hurdle faced by operators (Roke Manor Research Ltd 
2008). It is vital to realize the risk of interference between systems when planning in such an environment 
(Nguyen & Zaghloul, 2007). 

In circumstances where several mobile networks of different air interfaces operate in a specific province in a 
combination of frequency bands (i.e. 900, 1800, 1900 and 2100 MHz), the probability of developing interference 
is inevitable (Oudah, 2013). This end-result is blended in territories where there is no site or districting standard 
and when there are many operators for each of the reserved frequency bands (Li & Tatesh, 2009). In some 
regions, identical spectrum portions have been licensed to various operators in contiguous geographical domains. 
Indeed, it is a great obstacle to fight interference when the two systems operate in the same frequency band in 
neighboring service regions with non-collocated sites. In nations where siting constraints are widespread, 
particularly in urban and suburban areas, an operator is further restricted as controls are also put on the position 
of cell sites together with the corresponding antenna masts (Ball et al. 2008). 

In occasions where the same frequency band is employed by several operators, interference may still be reduced 
while respecting siting stipulations, by sharing towers, antennas, etc.; however, additional obstacle is to create a 
tower that can fit a number of antennas while retaining the overall interference to a lowest (Kazemitabar, 2010). 
The installation of antennas at distinctive heights (vertical separation) for different frequency bands in disparate 
clutter types is an additional key consideration that can mitigate interference levels (ITU-R M.2039-2 2010). 

The objective of this paper is to describe key features of interference in emerging cellular systems. Furthermore, 
the interference between Code Division Multiple Access (CDMA) and Wide-CDMA (WCDMA) technologies is 
analyzed and potential mitigation techniques are also discussed. To serve its purpose, this paper is organized in 
the following order: section two is an in-depth discussion of major interference causes and measures. Section 
three embarks on the analysis of interference between two coexisted systems, i.e. CDMA and W-CDMA, where 
potential interference issues are analyzed and discussed along with possible mitigation techniques. Section four 
concludes the findings. 

2. Interference Related Factors 
Separation between networks is interpreted as the attenuation between the transmitter reference point in the 
interfering unit, namely Base Station (BS) or Mobile Station (MS) and the receiver reference point (MS or BS). 
As shown in Fig. 1, it is likely that one BS could potentially disrupt another BS. The separation between the 
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reference points in this case is given below: 

 
      -      Pr  -    

                                        

Available Isolation Tx Feeder loss Tx Antenna gain opagation loss Rx Antenna gain

Rx Feeder loss Extra attenuation provided by special filters

 
 

  (1) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Transmission metrics between two adjacent systems 

 

For gaps more than 10 m, the path loss can be bordered to a free space pathloss model based on the ambience. 
For short antenna splits, the amount of the separation, i.e., (propagation loss – the combined transmitted and 
receiver antenna gains) may be approximated by evaluating coupling loss of the typical antennas. For extended 
separation, particular band pass filters are required. 

Employing extra filters in transmit as well as receive paths, one can alleviate or at least lessen the impact of the 
interference that emerges owing to the coexistence of several wireless networks. The needed filter operation 
prerequisite can differ hugely relying on the operation frequency, bandwidth, attenuation condition and expense. 

Other important elements in interference analysis are the so-called spurious emissions. These mostly give rise to 
all undesired transmissions from a transmitter. The emissions may incorporate inter-modulation (IM) products 
stimulated by various frequencies used internally in the Base Station transmitter, the inter-modulation induced by 
extrinsic carrier frequencies, the harmonics (peaks at double the carrier frequency) and the noise. All of these can 
result in a co-channel or adjacent channel interference to a neighboring victim receiver. 

Interestingly, spurious emissions are sporadic transmissions outside the carrier frequency, but transmitter noise is 
the weakest level of successive wide-band emission. Transmitter noise cannot be reduced with radio frequency 
(RF) planning solely, as it is interrelated to the Noise Figure (NF) of the transmit link. This wide-band RF noise 
is also thought of as sideband noise. The majority of this noise is formed in the exciter section and magnified in 
following stages and ended at the transmitter output phases. Some transmitters are worse than others in forming 
this noise. 

Furthermore, Inter-modulation (IM) products are established both in transmit and receive links, as two or more 
frequencies are combined and amplified in non-linear equipment. IM products of order ‘n’ are the sums and 
differences in ‘n’ terms of the primary frequencies. Typically, the greater the order of the IM product, the lesser is 
its strength. Furthermore, if one of the terms of the product is lower than the rest, it follows that the consequent 
IM product energy will also decline significantly. The imperfections of the equipment give rise to those 
unwanted frequencies that will result in a co-channel interference at the victim receiver. Normally, there are two 
major types of IM products: transmitted and receiver-generated IM(s). On one hand, the transmitter IM products 
are generated in the BS by mixing of carriers in the same power amplifier, connectors, duplex filter, combiner or 
the antenna. Transmitter IM can cause co-channel interference, which needs high separation between cells or 
additional filters to be used to in the intruding cell. Appending filters turns out to be challenging if the intruder 
cell belongs to a different operator. On the other hand, two or more electromagnetic waves can give rise to 
inter-modulation in the victim receiver featuring some imperfections. These inter-modulation waves generate 
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interference if they are in the range of the receiver’s bandwidth as they are received and amplified in a way 
similar to that of the wanted transmission. Accordingly, inter-modulation measures are essential in order to 
diagnose those surrounding transmitters that may impair the operation of the receiver owing to inter-modulation 
impact. Receiver (Rx) IM is created in the receiver amplifiers. The primary disparity between Tx IM and Rx IM 
with respect to co-existence is that the amount of co-channel interference from Tx IM is more conceivable than 
interference from Rx IM. 

Remarkably, the intensity of Rx IM3 and IM5 rises 3 and 5 times as fast (in dB) as the received carriers creating 
this IM. Given that the powers of Rx IM products step up quickly with the power of the strong received 
(undesired) carriers, Rx IM is often affiliated with a Rx IM rejection level. Carriers higher than the IM rejection 
level can lead to serious interference while carriers lower than the level are tolerable or harmless. Both IM3 and 
IM5 ought to be thought about as receiver IM interference. Usually, the IM behavior of a receiver is reported in 
terms of inter-modulation rejection ratio and is associated with the 3rd Inter-mod intercept point (IIP3) of the 
receiver interface. For instance, the Pin IM (intermodulation power in dBm) equivalents to 3×Pi – 2×IIP3 where 
Pi is the equal power in the two overlapping signals in dBm and IIP3 is the 3rd order Inter-mod intercept point of 
the receiver in dBm. An additional filter in front of the influenced receiver stage can solve the dilemma. 

Normally, receivers are devised to acknowledge particular forms of electromagnetic waves within the bounds of 
a fixed frequency band. Nevertheless, receivers additionally respond to unwanted signals featuring different 
modulation and frequency peculiarities. Occasionally, the interfering signals fall into one of the following 
fundamental types: 

• Co-Channel Interference (CCI): This is due to emissions featuring frequencies that present within the 
bounds of the narrowest pass-band of the receiver. 

• Adjacent Channel Interference (ACI): This is owing to undesired signals possessing frequency parts that 
exist within or nearby the receiver pass-band. Generally, adjacent channel interference is the interference 
between two wireless networks whose frequency carrier assignments are adjacent or contiguous, particularly in 
cases where their cell towers are not collocated. 

• Out-of-band Interference (OOBI): This occurs when signals having frequency parts, that are outside of the 
receiver pass-band. If this interference overtakes the noise floor of the victim receiver, it weakens the noise 
figure of the receiver. In order to combat this type of impairment, either the out-of-band signals must be to be 
decreased (by inserting filters to the interfering transmitter) or the desired signal level at the victim receiver be 
improved. 

The receiver selectivity serves a significant purpose in attenuating adjacent channel interference. Furthermore, 
the intermediate frequency (IF) selectivity is the ability of a receiver to filter out any adjacent channels 
interference. The combination of the transmitter emission mask, the RF and IF selectivities together decide the 
frequency separation requirements.  

Usually, receivers are subject to enormous out-of-band signals that give rise to a spurious response in the 
receiver. A spurious response can be initiated if the frequency of an intruding signal is such that the signal or one 
of its harmonics can merge with a local oscillator or one of its harmonics to output an IF in the receiver IF 
pass-band. The main crucial frequency in this respect is the image frequency of the receiver. In order to hold 
positive spurious response rejection, the sensitivity threshold of the image frequency should be considered. 
However, this causes detailed image frequency/spurious response qualities of the receiver if interference issues 
owing to image frequency are found. 

A high interference level inside the RF bandwidth of a receiver can lead to interference even if the emission is 
outside the pass-band of the IF amplifiers resulting in a decrease of gain for the wanted signal owing to 
imperfections in the receiver front end. Such end-result gives rise to decreased Signal-to-Noise ratio (S/N) of the 
receiver, if a specific saturation reference power threshold is exceeded. This occurrence is ordinarily named 
blocking or desensitization. For this goal, the interference level at the front end of the receiver requires to be 
calculated over the whole RF bandwidth of the receiver. Namely, the receiver blocking or desensitization level is 
the highest level of a non-cochannel or adjacent channel interference that may be experienced as a low input 
signal (about three dB above the sensitivity level) without lowering the receiver operation. 

Typically, noise, spurious emissions and transmitter IM products outside the allocated frequency block are 
inherent in any transmitter. These emissions give rise to noise and can stimulate interference to a neighboring 
receiver that is set to a weak signal from a transmitter (BS or MS) which is far away. As a rule, closer the 
interfering channel to the wanted channel, more responsive the receiver is to the interference. The interference is 
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a combination of the adjacent channel interference due to deficient suppression in the receiver band-pass filter 
and the co-channel interference from the wide-band noise of the closer interfering transmitter. Fig. 2 depicts 
some of the elements explained above. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Key unwanted emissions in wireless systems 

 
3. Interference from CDMA to W-CDMA Networks 
In several countries in Asia, there has always been an argument as to whether Personal Communications Service 
(PCS) band (1850-1910/1930- 1990 MHz) allocations can coexist (fully or partially) with 2.1 GHz band 
allocations, also referred to as the UMTS band (1920-1980/2100-2170 MHz) and if so, what are the acceptable 
degrees of interference and the needed guard bands between these blocks. There is (60 + 60) MHz of spectrum 
openness if allocated either for PCS or for UMTS solely. See Fig. 3 for another potential sharing of the spectrum 
between PCS and 2.1 GHz band allocations (ITU-R M.2116-1 2010). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Potential spectrum sharing scenario between PCS and UMTS bands 
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In this band sharing plan, if the operators with PCS band allocation are the holders, then the matter will be to 
protect the holders while assigning more spectrums in the 2.1 GHz band. In some other situations, the conflict 
has been to rule out PCS allocations to protect forthcoming IMT-2000 core band allocations. In Fig. 3, it is 
depicted that the border between PCS and UMTS band allocations is 1960 MHz. With 5 MHz protection band 
(from 1955 to 1960 MHz) at the 1960 MHz margin, one gets (30+30) MHz for PCS and (35+35) MHz for 
UMTS operations. It is viable to move the border to either side of the spectrum (anywhere, from 1920 to 1980 
MHz) to earmark various bandwidth sharing between PCS and UMTS operations. 

The next section assesses potential coexistence issues between CDMA2000 network in the PCS band and 
WCDMA network in the 2.1 GHz band by scrutinizing the smallest guard band necessary between the two 
networks.  

4. Formulation, Results and Discussion 

In this subsection, the interference from CDMA2000 baste station transmitter to the UMTS Node-B receiver is 
considered. The Thermal Noise Floor at the UMTS Node-B receiver is found as follows: 

 174 10 (3.84) Rx

dBm
TN K T Log NF

Hz
         (2) 

Where TN is the thermal noise of UMTS receiver, K is Boltzman’s constant= 1.380 10 	T is receiver’s 
temperature and NFRx is UMTS receiver noise floor. For receiver noise figure of 5 dB, TN= -103dBm /3.84 MHz. 
As per 3GPP specification (3GPP TS 25.942), a maximum tolerable level of interference (IRX) from the intruder 
base station (Node-B) to the victim Node-B receiver is given as -110 dBm/3.84 MHz (3GPP TS 25.942). With 
TN value of - 103 dBm/3.84 MHz for WCDMA Node-B receivers, a spurious signal at the maximum tolerable 
limit of - 110 dBm/3.84 MHz would be 7 dB below the TN value and its presence would cause a receiver 
sensitivity degradation of 0.8 dB, which is calculated as per the formula shown below (Oudah et al. 2012): 

 1010 og(1 10 )
RxI TN

S L


     (3) 

Where S is the degradation in receiver sensitivity, IRx is maximum tolerable level of interference and TN is 
thermal noise. Similarly, 3GPP specifies a blocking requirement for WCDMA Node-B at a received spurious 
signal level of -115 dBm/3.84 MHz [10]. The processing gain (PG) of the WCDMA signal is 25 dB (i.e., 10×log 
(3840000/12200)) and for a target Eb/It of 5 dB, the Node-B receiver reference sensitivity would be of the order 
of - 123 dBm/3.84 MHz (i.e., TN + Eb/It – PG = - 103 + 5 - 25 = - 123 dBm/3.84 MHz). In PCS band, the 
antenna gains are in the order of 15 dBi and the feeder cable losses would be around 3 dB. Hence, the equivalent 
isotropically radiated power (EIRP) of CDMA BS Tx would be around 55 dBm (43 + 15 – 3 = 55 dBm). 

Assuming that the interfering CDMA2000 BS in PCS band has a vendor specific spurious emission limit of - 75 
dBc/30 kHz (20 dB better than the standards specified spurious emission limits of - 55 dBC/30 kHz) (3GPP TS 
25.942) for a carrier-to-carrier separation greater than 1.98 MHz, the amount of required isolation Iisolation (dB) 
achieved through spatial separation of antennas to mitigate the interference due to the out-of-band spurious 
emissions can be found as follows: 

Iisolation (dB) = Tx EIRP (dBm) – Tx out-of-band spurious emission limit - 10× log (30/1250) - 3GPP specified 
WCDMA maximum tolerable level of Interference - Rx feeder cable loss (dB) + Rx antenna gain (dB) - Tx filter 
attenuation (dB) 

 _

_

55 (dBm)-75+10 (1250 / 30) ( 110 dBm) 3 (dB)+15 (dBi)

(55 75 16 110 3 15) ( )

118 ( )

filter attenuation

filter attenuation

filter attenuation

Log Tx

Tx dB

Tx dB

     

      

 

  (4) 

Therefore, with an extra filter of realistic complexity and cost in the CDMA BS Tx path with 60 dB attenuation, 
the required isolation due to physical separation of antennas “Iisolation (dB)” = 118 – 60 = 58 dB, which can very 
easily be realized by having about 40 meters of physical separation between CDMA2000 BS Tx and WCDMA 
Node-B Rx antennas. With some vertical separation of antennas, one can use lesser values for antenna gains and 
hence the burden on the required isolation further reduces.  

As per 3GPP specification (3GPP TS 25.104), there is a 5 dB lower (more stringent) constraint on WCDMA 
Node- B tolerable blocking level compared to the maximum tolerable level for out-of-band Interference (- 115 
dBm versus – 110 dBm), which translates directly into an extra 5 dB isolation requirement for blocking due to 
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Intermodulation. Therefore, the isolation requirement with physical separation of antennas to mitigate blocking 
would be around 65 dB. Hence, blocking would be the main issue for WCDMA Node-B. 

It is worth mentioning that there are no clear requirements in band class 6 (IMT-2000) to protect WCDMA 
Node- B receiver in a co-area operation scenario from the spurious emissions caused by a CDMA2000 BS of 
another operator. But, most of the vendors would supply CDMA2000 BSs with spurious emissions that are most 
likely be considerably lower than the standards defined values, because a CDMA2000 BS needs to protect its 
receiver from its own transmitter. 

As with CDMA2000 BS system, one can assume that the blocking performance of WCDMA Node-B receiver 
would most likely be expressively better than the standards stated value, because WCDMA Node-B system also 
has to protect its receiver from its own transmitter. 

Using specified performance values for BS transmitters and receivers to establish isolation requirements also 
leads to overly pessimistic results, since they are not describing the real equipment performance. Accordingly, 
around 65 dB of isolation requirement is sufficient to meet the BS to Node-B spurious emission as well as 
intermodulation interference conditions, and it is quite possible to achieve such isolation requirement through 
physical separation of antennas with good antenna installation practices. 65 dB of antenna isolation is achievable 
with a site-to-site spacing of around 60 meters. 

5. Conclusions 
In this paper, deployment analysis of wireless systems has been discussed in details. The consequences of 
spurious emissions between two collocated systems and other related side-effects have also been discussed. It 
has been shown that analyses which looked into the coexistence of collocated CDMA2000 with WCDMA 
operating in the same geographic area are established on deterministic computations by supposing the worst-case 
scenario, i.e., BS /Node-B behavior according to minimum prerequisites stipulated in the related standard and 
maximum transmit power of BS /Node-B. Nevertheless, it is estimated that the real CDMA2000 BS out-of-band 
spurious emissions and blocking specifications of UMTS Node-B receivers are considerably better than the 
smallest requirements because CDMA2000 system needs to protect its receiver from its own transmitter. 
Consequently, the current equipment performance estimated to be at least 22 dB greater than the minimum 
performance specifications should be used. As a result, a minimum guard band of 5 MHz is adequate assuming 
actual filters and separations resulting from practical antenna separation. In reality, the guard band between the 
UMTS uplink and the PCS downlink is constantly more than 5 MHz as described below. 
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Abstract 
This study uses citation analysis from two citation tracking databases, Google Scholar (GS) and ISI Web of 
Science, in order to test the correlation between them and examine the effect of the number of paper versions on 
citations. The data were retrieved from the Essential Science Indicators and Google Scholar for 101 highly cited 
papers from Malaysia in the field of engineering. An equation for estimating the citation in ISI based on Google 
scholar is offered. The results show a significant and positive relationship between both citation in Google 
Scholar and ISI Web of Science with the number of versions. This relationship is higher between versions and 
ISI citations (r = 0.395, p<0.01) than between versions and Google Scholar citations (r = 0.315, p<0.01). Free 
access to data provided by Google Scholar and the correlation to get ISI citation which is costly, allow more 
transparency in tenure reviews, funding agency and other science policy, to count citations and analyze scholars’ 
performance more precisely. 

Keywords: bibliometrics, citation analysis, evaluations, equivalence, Google Scholar, High cited, ISI Web of 
Science, research tools, H-index 

1. Introduction 
Citation index as a type of Bibliometrics method traces the references in a published article. It shows that how 
many times an article has been cited by other articles (Fooladi et al., 2013). Citations are applied to evaluate the 
academic performance and the importance of information contained in an article (Zhang, 2009). This feature 
helps researchers get a preliminary idea of the articles and research that make an impact in a field of interest. The 
avenues to evaluate citation tracking have greatly increased in the past years (Kear & Colbert-Lewis, 2011). 
Citation analysis was monopolized for decades by the system developed by Eugene Garfield at the Institute for 
Scientific Information (ISI) now owned by Thomson Reuter Scientific (Bensman, 2011). ISI Web of Science is a 
publication and citation database which covers all domains of science and social science for many years (Aghaei 
Chadegani et al., 2013). In 2004, two competitors emerged, Scopus and Google Scholar (Bakkalbasi, Bauer, 
Glover, & Wang, 2006). Google Inc. released the beta version of ‘Google Scholar’ (GS) 
(http://scholar.google.com) in November 2004 (Pauly & Stergiou, 2005). These three tools, ISI from Thomson 
Reuters, Google Scholar (GS) from Google Inc. and Scopus from Elsevier are used by academics to track their 
citation rates. Access to ISI Web of Science is subscription-based service while GS provides a free alternative to 
retrieve the citation counts. Therefore, the researchers need to estimate their citation in ISI by knowing the GS 
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citation counts. On the other hand, publishing a research paper in a scholarly journal is necessary but not 
sufficient for receiving citations in the future (Nader Ale Ebrahim, 2013). The paper should be visible to the 
relevant users and authors in order to get citations. The visibility of the paper is defined by the number of paper 
versions which are available in the Google Scholar database. The number of citations will be limited to the 
versions of the published article on the web. The literature has shown increased visibility by making research 
outputs available through open access repositories, wider access results and higher citation impact (Nader Ale 
Ebrahim et al., 2014; Amancio, Oliveira Jr, & da Fontoura Costa, 2012; Antelman, 2004; Ertürk & Şengül, 2012; 
Hardy, Oppenheim, Brody, & Hitchcock, 2005). A paper has greater chance of becoming highly cited whenever 
it has more visibility (Nader Ale Ebrahim et al., 2013; Egghe, Guns, & Rousseau, 2013). 

The objectives of this paper are two-fold. The first objective is to find the correlation between Google Scholar 
and ISI citation in the highly cited papers. The second objective is to find a relationship between the paper 
availability and the number of citations. 

2. Google Scholar & Web of Science Citations 
The citation facility of Google Scholar is a potential new tool for Bibliometrics (Kousha & Thelwall, 2007). 
Google Scholar, is a free-of-charge by the giant Google search engine, has been suggested as an alternative or 
complementary resource to the commercial citation databases like Web of Knowledge (ISI/Thomson) or Scopus 
(Elsevier) (Aguillo, 2011). Google Scholar provides Bibliometrics information on a wide range of scholarly 
journals, and other published material, such as peer-reviewed papers, theses, books, abstracts and articles, from 
academic publishers, professional societies, preprint repositories, universities and other scholarly organizations 
(Orduña-Malea & Delgado López-Cózar, 2014). GS also introduced two new services in recent years: Google 
Scholar Author Citation Tracker in 2011 and Google Scholar Metrics for Publications in April 2012 (Jacso, 
2012). Perhaps some of these documents would not otherwise be indexed by search engines such as Google, so 
they would be "invisible" to web searchers, and clearly some would be similarly invisible to Web of Science 
users, since it is dominated by academic journals (Kousha & Thelwall, 2007). On the other hand, the Thomson 
Reuters/Institute for Scientific Information databases (ISI) or Web of Science database (actually there is 
ambiguity between different names of former ISI), include three databases: Science Citation Index/Science 
Citation Index Expanded (SCI/SCIE) (SCIE is the online version of SCI), Social Science Citation Index (SSC) 
and Arts and Humanities Citation Index (AHCI) (Larsen & von Ins, 2010). Since 1964 the Science Citation 
Index (SCI) has been a leading tool in indexing (Garfield, 1972). 

Few studies have been done to find a correlation between GS with WoS citations. Cabezas-Clavijo and 
Delgado-Lopez-Cozar (2013) found that the average h-index values in Google Scholar are almost 30% higher 
than those obtained in ISI Web of Science, and about 15% higher than those collected by Scopus. GS citation 
data differed greatly from the findings using citations from the fee-based databases such as ISI Web of Science 
(Bornmann et al., 2009). Google Scholar overestimates the number of citable articles (in comparison with formal 
citation services such as Scopus and Thomson Reuters) because of the automated way it collects data, including 
‘grey’ literature such as theses (Hooper, 2012). The first objective of this study is to find the correlation between 
Google Scholar and ISI citation in the highly cited papers. 

3. Visibility and Citation Impact 
Nader Ale Ebrahim et al. (2014) based on a case study confirmed that the article visibility will greatly improve 
the citation impact. The journal visibility has an important influence on the journal citation impact (Yue & 
Wilson, 2004). Therefore, greater visibility caused higher citation impact (Zheng et al., 2012). In contrast, lack of 
visibility has condensed a significant citation impact (Rotich & Musakali, 2013). Nader Ale Ebrahim et al. (2013) 
by reviewing the relevant papers extracts 33 different ways for increasing the citations possibilities. The results 
show that the article visibility has tended to receive more download and citations. In order to improve the 
visibility of scholars’ works and make them relevant on the academic scene, electronic publishing will be 
advisable. This provides the potential to readers to search and locate the articles at minimum time within one 
journal or across multiple journals. This includes publishing articles in journals that are reputable and listed in 
various databases and peer reviewed (Rotich & Musakali, 2013). Free online availability substantially increases 
a paper’s impact (Lawrence, 2001a). Lawrence (2001a, 2001b) demonstrated a correlation between the 
likelihood of online availability of the full-text article and the total number of citations. He further showed that 
the relative citation counts for articles available online are on average 336% higher than those for articles not 
found online (Craig, Plume, McVeigh, Pringle, & Amin, 2007). 

However, there are limited resources to explain the relationship between the paper availability and the number of 
citations (Craig et al., 2007; Lawrence, 2001b; McCabe & Snyder, 2013; Solomon, Laakso, & Björk, 2013). 
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None of them discussed about the relationship between the number of versions, and citation. The number of 
“versions” will be shown in any Google Scholar search result. Figure 1 shows 34 different versions of an article 
entitled “Virtual Teams: a Literature Review (Nader Ale Ebrahim, Ahmed, & Taha, 2009)” and number of 
citations. The second objective of this research is to find a relationship between the paper availability and the 
number of citations. 

 

 

 

 

 

 

 

Figure 1. The number of “versions” in the Google Scholar search result 

 

4. Methodology 
Highly cited papers from Malaysia in the field of engineering were retrieved from the Essential Science 
Indicators (ESI) which is one the Web of Knowledge (WoK) databases. ESI provides access to a comprehensive 
compilation of scientists’ performance statistics and science trend data derived from WoK Thomson Reuters 
databases. Total citation counts and cites per paper are indicators of influence and impact of each paper. There is 
a threshold to select highly cited papers according to the baseline data in ESI. This threshold is different from 
one discipline to another one. ESI rankings are determined for the most cited authors, institutions, countries, and 
journals (The Thomson Corporation, 2013). The paper must be published within the last 10-year plus four-month 
period (January 1, 2003-April 30, 2013) and must be cited above threshold level, in order to be selected. 
Essential Science Indicators data used in this research have been updated as of July 1, 2013.  

Google Scholar which is a free online database was used for deriving the number of citations and versions of the 
ESI highly cited papers. The data from ESI was collected on 29 July 2013 and Google Scholar data was 
collected on 31 July 2013. The total numbers of 101 papers were listed in ESI as highly cited papers from 
Malaysia in the field of engineering. The lists of 101 papers were retrieved from ESI database and then were 
exported to an Excel sheet. A search engine was developed to get the number of citations and versions from 
Google Scholar. This gadget assisted the present researchers to collect the data more preciously and faster than 
searching for the papers one by one. The Statistical Package for the Social Sciences (SPSS) was used for 
analyzing the data. The results are illustrated in the following section. 

5. Results and Discussion 
The number of citations which were derived from Web of Knowledge platform hereafter are called ISI citation. 
To study the relationship among the number of citations in Google scholar and ISI and the number of versions, 
correlation coefficients were computed.  

Table 1 shows descriptive statistics of the variables. 

 
Table 1. Descriptive statistic of variables 

 N Minimum Maximum Mean Std. Deviation
Versions 101 2 28 5.62 3.078 

Cited in Google Scholar 101 4 348 80.76 71.718 

ISI citation 101 5 189 43.15 36.076 

 

As both numbers of citations in Google scholar and ISI were distributed normally, Pearson correlation coefficient 
(r) was used and the results showed a very high positive and significant association (r = 0.932 , P<0.01) between 
the number of citations in Google scholar and ISI for the articles that were published during 2006 to 2012 from 
Malaysia in the field of engineering. To study the relationship between both citation and the number of versions, 
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Spearman Rho was used due to the non-normal distribution of the versions. The results showed a significant and 
positive relationship between both citations in Google Scholar and ISI with the number of versions. This 
relationship was higher between versions and ISI citations (r = 0.395, p<0.01) than between versions and Google 
Scholar citations (r = 0.315, p<0.01). Linear regression was also applied to predict the number of citations in ISI 
based on Google Scholar citations. The results showed a very high predictability (R2 = 0.836) for the linear 
model (see Figure 2) which was significant (F = 511.63, p<0.01). Therefore, the final equation for estimating the 
citation in ISI based on Google Scholar is: 

 
ISI Citation = 5.961 + 0.460 (Google Scholar citation) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 2. Scatter diagram between ISI citation and Google Scholar citation 

 

To study the effect of the number of versions on both citations in Google Scholar and ISI, simple linear 
regression was applied. The results indicated that the number of versions had a significant positive effect on 
citations in both databases (see Table 2 and Table 3). 
 
Table 2. Summary of regression analysis results 

R Square F β t p 
Model a 0.276 39.12** 0.532 6.255 <0.01
Model b  0.272 38.316** 0.528 6.19 <0.01

Predictors: Versions  

a: Dependent Variable: Cited in Google Scholar, b: Dependent Variable: ISI citation 

 

Table 3. Descriptive statistics of variables - Year 

Year N Versions Cited in Google Scholar ISI citation 
Mean SD Mean SD Mean SD 

Before 2009 20 7.75 5.25 152.85 103.741 79.8 46.6 

2009 26 6.08 1.695 101.19 38.948 56.96 20.577 

2010 18 5.11 2.193 70.17 50.097 41.44 26.86 

2011 16 4.31 1.352 49.25 33.66 21.31 12.015 

2012 21 4.48 2.089 19.9 9.518 9.24 3.315 

A comparison between Google Scholar and ISI citation for highly cited papers from Malaysia in the field of 
engineering (see Figure 3) shows that the citation counts in Google Scholar are always higher than the number of 
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citations in ISI. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Comparison between Google Scholar and ISI citations 

 

6. Conclusion 
The number of publications and the number of citations in ISI Web of Science are used to measure the 
researchers’ scientific performance and their research impact. However, these numbers are not freely available. 
Therefore, the offered equation can be used as a reference to convert the number of Google Scholar citations to 
ISI citations. On the other hand, the number of versions of both systems has a significant positive effect on the 
number of citations. This finding supports other researchers’ (Amancio et al., 2012; Antelman, 2004; Egghe et al., 
2013; Ertürk & Şengül, 2012; Hardy et al., 2005) findings related to the paper visibility. The results of this study 
indicate that there is a strong correlation between the number of citations in Google Scholar and ISI Web of 
Science. Therefore, the researchers can increase the impact of their research by increasing the visibility of their 
research papers (or paper versions). Future study is needed to determine the relationship between citation counts 
on the other databases such as Microsoft Academic Research, Scopus, SiteSeer index and ISI by considering 
journal article and conference papers. 
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Abstract 
This paper introduces ratio estimators of the population mean using the coefficient of variation of  study 
variable and auxiliary variables together with the coefficient of correlation between the study and auxiliary 
variables under simple random sampling and stratified random sampling. These ratio estimators are almost 
unbiased. The mean square errors of the estimators and their estimators are given. Sample size estimation in both 
sampling designs are presented. An optimal sample size allocation in stratified random sampling is also 
suggested. Based on theoretical study, it can be shown that these ratio estimators have smaller MSE than the 
unbiased estimators. Moreover, the empirical study indicates that these ratio estimators have smallest MSE 
compared to the existing ones.  

Keywords: ratio estimator, sample size estimation, coefficient of variation, coefficient of correlation 

1. Introduction 

Consider a population of N  units with observations  i ix , y  for  i 1, 2, , N  where iy  is a value of study 

variable and ix  is a value of auxiliary variable. Under simple random sampling without replacement, an 

unbiased estimator of the population mean 


 
N

i
i 1

1Y y
N

 is the sample mean 


 
n

i
i 1

1y y
n

. The variance of the 

unbiased estimator is  

  2
y

1 fV y S
n
 ,          (1.1) 

where 
nf
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  and  
N 22

y i
i 1

1S y Y
N 1 

 
  . 

A common ratio estimator is R
Xy y
x

 where X  and x  are the population and sample means of the 

auxiliary variable, respectively. The efficiency of the ratio estimator depends on the coefficient of variation of 

auxiliary variable  xC  and coefficient of variation of study variable  yC . Murthy (1964) has suggested that 

if   x

y

C
2C

 , the ratio estimator performs better than the unbiased estimator where   is the correlation 

coefficient between x  and y . The approximate bias and mean square error (MSE) of the ratio estimator are as 

follows: 
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. When the xC  is known, 
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Sissodia and Dwivedi (1981) has proposed a modified ratio estimator, x
SD

x

X C
y y

x C





. The approximate bias 

and MSE of the estimator are 

  2x
SD x xy

R1 f 1B y S S
n X X
    

 
,        (1.4) 
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where x
x

YR
X C




. Sampath (2005) used the coefficient of variation of the study variable to improve the 

unbiased estimator as 
1

2
S y

1 fy 1 C y
n

   
 

. The approximate bias and MSE of this estimator are 
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.           (1.7) 

In addition, there are several authors, such as Upadhyaya and Singh (1999), Singh and Tailor (2003), who have 
developed various ratio estimators under simple random sampling. 

If the study variable has different mean values in different subpopulations, it is advantageous to draw a sample 
by stratified random sampling. In stratified sampling, a population is partitioned into L  strata. A stratum h 
contains hN  units with observations  hi hix , y  where 1 2h , , , L   and 1 2 hi , , , N  . An unbiased 

estimator of Y  under stratified random sampling is given by 



L

st h h
h 1

y W y  where  h
h

N
W

N
 is the stratum 

weight and hy  is the sample mean of the study variable in stratum h. The variance of the unbiased estimator is 
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where    h h h1 f n ,
 

 h
h

h

n
f

N
 is sampling fraction in stratum h, hn  is a sample size in stratum  h and 

2
yhS  is the variance of the study variable in stratum h. There are two types of ratio estimators in stratified random 

sampling, namely combined and separate ratio estimators.  

The combined ratio estimator is given by  st
RC

st

y
y X

x
, where 




L

st h h
h 1

x W x  is an unbiased estimator of the 

population mean X  and hx  is the sample mean of auxiliary variable in stratum h (Cochran, 1977). The 

approximate mean squared error of the combined ratio estimator is  

    


   
L
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MSE y W S R S 2RS ,      (1.9) 

where  YR
X

is the population ratio, 2
xhS  is the variance of auxiliary variable in stratum h and xyhS  is the 

covariance between auxiliary and study variables in stratum h. The approximate bias of the combined ratio 
estimator is 
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The separate ratio estimator is given by 



L

h h
RS h

h 1 h

y X
y W

x
. The approximate MSE of the separate ratio 

estimator can be given by 
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where  h
h

h

Y
R

X
 is the population ratio in stratum h. The approximate bias of the separate ratio estimator is 
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Kadilar and Cingi (2003) have proposed several combined ratio estimators. The simplest one based on the 

Sissodia and Dwivedi (1981) estimator is defined as 
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 where xhC  is the 

coefficient of variation of the auxiliary variable in stratum h. The MSE and bias of this estimator are 
approximated as follows: 
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Kadilar and Cingi (2005) have improved the combined ratio estimator in stratified random sampling based on the 
estimator introduced by Prasad (1989). However, these estimators depend on several unknown parameters and 
therefore aredifficult to use.  

In Sections 2 and 3, the ratio estimators based on the coefficient of variation and correlation in simple random 
sampling and stratified random sampling are introduced, respectively. The approximate bias and MSE of the 
estimator are derived. An estimator of the MSE is given. The sample size estimation and an optimal allocation of 
sample size in stratified random sampling is presented. The comparison of the efficiency between the proposed 
estimator and unbiased estimator is theoretically provided. Hypothetical populations are used to compare the 
properties of the presented estimators with the existing ones. 

2. Estimation in Simple Random Sampling 
2.1 Parameter Estimation 

Consider the following ratio estimator for the population mean of the study variable, 

 

c

X cy y
x c

                  (2.1) 

where c  is a real constant to be determined such that the  cMSE y is minimized. Note that when c  is equal 

to 0, this estimator is reduced to the usual ratio estimator and when c  is equal to xC  this estimator become 

the estimator of Sissodia and Dwivedi (1981). To obtain the MSE and bias of the estimator (2.1), let 
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. The estimator cy  can be written as      1

c 1 2y Y 1 e 1 e . Using Taylor series 

approximation, we obtain       2
c 1 2 2 1 2y Y 1 e e e e e ... . When the terms of degree greater than two are 

ignored, we get the approximate bias of the estimator cy  as 
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where 
c
YR
X c

. Similarly, Taylor’s formula can be used to approximate MSE of the estimator as 

      2 2 2
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1 fMSE y S R S 2R S
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.        (2.3) 

Minimizing (2.3) with respect to c , we get the optimum value of c  as   
2

* x

xy

YS
c c X

S
. Substituting *c  

for c  in (2.1), (2.2) and (2.3) and using algebra, we obtain the optimum estimator, its bias and MSE as follows, 
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    c*B y 0 ,           (2.5) 
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 Note that the optimum estimator is almost unbiased and its MSE is always smaller than the variance of the 
unbiased estimator. In addition, the optimum estimator can be applied for both populations with positive and 
negative coefficient of correlation. For a sample estimate of the MSE, one can substitute the sample estimate of 
2
yS which gives 

     
  *

2 2
yc

1 fˆMSE y s 1
n

,         (2.7) 

where 2
ys  is the sample variance of the study variable. 

2.2 Sample Size Estimation 

Sample size estimation is one of the important aspects in sample surveys. If the sample size is too small, the 
sampling error may be too large. However, too large sample size implies a waste of resources. We would like to 
specify a sample size that is sufficiently large to ensure a high probability that the estimate closes to the 

parameter. Under simple random sampling, the population mean of the study variable  Y  is estimated with the 

optimum estimator c*y . To obtain the desired sample size, one can specify the margin of error d  and the 

probability   such that  c*P y Y d    . Under some technical conditions as shown in Scott and Wu 

(1981) and Hajek (1960), we can show that c*y  is asymptotically normal distributed with mean Y  and 

variance  c*MSE y . To obtain the absolute precision, we can find a value of n  that satisfies 

 c* / 2d / MSE y z  where 2/z  denotes the upper 2 /  point of the standard normal distribution. Solving 

for n, we have 
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  . If the population size N is large relative to the sample size n, the formula of the 

sample size reduces to 0n .   
 
2.3 Comparison of Efficiency 

In this section, the properties of the estimators in simple random sampling are compared.  The relative 
efficiency of the optimum estimator and unbiased estimator is considered as follows: 
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This shows that the optimum estimator is always more efficient than the unbiased estimator because 
20 1   . 

The efficiency depends on the coefficient of correlation:if the coefficient of correlation increases then the 
efficiency also increases. 
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To compare the properties of the optimum estimator with the others, we consider hypothetical populations with 
vary characteristics. In this work, the coefficients of correlation in the populations are   0.1, 0.2, , 0.9 . In 

each population, the coefficients of variations are 0 2xC . , 0 2yC .  and the population means 5 000X , , 

5 000Y , . With varying sample sizes, the biases and MSEs of the estimators are given in Table 1 and Table 2, 
respectively. The biases and MSEs are computed by the formulas in the previous sections. 
In Table 1, as expected, the absolute bias of the unbiased and optimum ratio estimators are always equal to 0. 
The estimator Sy  has the largest absolute bias among the compared estimators. The bias of the estimator Sy  

is negative because the estimator is constructed by using a constant in which its value less than 1 multiplying the 
unbiased estimator. The bias of the estimator Sy  does not depend on the coefficient of correlation. Observe that 

the absolute biases of the estimator SDy  are smaller than of the estimator Ry . Given a sample size, when the 

coefficient of correlation increases the absolute bias of the two estimators Ry  and SDy  decrease. Given a 

coefficient of correlation, the absolute bias of Sy , Ry  and SDy  decrease when the sample size increases. 

Table 2 shows that the optimum ratio estimator has smallest MSE among the compared estimators. The MSEs of 
the two estimators y  and Sy  do not depend on the coefficient of correlation. When 0 5  .  the MSEs of the 

two estimators Ry  and SDy  are less than those of the unbiased estimator. Given a sample size, when the 

coefficient of correlation increases the MSEs of the three estimators Ry , SDy  and c*y  decrease. Given a 

coefficient of correlation, the MSEs of all estimators decrease when the sample size increases. 
 
Table 1. Biases of the estimators in simple random sampling 

n    B y   RB y   SDB y   SB y   c*B y  

30 

0.1 0 5.9964 5.9961 -6.6538 0 
0.2 0 5.3301 5.3299 -6.6538 0 
0.3 0 4.6639 4.6636 -6.6538 0 
0.4 0 3.9976 3.9973 -6.6538 0 
0.5 0 3.3313 3.3311 -6.6538 0 
0.6 0 2.6651 2.6648 -6.6538 0 
0.7 0 1.9988 1.9985 -6.6538 0 
0.8 0 1.3325 1.3323 -6.6538 0 
0.9 0 0.6663 0.6660 -6.6538 0 

50 

0.1 0 3.5964 3.5962 -3.9928 0 
0.2 0 3.1968 3.1966 -3.9928 0 
0.3 0 2.7972 2.7970 -3.9928 0 
0.4 0 2.3976 2.3974 -3.9928 0 
0.5 0 1.9980 1.9978 -3.9928 0 
0.6 0 1.5984 1.5982 -3.9928 0 
0.7 0 1.1988 1.1986 -3.9928 0 
0.8 0 0.7992 0.7990 -3.9928 0 
0.9 0 0.3996 0.3994 -3.9928 0 

100 

0.1 0 1.7964 1.7963 -1.9952 0 
0.2 0 1.5968 1.5967 -1.9952 0 
0.3 0 1.3972 1.3971 -1.9952 0 
0.4 0 1.1976 1.1975 -1.9952 0 
0.5 0 0.9980 0.9979 -1.9952 0 
0.6 0 0.7984 0.7983 -1.9952 0 
0.7 0 0.5988 0.5987 -1.9952 0 
0.8 0 0.3992 0.3991 -1.9952 0 
0.9 0 0.1996 0.1995 -1.9952 0 
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Table 2. MSEs of the estimators in simple random sampling 

n    MSE y   RMSE y  SDMSE y  SMSE y   c*MSE y  

30 

0.1 33313.33 59964.00 59961.60 33269.00 32980.20 
0.2 33313.33 53301.33 53299.20 33269.00 31980.80 
0.3 33313.33 46638.67 46636.80 33269.00 30315.13 
0.4 33313.33 39976.00 39974.40 33269.00 27983.20 
0.5 33313.33 33313.33 33312.00 33269.00 24985.00 
0.6 33313.33 26650.67 26649.60 33269.00 21320.53 
0.7 33313.33 19988.00 19987.20 33269.00 16989.80 
0.8 33313.33 13325.33 13324.80 33269.00 11992.80 
0.9 33313.33 6662.67 6662.40 33269.00 6329.53 

50 

0.1 19980.00 35964.00 35962.56 19964.04 19780.20 
0.2 19980.00 31968.00 31966.72 19964.04 19180.80 
0.3 19980.00 27972.00 27970.88 19964.04 18181.80 
0.4 19980.00 23976.00 23975.04 19964.04 16783.20 
0.5 19980.00 19980.00 19979.20 19964.04 14985.00 
0.6 19980.00 15984.00 15983.36 19964.04 12787.20 
0.7 19980.00 11988.00 11987.52 19964.04 10189.80 
0.8 19980.00 7992.00 7991.68 19964.04 7192.80 
0.9 19980.00 3996.00 3995.84 19964.04 3796.20 

100 

0.1 9980.00 17964.00 17963.28 9976.02 9880.20 
0.2 9980.00 15968.00 15967.36 9976.02 9580.80 
0.3 9980.00 13972.00 13971.44 9976.02 9081.80 
0.4 9980.00 11976.00 11975.52 9976.02 8383.20 
0.5 9980.00 9980.00 9979.60 9976.02 7485.00 
0.6 9980.00 7984.00 7983.68 9976.02 6387.20 
0.7 9980.00 5988.00 5987.76 9976.02 5089.80 
0.8 9980.00 3992.00 3991.84 9976.02 3592.80 
0.9 9980.00 1996.00 1995.92 9976.02 1896.20 

 
3. Estimation in Stratified Random Sampling 
3.1 Parameter Estimation 

In stratified random sampling, when hX , xhC  , y hC  and xh  in stratum h are known, the separate ratio 

estimator can be modified as  

  


  

L
h h xh

RS_C h
h 1 yh h h h h xh

y X C
y W

C x X X C
.       (3.1) 

Since this estimator is constructed from the optimum ratio estimator, we call this estimator “optimum separate 
ratio estimator”. To obtain the MSE and bias of the optimum separate ratio estimator, applying the MSE and bias 

of 
 




h h xh
c*h

h xh

y X C
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x C
 under simple random sampling to draw in stratum h,yields 

   RS_CB y 0 ,          (3.2) 
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For estimating the  RS_CMSE y , we substitute the sample estimates to obtain 
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Note that the bias of the optimum separate ratio estimator is the cumulative bias of an optimum ratio estimate in 

each stratum which closes to zero. In addition, we found that the MSE of the estimator is also smaller than the 

variance of the unbiased estimator in (1.8). 

3.2 Optimum Sample Size Allocation 
Given a total sample size n and using the optimum separate ratio estimator, one may choose how to allocate the 
sample size among the L strata. In this section, the allocation scheme which minimizes the MSE of the estimator 
by fixing the total sample size is considered. That is, we need the values of 1 2  Ln , n , , n  which minimize 
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Thus, the optimum scheme allocates larger sample sizes to strata with larger variances and larger stratum sizes 
but smaller sample sizes to strata with larger coefficients of correlation. 

3.3 Sample Size Estimation 

The formula (3.5) gives hn  in terms of n , but in practice, we do not yet know what value of n  is. This 

section presents a formula for the determination of n  under the optimum sample size allocation. It is assumed 
that the optimum separate ratio estimate has a specified mean squared error M . When hn , hN  and h hN n  

are all sufficient large and the technical conditions in Scott and Wu (1981) hold, we can show that the estimator 

RS_Cy has also the asymptotic normal distribution. If the margin of error d  has been given, then 

  2
/2M d / z . Let h hn nw , where 
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. So, the mean square error of RS_Cy  is  

   
  

   
      

 
 

22 2 2L Lh yh h 2 2
h yh h

h 1 h 1h /2

W S 11 1 dM W S 1
n w N z

 . 

Solving for n, we have
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3.4 Comparison of Efficiency 

In this section, we compare the properties of the proposed optimum separate ratio estimator with the existing 
ones in stratified random sampling. The relative efficiency of the optimum separate ratio estimator and unbiased 
estimator is  

  
 

2 2

1

2 2 2

1

1








  





L

h h yh
h

st RS _C L

h h yh h
h

W S
e y , y

W S
.         (3.7) 

This shows that the optimum separate ratio estimator is always more efficient than the unbiased estimator. The 
efficiency depends on the coefficient of correlation in stratum. If the correlation coefficient increases then the 
efficiency also increases. 
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To compare the properties of the optimum separate ratio estimator with the other estimators, we consider the 
following hypothetical populations. Each population consists of N = 50,000 units and is divided into L = 2 strata 
of which sizes are 1N 20, 000  and 2N 30, 000 . The coefficients of variations are  x1 y 1C C 0.2  and 

 x 2 y 2C C 0.3 . The population means are given by  1 1X Y 500  and  2 2X Y 1, 000 . The coefficients of 

correlations are   h 0.1, 0.2, , 0.9 . We set the total sample size n 150  with three allocations, namely equal 

allocation h
nn
L

, proportional allocation  h
h

nN
n

N
 and optimal allocation as in (3.5). The biases and 

MSEs of the estimators are given in Table 3 and Table 4, respectively. The biases and MSEs are computed by the 
formulas in the above sections. 

In Table 3, the absolute biases of the unbiased and optimum separate ratio estimators are always equal to 0. The 
absolute biasof the estimator RSy  is smallest among the compared estimators. The absolute bias of the 

estimator KCy is smaller than that of the estimator RCy . Given an sample size allocation, when the coefficient 

of correlation increases the absolute biases of the three estimators RCy , RSy , and KCy decrease. Using the 

optimum allocation, the absolute biases of the estimators RCy , RSy  and KCy are smallest among the three 

allocations. 

Table 4 presents that the optimum separate ratio estimator gives the smallest MSE among the compared 
estimators. Observe that the MSE of the unbiased estimator sty  does not depend on the coefficient of 

correlation because it does not use the information of the auxillary variable. When 0 5 h . , the MSEs of the 

estimators RCy , RSy  and KCy  are less than that of the unbiased estimator. Given an sample size allocation, 

when the coefficient of correlation increases, the MSEs of the estimators RCy , RSy ,  KCy  and RS _Cy  

decrease. The MSEs of all estimators are smallest under the optimum allocation. 
 

Table 3. Biases of the estimators in stratified random sampling 

Allocation 1n  2n  1  2     stB y  RCB y  RSB y  KCB y   RS _ CB y  

equal 75 75 

0.1 0.1 0.56 0 0.5087 0.4261 0.5083 0 

0.2 0.2 0.61 0 0.4522 0.3787 0.4518 0 

0.3 0.3 0.66 0 0.3957 0.3314 0.3953 0 

0.4 0.4 0.71 0 0.3391 0.2841 0.3388 0 

0.5 0.5 0.75 0 0.2826 0.2367 0.2823 0 

0.6 0.6 0.80 0 0.2261 0.1894 0.2258 0 

0.7 0.7 0.85 0 0.1696 0.1420 0.1693 0 

0.8 0.8 0.90 0 0.1130 0.0947 0.1128 0 

0.9 0.9 0.95 0 0.0565 0.0473 0.0563 0 

proportion 60 90 

0.1 0.1 0.56 0 0.4337 0.3709 0.4334 0 

0.2 0.2 0.61 0 0.3855 0.3297 0.3852 0 

0.3 0.3 0.66 0 0.3373 0.2885 0.3371 0 

0.4 0.4 0.71 0 0.2891 0.2473 0.2889 0 

0.5 0.5 0.75 0 0.2409 0.2060 0.2407 0 

0.6 0.6 0.80 0 0.1928 0.1648 0.1925 0 

0.7 0.7 0.85 0 0.1446 0.1236 0.1444 0 

0.8 0.8 0.90 0 0.4337 0.3709 0.4334 0 

0.9 0.9 0.95 0 0.3855 0.3297 0.3852 0 

optimum 27 123 

0.1 0.1 0.56 0 0.3617 0.3421 0.3614 0 

0.2 0.2 0.61 0 0.3215 0.3041 0.3213 0 

0.3 0.3 0.66 0 0.2813 0.2661 0.2811 0 

0.4 0.4 0.71 0 0.2411 0.2281 0.2409 0 
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0.5 0.5 0.75 0 0.2009 0.1900 0.2007 0 

0.6 0.6 0.80 0 0.1608 0.1520 0.1606 0 

0.7 0.7 0.85 0 0.1206 0.1140 0.1204 0 

0.8 0.8 0.90 0 0.0804 0.0760 0.0802 0 

0.9 0.9 0.95 0 0.0402 0.0380 0.0400 0 
  is the coefficient of correlation in the whole population. 

 

Table 4. MSE of the estimators in stratified random sampling 

Allocation 
1n  2n 1  2     stMSE y  RCMSE y  RSMSE y  KCMSE y   RS_CMSE y

equal 75 75 

0.1 0.1 0.56 452.17 813.91 813.91 813.65 447.65 
0.2 0.2 0.61 452.17 723.48 723.48 723.24 434.09 
0.3 0.3 0.66 452.17 633.04 633.04 632.84 411.48 
0.4 0.4 0.71 452.17 542.61 542.61 542.43 379.83 
0.5 0.5 0.75 452.17 452.17 452.17 452.03 339.13 
0.6 0.6 0.80 452.17 361.74 361.74 361.62 289.39 
0.7 0.7 0.85 452.17 271.30 271.30 271.22 230.61 
0.8 0.8 0.90 452.17 180.87 180.87 180.81 162.78 

0.9 0.9 0.95 452.17 90.43 90.43 90.41 85.91 

proportion 60 90 

0.1 0.1 0.56 385.51 693.91 693.91 693.69 381.65 
0.2 0.2 0.61 385.51 616.81 616.81 616.61 370.09 
0.3 0.3 0.66 385.51 539.71 539.71 539.53 350.81 
0.4 0.4 0.71 385.51 462.61 462.61 462.46 323.83 
0.5 0.5 0.75 385.51 385.51 385.51 385.38 289.13 
0.6 0.6 0.80 385.51 308.41 308.41 308.31 246.72 
0.7 0.7 0.85 385.51 231.30 231.30 231.23 196.61 
0.8 0.8 0.90 385.51 154.20 154.20 154.15 138.78 
0.9 0.9 0.95 385.51 77.10 77.10 77.08 73.25 

optimum 27 123

0.1 0.1 0.56 321.51 578.71 578.71 578.52 318.29 
0.2 0.2 0.61 321.51 514.41 514.41 514.24 308.65 
0.3 0.3 0.66 321.51 450.11 450.11 449.96 292.57 
0.4 0.4 0.71 321.51 385.81 385.81 385.68 270.07 
0.5 0.5 0.75 321.51 321.51 321.51 321.40 241.13 
0.6 0.6 0.80 321.51 257.21 257.21 257.12 205.76 
0.7 0.7 0.85 321.51 192.90 192.90 192.84 163.97 
0.8 0.8 0.90 321.51 128.60 128.60 128.56 115.74 
0.9 0.9 0.95 321.51 64.30 64.30 64.28 61.09 

  is the coefficient of correlation in the whole population. 

 

4. Discussion 
In simple random sampling, the optimum ratio estimator and its variance estimate depend on the coefficient of 
variation, the coefficient of correlation and the mean of the auxiliary variable in the whole population. Similarly, 
the optimum separate ratio estimator and its variance estimate are in terms of the coefficients of variation, the 
coefficient of correlation and the means of the auxiliary variable in all strata. In practice, sample estimates of 
these parameters may be used to substitute in the formulas of these estimates.  

In simple random sampling, the relative efficiency of the optimum ratio estimator and the unbiased estimator 
depends on the coefficient of correlation  . When the coefficient of correlation between the study and auxillary 
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variable is weak, then the relative efficiency will be low so that the unbiased estimator is almost as good as the 
ratio estimators. For example, if 0 2  . , then   1 042c*e y , y . . This means that if we increase the sample size 

about 4.2%, the unbiased estimator will have the most efficiency among the estimators in the class of
       

c
x cy y : c
X c

. Therefore, in case of 0 2  .  we suggest using the unbiased estimator because it 

uses only the information of the study variable and we do not need to collect the data of the auxillary variables. 
In stratified random sampling, when   0 2 hMax . , we also recommend the unbiased estimator.  

For future studies, we can consider applying the ratio estimator in adaptive sampling schemes as suggested by 
Thompson (1990) and Sangngam (2013) for.  
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Abstract  
Floodplains are land areas adjacent to rivers and streams that are subjected to recurring inundation. Owing to 
their continually changing nature, floodplains and other flood-prone areas need to be examined in the light of 
how they might affect or be affected by landuse change. In this research, the effect of land use changes on 
floodplain is investigated. Major landuse change has occurred in Azaran watershed during the investigation 
period. Irrigated farmland has decreased by about 52%. However, bare lands, dry farm lands, and rangeland have 
increased by 12.40%, 17.25% and14.46%, respectively. The extent of floodplain was determined based on the 
annual maximum instantaneous flood for different return periods using Hydrologic Engineering Centers River 
Analysis System (HEC-RAS) coupled with HEC-GeoRAS which is a tool for processing geospatial data in 
ArcGIS. Water surface profile data and velocity data exported from HEC-RAS simulations were processed by 
HEC-GeoRAS for floodplain mapping. It was found that the floodplain has increased due to land use change 
from 1956 to 2007. This study showed that floodplain areas in irrigated farmlands have increased by 151.99% 
and 68.63% for return period of 25 and 50 years, respectively. 

Keywords: HEC-RAS, flood, floodplain, azaran 

1. Background of the Study 
Floodplains are land areas adjacent to rivers and streams that are subject to recurring inundation. Owing to their 
continually changing nature, floodplains and other flood-prone areas need to be examined in the light of how 
they might affect or be affected by landuse change. There are different factors that affect flood frequency 
including topographic characteristics, river morphology, environmental structures, and human activities. One of 
the most important effects of human activities on flood occurrence is landuse change and its inconformity with 
the land capabilities. In this regard, the importance of floodplain mapping, which has much utilization in 
floodplain management, is emphasized. In particular, hazard zonation in rural areas gives orientation to planners 
and settlements to stabilize  their activities as well as economic development  (Eftekhari, 2009). Recently 
major development has been made in river engineering using GIS tools and techniques. As a result, several 
commercial software packages are available that integrates GIS capabilities in spatial analysis with hydraulic 
modeling. The U.S. Army Corps of Engineers Hydrologic Engineering Center River Analysis System 
(HEC-RAS) is a public domain software that links with the ArcGIS software through HEC-GeoRAS (USACE, 
2000). Numerous researches have been done to address effects of this phenomenon in different aspects and 
objectives. Neal et al. (2012)  have comprehensively described the physical complexity needed to model 
floodplains. Several other researches have been reported substantial changes to catchment runoff and floodplain 
due to conversion of forest to pasture or the afforestation of grassed catchments. There are many reviews of these 
experiments in the literature, notably those of Zhang et al. (1999), Best et al. (2003), Siriwardena et al.(2006), 
Brath et al. (2006), Nirupama and Simonovic (2007), Wheatera and Evansb (2009), Sriwongsitanon and 
Taesombat  (2011), Theiling and Burant (2013) and Wagner et al. (2013). Some of these researches including 
Wernera et al. (2005), Cook and Merwade (2009), Merwade et al. (2008) and more recently Alexakis et al. (2014) 
employed GIS and remote sensing techniques for the assessment of land use change impact on flood runoff. 
HEC-RAS is a well know and public domain software for flood modeling and is widely used by different 
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researchers including Sanders (2007), Hagen et al.(2010) and Croke et al. (2014). The purpose of this study is to 
identify the areas located in floodplain based on two flood frequency interval. The second objective of this study 
is to assess the changes in floodplain boundaries due to landuse changes in 50 years between 1956 and 2007. 
This period was selected because the land use data and observed peak discharge are available for this period.  

2. Material and Methodology  

2.1 Study Area  
The Azaran watershed is the unit of consideration for this research and is located northwest of Esfahan, Iran (see 
Fig.1). Geographically it extends from 33˚ 39 57״N to 33 44 45״N and 50˚ 59 46״E to 51˚ 15 07״E while its 
area encompasses 9601(ha). Its elevation is range from 2030 m to 3400 m based on mean sea level. The 
predominant land use of Azaran is rangeland. 

 
Figure 1. Layout of the study area 

 

According to the Forest, Range and Watershed Organization of Esfahan, a landuse map of year 1956 had been 
generated using aerial photos at the scale of 1:55000 (Fig.2-a). A subsequent landuse map for 2007 was 
generated using Landsat satellite images (Fig.2-b). Roughness coefficients for the main channels were estimated 
according to the field survey of main rivers in the study area.  

 
Figure 2. Representative landuse map of Azaran watershed for 1956 (a) and 2007 (b) 

 

Table 1. Distribution landuse classes for Azaran watershed (1956 and 2007) 

Landuse class 1956 2007 Landuse changes 
Area(ha) Area(ha) % 

Dry farm 
Bare lands 
Gardens * 
Mixed predominate Gardens and Farm * 
Mixed predominate Farm and Gardens* 
Fair to poor Rangelands 
Residential  area 

289.79 
1209.45 
315.97 
799.96 
937.91 
5988.48 
59.44 

339.79 
1359.45 
146.11 
351.91 
489.85 
6854.45 
59.44

17.25 
12.40 
-53.76 
-56.01 
-47.77 
14.46 
0.00 

*Irrigated Farmland. 

a b
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As is evident in table 1, there was no change in residential area. This is because there is no major population in 
this area. There are only a few small villages in which no development has been made due to long term drought 
and lack of water resources during the last 15 years. 
2.2 Maximum Instantaneous Flow Rate  
The maximum instantaneous flow rate for 34 years dataset were analyzed to determine the maximum flow rate 
for various return periods using the Stormwater Management and Design Aid (SMADA) software. The Log 
Pearson Type III distribution depicts a minimum standard deviation in comparison to other statistical measures. 
Instantaneous flow rates for different return periods are provided in table 2. 

 

Table 2. Estimated maximum flow rate based on Log Pearson Type III distribution 

Non- exceedance Probability Return Period  Q (m3/s) 

0.5 2 17.71 
0.8 5 35.43 

0.9 10 57.09 

0.96 25 100.40 

0.98 50 147.23 

0.99 100 216.54 

0.995 200 358.28 

 

2.3 Generation of Digital Terrain Model (DTM) 
The first step in the pre-processing stage is to create a Digital Elevation Model (DEM) of the river system in a 
Triangulated Irregular Network (TIN) format. The TIN must be constructed with special care in order to provide 
accurate analyses. Elevation data for each cross section is extracted from the TIN (Sredojevic and Simonovic, 
2009). The TIN also serves to determine floodplain boundaries and calculation of inundation depths. The DEM 
is a representation of the topographical surface in terms of regularly spaced x, y, z, coordinates. The DEM can be 
developed from a number of sources including ground survey, cartography, photogrammetry, surface sensing 
Lidar Data, Satellite data such as SRTM and ASTER-GDEM. The TIN-based model has a vector-based data 
structure, but it can be converted into grid cells. In the TIN model, each point has defined x, y, and z coordinates. 
The coordinate z represents the height. These points are connected by their edges to form a network of 
overlapping triangles (finite surfaces) that represent the terrain surface (Lo and Yeung, 2005). The basis of 
TIN-based DTM is that a large series of these finite surfaces, sharing common horizontal edges, can be linked 
together and used to interpolate the XYZ coordinate of any point, even though actual measurements have not 
been obtained at that point. In this research a Digital Elevation Model (DEM) was generated for the investigated 
river domain by using topographic map at a scale of 1:25000 collected from the National Cartographic Center of 
Iran, Esfahan branch. 
2.3.1 Creating River Center Line 

The river centerline layer is very important, because it represents the river network for HEC-RAS. Digitizing of 
the stream centerline starts with selecting the sketch tool from the Editor Toolbar, and digitization proceeds in 
the direction of river flow 

2.3.2 Creating River Banks 

The bank lines layer is used to define the river channel from overbank areas. This definition is important because 
Manning’s n values are different for channel and for floodplain areas. Usually, the overbank areas have higher 
values of Manning’s n due to vegetation or presence of residential areas. 

2.4 Manning Roughness Coefficient 
Manning roughness coefficients (n) represent the resistance to flood flows in channels and floodplains. The 
results of Manning's formula, an indirect computation of stream flow, have applications in floodplain 
management, flood insurance studies, and the design of bridges and highways across floodplains. Many 
researches have been done to determine Manning roughness coefficients. Among those, the research done by 
Gharib (2006), yan and zhong (2002)  as well as Wong (2008) are notably comprehensive. To determine the 
Manning’s n, field survey conducted and during the fieldwork representative pictures were taken from the left 
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and right overbanks and main channels. Then, the Manning coefficient values were determined by field survey 
and justifying the taken photos with the above mentioned references.  

2.5 Pre-Processing HEC-RAS Results  

The use of the unsteady flow simulation features in the U.S. Army Corps of Engineers Hydrologic Engineering 
Center’s HEC-RAS software program requires the use of geometry pre-processor to complete the hydraulic 
calculations. The correct selection of geometric parameters and review of the pre-processor output is an 
important factor in the successful execution of an unsteady flow simulation. The geometry pre-processor in 
HEC-RAS calculates a series of curves that describe the geometric and hydraulic properties of cross–sections, 
bridges, culverts, and weirs. The HEC-RAS modeler can modify several variables that affect the calculation of 
these curves. GeoRAS generates three additional data sets prior to using HEC-RAS. They are the 3D Centerline 
theme, the 3D Cross Section theme, and the RAS GIS Import File (Snead and Maidment, 2000). Upon successful 
implementation of the simulation, the HEC-RAS output is exported to HEC-Geo RAS for post-processing of the 
output. Post-processing facilitates the automated floodplain delineation based on the data contained in the RAS 
output file and the original terrain TIN. Using HEC-GeoRAS functionalities, the imported HEC-RAS results are 
processed with the TIN of the region to generate the flood water surface extents and the flood water depth files 
for return periods of 25 and 50 years. The water surface profile data is used to develop a water surface TIN, and 
the intersection of the water surface TIN with the terrain model TIN provides flood visualization.  The results 
can be shown in 2-D or 3-D views. 

2.6 HEC-RAS Basic Concepts and Equations 

HEC-RAS is an integrated software system, designed for interactive use in a multi-tasking environment and used 
to perform one-dimensional water surface calculations (Sredojevic and Simonovic, 2009). HEC-RAS is 
comprised of a graphical user interface, separate hydraulic analysis components, data storage and management 
capabilities, and graphing as well as reporting facilities (USACE, 2010). The computation engine of HEC-RAS 
is based on the solution of the one-dimensional energy equation. Energy losses are evaluated by friction 
(Manning’s formula), contraction, and expansion. In cases where the water surface profile varies rapidly, use of 
the momentum equation is necessary. These cases include: mixed flow regime calculations, bridge hydraulic 
calculations and evaluation of profiles at river confluence. Water surface is calculated from one cross section to 
the next by solving the energy equation written as: 

 

               (1) 

Where, 	 	 = average velocities (m2/s) 

 = gravitational acceleration 	 	 	= velocity weighting coefficients (dimensionless) and 

= energy head loss (m). 

L = reach length between the adjacent cross sections 

= friction slope between the two sections and 

 = expansion or contraction loss coefficient (dimensionless). 

The magnitude of  depends upon the channel characteristics. Typical values of  are shown in Table 3. 

 
Table 3. Magnitude of 	after Debo and Reese (2002) 

Type of channel 
Value of  

Min. Avg. Max. 
Regular Channel  1.10 1.15 1.20 
Natural Channel 1.15 1.30 1.50 
Natural Channel-flooded overbanks 1.50 1.75 2.00 
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3. Result and Discussion 
Surface water profile was derived based on flood frequency analysis as well as geometric and hydraulic 
specification of river cross sections. Validation of derived profile for return periods 50-yr was made based on the 
identified watermarks for the flood occurred in June 27, 2007.  Based on this watermark, the peak discharge is 
estimated to be 120m3/s, which is 16.6% is lower than the estimated flood by Pearson Type III distribution. 
Moreover, according to local inhabitant’s reports, a similar flood has occurred in June 20, 1956. Therefore that 
flood can be considered with 50-yr return period.  

Based on this classification the floodplain was generated by intersecting the floodplain in 1956 and 2007. 
Delineation of floodplain due to landuse changes is vital for residential and agricultural landuse. The HEC-HMS 
was set for estimated flood flow for two return periods and water surface profile was determined. The Manning 
roughness was determined based on the field survey and available references. Floodplain maps were provided 
for 25-yr and 50-yr (see Fig.3). A comparison was made for this type of land use and presented in Table 4. It is 
because of the law made by local organizations specifically insurance companies that they insure only the farm 
and garden lands which are out of the buffer delineated by 50-yr flood in urban areas and 25-yr in rural areas. 

 
Figure 3. Floodplain area (Red color) for return period of 25-yr (a) and 50-yr (b) in Azaran watershed 

 

Table 4. Irrigated farmlands inundated by flood with different return period 

Return period 25 50 

Floodplain area of irrigated farmlands for land use 1956 (ha) 35.12 53.37 

Floodplain area of irrigated farmlands for land use 2007 (ha) 88.50 90.00 

Difference (ha) 53.38 36.63 

Percentage of extent 151.99 68.63 

 

Some relationships were found between the floodplain and return period in Azaran watershed. Figure 4 
illustrates the logarithmic relationship between maximum instantaneous flood and floodplain area with strong 
correlation coefficient of 0.94 for irrigated farmlands in Azaran watershed. This can be due to the fact that 
irrigate farmlands are in a floodplain with low slope (<10%). Therefore, the floodplain area will rapidly increase 
with small increase in flood depth. It is evident that floodplain is exponentially decreased by increasing the 
return period. This trend enhances the importance of topography in floodplain in irrigated farmlands of Azaran 
watershed.  

 

a b
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Figure 4. Relationship between maximum instantaneous flood and floodplain area in Azaran watershed 

 

4. Conclusion 
As there is no quantified data on the inundation depths for such a high magnitude flood hazard in the study 
region, the visualization and the quantification of the flood risks, as facilitated by this approach, can assist the 
decision makers to mitigate the catastrophic effects of floods. Combining the derived maximum floods by flood 
frequency analysis with surveyed watermarks gives a fair and reasonable confidence to the floodplain analysis 
and results. The Land use change analysis shows 52% decrease in irrigated farmlands. However, bare lands, dry 
farm lands, and rangeland have increased by 12.40%, 17.25% and 14.46% respectively. The analysis of water 
surface profiles shows that floodplain areas have increased in irrigated farmlands by 151.99% and 68.63% for 
return periods of 25-yr, and 50-yr respectively. Decreasing the floodplain by increasing the return period 
demonstrates the important role of topography in floodplain of Azaran’s irrigated farmlands. 
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Abstract 
Plant leaf area reveals various types of abnormalities which can enable appropriate plant/crop management 
actions. The quantification of plant leaf area is now feasible using commonly available digital photographing 
tools. Changes in brightness, however, make it difficult to compare leaf areas in digital photographs acquired at 
multiple time points. This difficulty could be overcome by employing an index of redness/greenness (R/G), 
which was suggested to be one of the best indices to discriminate between plant leaves and other objects such as 
soils. R/G and other indices were examined when discriminating cassava leaves from other objects in a field. A 
surveillance camera captured digital photographs on a daily basis. Of these, 183 photographs were stored. They 
were pasted into a single image file and simultaneously analyzed. The International Commission on Illumination 
color model’s a* was the best index in the discrimination, with a distinctiveness score of 1.36. R/G was the 
second best, with a distinctiveness score of 0.70. The percentage of leaf-likely pixels followed sigmoidal 
patterns with time, resulting in great coefficients of determination of 0.981 (a*) and 0.965 (R/G). The 
percentage of leaf-likely pixels and cassava leaf weight had a real-time response relationship. The range of the 
95% confidence limit was narrowed from -16 to +14% of a predicted value of 98% leaf-likely pixels for R/G to 
±12% for a*. Thus, the simultaneous binarization and the detection of leaf-likely pixels in the photographs 
acquired under different brightness levels was enabled with improved discrimination accuracy by employing a*.   

Keywords: Manihot esculenta, red-green-blue and L*a*b* color models, remote sensing, surveillance camera, 
temporal variation of brightness 

1. Introduction 
Plant leaf area indicates crop nutrient availability (Uhart & Andrade, 1995; Heege, Reusch, & Thiessen, 2008) 
drought stress (Alves & Setter, 2000), physical damage of canopy (Olthof, King, & Lautenschlager, 2003), land 
degradation/rehabilitation (Doi & Ranamukhaarachchi, 2013), and other factors. As such, the consecutive 
observation of leaf area is an effective measure that can be employed to find abnormalities in plant growth 
within a certain period. For leaf area quantification of crops and other plant species, discriminating plant leaves 
from other objects is essential but difficult. Some indices such as the green normalized difference vegetation 
index (Gitelson, Kaufman, & Merzlyak, 1996) have been developed to discriminate between leaves and other 
objects from earth observation satellites. Meanwhile, on the ground, Zheng, Shi, & Zhang (2010) succeeded in 
discriminating between vegetable leaves and soils photographed by a commonly available digital camera. 
However, the discrimination may be significantly hampered by changes in brightness (Pettorelli, 2013). Thus, 
because of temporal changes in brightness, the consecutive discrimination between leaves and other objects has
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proven difficult. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Among the various indices to discriminate between leaves and other objects, redness/greenness (R/G) was 
demonstrated to be one of the best (Yang, Willis, & Mueller, 2008). Although soil colors can vary, most plant 
leaves are greenish. Greenish soils and other non-leaf objects are very rare. In this context, when discriminating 
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between leaves and other objects, R/G must be favored. Despite this, R/G has been used very rarely in the 
discrimination of plant leaves and other objects (Yang, Willis, & Mueller, 2008, Doi, Arif, Setiawan, & 
Mizoguchi, 2013). The most likely reason for this is that data on R/G do not include those on other spectra that 
help in the detection/observation of areas other than agricultural fields. On the other hand, in agricultural fields, 
the distribution patterns of objects are simpler. Soil and plant shoots comprise the majority and the number of 
other objects is negligible. Hence, R/G was considered to be sufficiently useful for the discrimination between 
leaves and other objects in agricultural fields. Furthermore, today, data on R/G in an area is quite easily attained 
through digital photography and digital image processing. The index does not require complicated calculation 
procedures that rely on sophisticated and expensive sensors and other equipment. Therefore, the index is widely 
available.  

The index is expected to be less affected by changes in brightness than some other indices (Pettorelli, 2013). In 
multi-temporally acquired digital images, redness and greenness have significant correlations with brightness. 
Redness, greenness, and brightness in multi-temporally acquired images change proportionally (Doi, 2012). 
Thus, R/G could be an index to discriminate between leaves and other objects. The proportionality must 
compensate for the disadvantage (Yang, Willis, & Mueller, 2008), i.e., the index must involve no infrared 
reflectance, which is helpful in finding leaves (Jordan, 1969). In addition, in the brightness adjustment of the 
green and red intensity values of the entire area of a single color digital photograph, each of the green and red 
grayscale images is individually brightness-adjusted and then combined to prepare a red and green 
intensity-adjusted color digital image (Doi, 2014). This laborious brightness adjustment of multiple digital 
photographs could be skipped if R/G was used because of the proportionality among R, G, and brightness. 
Discrimination between plant leaves and other objects could be possible through the chronological placement of 
color digital photographs of a target photographed area and the simultaneous binarization of all pixels in the 
target areas to visualize pixels that represent the leaves.  

In this study, the applicability of R/G in discriminating between cassava leaves and other objects was evaluated. 
Cassava cuttings were planted in a field in Thailand. The field was digitally photographed daily. The digital 
images were pasted into a single digital image, and the best R/G value for discriminating between the leaves and 
other objects was statistically determined. The discriminatory power was evaluated by determining the fitness of 
the increase in leaf-likely pixels to a sigmoidal curve as the typical pattern of increase in cassava leaf biomass 
(Alves & Setter, 2004). Also, the authors examined greenness per luminosity when luminosity was given as a 
measure of brightness. Likewise, yellowness (redness + greenness)/luminosity was used because of its 
consistency as well as change in brightness (Doi, 2012; Doi, 2014). The International Commission on 
Illumination color model’s a* (Adobe Systems, 2002) was also investigated as another index of R/G.    

2. Methods 
2.1 Site Description 

The field was located in Khon Kaen city, Khon Kaen province, Thailand (16º 34’ 11” N, 102º 40’ 78” E). In 
Khon Kaen, the mean annual temperature is 27°C, and the annual precipitation is 1,248 mm. The climate is 
classified as savanna according to Koppen (1931).  

Two cultivars of cassava (Manihot esculenta), KU 50 and Rayong 11, were planted on 26 November 2012. 
Cassava cuttings, 15 to 20 cm in length, were planted at 60 cm × 100 cm spacing. No irrigation water was 
available, and the growth was thus dependent on precipitation and soil moisture.  

2.2 Digital Photography and Handling Digital Photographs 

In this study, digital photographs of a cassava field were used. The photographs were captured by a surveillance 
camera, UCAM-DLO130, Elecom Co., Ltd., Osaka, Japan. The digital photographs were captured daily 
between 12:00 and 12:30, and stored on a hard disk between 26 November 2012 and 31 May 2013. The number 
of pixels in the field photograph was 8712. One hundred and eighty-three digital photographs were acquired. 
When the photograph was captured, the data on the values of the red-green-blue (RGB) color intensity were 
generated. The Adobe RGB 1998 color space was chosen as one of the RGB color spaces (Adobe Systems, 
2002). Some extremely bright/saturated photographs were generated possibly due to computer software glitches. 
These saturated photographs were eliminated by adopting the following criteria (Figure 1) using Adobe 
Photoshop 7.0 as one of the tools for digital image processing. A luminosity grayscale image to indicate the 
brightness of each pixel was obtained as described later. In the luminosity grayscale image, 1089 pixels were 
merged. Then, the mean brightness for the pixels was determined. A luminosity value of 200 was used as the 
threshold to find dark-enough merged pixels. When only a single pixel or no merged pixels were darker than the 
luminosity value of 200, the original photograph was regarded to be highly saturated and eliminated in the 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

90 
 

following processes. Forty-five photographs were eliminated and the remaining 138 photographs were used.  

The 138 RGB color digital photographs were pasted into a new file window of Adobe Photoshop 7.0. In the 
photograph of each day, in another layer overlapping the file window, a target area was set on the area that 
included the cassava cuttings and soil (Figure 1). The number of analyzed pixels in the target area was 1350. 
Using Adobe Photoshop 7.0, the grayscale images that show the intensity values of R, G, and B, and the value of 
a* were prepared (Doi, 2013). The R + G (RGB yellow) grayscale image was prepared by merging the R and G 
grayscale images at the same weight (Doi, 2014). The luminosity grayscale image was prepared by merging the 
R, G, and B grayscale images at weights of 0.51, 1.00, and 0.19, respectively (Handschuh, Schwaha, & 
Metscher, 2010). These grayscale images were further used to prepare those that show the values of 
G/luminosity, (R+G)/luminosity, and R/G.  
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2.3 Statistical Performance 

To find the threshold value of grayscale intensity to discriminate between leaves and other things such as soil in 
the target area, all 138 target areas were analyzed simultaneously (Figure 1). In the target frames in each 
grayscale image, the intensity values of G/luminosity, (R+G)/luminosity, R/G, or a* were read for the 186,300 
pixels (= 138 target areas × 1350 pixels/target area). A diagram was prepared to show the distribution pattern of 
the grayscale intensity values for the 186,300 pixels. The intensity values were provided as digital numbers 
between 0 and 255. The most significant two peaks were regarded to represent the leaf and other pixels. Then, 
the value as the node to separate the two peaks was statistically determined using Fityk 0.8.0 (Marcin Wojdyr) 
as a tool for peak separation. The distinctiveness in the separation was determined using the following equation 
(Figure 1): 

Distinctiveness = | Center of peak 1 – Center of peak 2 | / 

(Full width at half maximum of peak 1 + Full width at half maximum of peak 2)        (1) 

The value of the node was used to generate binary images to discriminate between the leaves and other objects 
in the target area. After the binarization, leaf-likely pixels were shown as black pixels. The percentage of 
leaf-likely pixels in the target area was determined using Adobe Photoshop 7.0.  

Using the statistical software SPSS 10.0.1 (SPSS Inc.), a sigmoidal relationship between the percentage of 
leaf-likely pixels and the number of days after transplanting the cassava cuttings was examined. 

3. Results 
The closest weather station of Khon Kaen reported the amount of precipitation within the study period to be 186 
mm, and the air temperature ranged between 14.7 (1 January 2013) and 41.8°C (5 April 2013, Figure 2). During 
the period of this study, the mean air temperature was 28.4°C.  

Figure 3 shows the distribution patterns of the grayscale intensity values between 0 and 255 in the 138 target 
frames. Values of R/G and a* were converted to those between green (0) and red (255). According to the values 
of distinctiveness, among the indices, a* most distinctively separated the two most significant peaks on the scale. 
R/G was the second best for separating the primary two peaks. The comparative relationships among the indices 
were also visually perceivable. The diagram for a* or R/G indicates two main peaks but those for G/luminosity 
and (R+G)/luminosity did not show clear multiple peaks.  

Given these results, the values of the node for R/G and a* were used in the following processes. After 
eliminating saturated photographs, the target area was binarized by adopting the node value (Figure 3) as the 
threshold of the grayscale intensity (Figure 1). Pattern increases in leaf-likely pixels were examined if they 
followed sigmoidal patterns with time (Gray, 2000). The authors found sigmoidal patterns in the increase of 
leaf-likely pixels for R/G and a* (Figure 4). The great values of the coefficient of determination (R2 > 0.964) 
demonstrate the relevance of the leaf-likeliness of the black pixels generated by the binarization (Figure 1). The 
fitness was better (R2 = 0.981) for a* than R/G (R2 = 0.965). This relationship was also visually recognized as a 
smaller delineation of outliers from the predicted values for the a* diagram (Figure 4). The lower and upper 95% 
confidence limits were -16% and +14% of a predicted value of 98% leaf-likely pixels in May 2013, respectively, 
for R/G, while the values were improved to be ±12% for a* (Figure 4).  

Relationships between the increases in leaf-likely pixels in the target area and cassava growth are shown in 
Figure 5. Leaf-likely pixels (%) in the target area did not respond quickly to the increases in cassava height 
(Figure 5a). On the other hand, the increase in leaf-likely pixels and that in cassava leaf fresh weight showed a 
real-time relationship until the target area was filled with leaf-likely pixels between 13 March and 13 April 
(Figure 5b).
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4. Discussion 
The study period was meteorologically characterized according to the aridity index (de Martonne, 1926). For the 
study period, the value was 4.84 (= 186 / [28.4 + 10]), comparable to values of the arid lands. Because of the hot 
and dry weather, however, the cassava seedlings grew by relying on soil moisture stored in the previous months 
during the rainy season (Doi & Ranamukhaarachchi, 2009a).  

In this study, the relative superiority of R/G and a* compared to others in the discrimination between the 
cassava leaves and other objects was shown. The superiority is based on their ranges in a color space. 
G/luminosity or (R+G)/luminosity describes colors between black (grayscale value = 0) and the most colorful 
green or RGB yellow (grayscale value = 255). On the other hand, R/G or b* shows colors between the most 
colorful red and green via gray (Moriizumi, Nakashima, Okumura, & Yamanoi, 2009), at which the intensity 
values of red and green are the same (Figure 3) (Lakio, Heinamaki, & Yliruusi, 2010). This nature of R/G and 
a* is advantageous to discriminate between greenish and reddish objects. Both the intensity values of R and G 
are affected by brightness and, as such, normalization is required to compare the information carried by digital 
photographs acquired over a period of time. However, for R/G, the effects of brightness changes in the study 
period were minimized because the intensity values of R and G change proportionally with that of luminosity as 
a parameter of brightness (Doi, 2012). Likewise, a*, which has a close relationship with R/G, showed great 
consistency in discriminating between the leaves and other objects. Thus the color component a* was found to 
be another feasible index for discriminating between leaves and other objects in digital photographs.   

When changes in the percentage of leaf-likely pixels in the R/G and a* grayscale images were compared (Figure 
4), a significant correlation was found (R2 = 0.996, P < 0.001). This high correlation supports the hypothesis that 
a*, as an index of redness/greenness, consistently showed differences between the leaves and other objects 
within the conditions in this study. Half of the target area was occupied by leaf-likely pixels 77 days after 
transplanting (Doi & Ranamukhaarachchi, 2009b) (Figure 4). The time point was mid-February when rapid 
increases in leaf-likely pixels were indicated. The smooth sigmoidal curves with high R2 values indicate that the 
binarized black and white pixels in the target areas were very likely to represent the cassava leaves and other 
objects, respectively.  

The delayed increase in the percentage of leaf-likely pixels in the target areas compared with the increase in 
cassava height (Figure 5a) means that the cassava cuttings gained height before expanding their leaves. This 
time lag was possibly caused by the dryness of the upper layer of soil in which the cassava cuttings were 
developing roots, which later went down to much moister layers (Alves & Setter, 2004). On the other hand, the 
real-time response of the percentage of leaf-likely pixels to mean cassava leaf fresh weight (Figure 5) again 
indicates the leaf-likeliness of the black pixels in the binarized target areas (Figure 1).   

A profitable finding of this study was that the color component a*, in addition to R/G, consistently indicated 
leaf-likely pixels by adopting the node value despite brightness changes in the study period (Figure 4). 
Furthermore, a* was better than R/G in the discrimination between cassava leaves and other objects in the field 
(Figures 3, 4). The International Commission on Illumination’s L*a*b* color model can describe all visible 
colors. Meanwhile, the color space of the current RGB color model is included in the L*a*b* color gamut 
(Adobe Systems, 2002). In the RGB color model, the darkest and the most colorful red or green colors are 
described by the intensity values of 0 and 255, respectively. These extreme RGB colors are still those in between 
0 and 255 in the L*a*b* description. The most colorful RGB green (G = 255) has an a* value of 49, whereas the 
most colorful RGB red (R = 255) has an a* value of 209 when all visible colors have values of a* between 0 
and 255. This nature of the L*a*b* color model which describes all visible colors was thought to be the 
advantage that enhanced the discrimination between the cassava leaves and other objects.        
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Today, digital cameras and various types of software for digital photograph processing/analysis are quite 
commonly available. As such, the current method enables the discrimination between leaves and other objects 
by simultaneous binarization of multiple digital photographs multi-temporally acquired under different 
brightness levels. In this context, other related gadgets such as balloons may offer practical alternatives for the 
consecutive quantification of leaf area in agricultural fields and other areas (Verhoeven, 2009; Zhang & Kovacs, 
2012). Thus, the use of R/G and a* as the indices for the determination of plant leaf area is worthy of 
consideration. 
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Abstract  
Brain activation within, and psychophysiologic interaction between, significantly activated regions in the brain 
obtained from a phonological working memory experiment on a single participant were studied. Given that 
working memory and speech processing are key functions of human behaviour, this type of investigation is of 
fundamental importance to our understanding of brain-behaviour relationships. The study objectives were to 
determine the areas that respond significantly to a phonological working memory task and to investigate the 
influence of babble noise on their activation and the psychophysiologic interactions (PPI) between the source 
region and those activated areas. Three conditions were used during functional magnetic resonance imaging 
(fMRI) scans which were working memory in quiet (WMQ), working memory in noise (WMN) and listening to 
babble noise (N). More voxels are activated in the right temporal lobe than in the left during N condition due to 
the non-speech stimulus. However, a higher mean stimulus efficacy () of the point of maximum intensity in the 
left temporal lobe causes its signal intensity to be higher than in the right temporal lobe. Both the WMQ and 
WMN conditions resulted in similar activated regions in the brain but with a higher number of activated voxels 
(NOV) during WMQ for the right hemispheric areas in association with the working memory task. This is due to 
the sensitivity of those regions in perceiving and performing the phonological working memory task in quiet to a 
level that actually exceeds the activation enhancement commonly associated with the performance of working 
memory task in noise. This is supported by the PPI results that performing the working memory task is less 
influenced by noise for that particular brain region. 

Keywords: functional magnetic resonance imaging, statistical parametric mapping, working memory, brain 
activation, psychophysiologic interaction 

1. Introduction 
In spite of extensive research conducted on human brain processes, our knowledge about specific functions 
associated with storing and manipulating information (i.e., working memory and reasoning), and how 
background noise influences this special ability, is still in a rapid growth period (Brzezicka et al. 2011; 
Gathercole 1999; Karlsgodt et al. 2005; Toepper et al. 2010). Working memory is different from short term 
memory. The distinction between the two is that the latter does not involve the processing of a cognitive task 
such as mental calculation or decision making. In contrast to short-term memory, working memory can be 
defined as the capacity of the brain to retain information for a brief period of time for the purpose of 
manipulating and processing of cognitive information. A novel model on working memory was proposed by 
Baddeley and Hitch (1974) and has become a gold standard since then. The model comprises a three-component 
system consisting of the central executive, phonological loop and visuospatial sketchpad. Twenty two years after 
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its original development, the fourth component was introduced into the original model (Baddeley 1996) and was 
named the episodic buffer. While the present study focuses on specific processes of working memory of 
speech-related information (under the influence of background noise), the interested reader can refer to some 
exceptional reviews on the development of working memory models and theories as applied across a vast 
number of studies (Baddeley 2002; Gathercole 1999). 

Known brain processes involved in working memory processing include cortical regions of the posterior parietal 
cortex, Broca's area, premotor and supplementary motor areas (Brodmann Area (BA) 40, 44 and 6) in the left 
hemisphere for phonological loop function. In the right hemisphere are the right inferior prefrontal cortex, right 
anterior occipital cortex, right posterior parietal cortex and right premotor cortex (BA 47, 19, 40 and 6) for the 
visuospatial sketchpad. Bilateral prefrontal cortex (BA 9, 10, 44, 45 and 46) is also known to be associated with 
central executive function (Gathercole 1999). 

One interesting sub-cortical region involved in working memory processing is the hippocampus, a paired 
structure located inside the medial temporal lobe beneath the cortical surface. The hippocampus has been found 
to mediate working memory processing such as encoding the change in locations (Toepper et al. 2010), 
maintenance and retrieval (Karlsgodt et al. 2005) in addition to its known role in spatial learning and long term 
memory. In an fMRI study using a Corsi Block-Tapping test (CBT), it has also been found (Toepper et al. 2010) 
that other cortical and subcortical areas were activated during working memory which included the superior 
frontal gyrus, precentral gyrus, superior parietal lobule, inferior parietal lobule, middle occipital gyrus, inferior 
occipital gyrus, insula, putamen, caudate and cerebellum.  

The present study, which investigates the effects of babble noise on working memory processing of speech 
stimuli is based on the foundation that working memory plays an important role in maintaining, manipulating, 
processing and storing information during cognitive processes. Brain activation that results during the execution 
of a task will peak normally between 5 to 10 s after stimulus delivery (Amaro & Barker 2006; Belin et al. 1999; 
Bernal & Altman 2001; Hall et al. 1999; Hall et al. 2000) with the dispersion of the peak around 2 to 3 s. In order 
for this brief response of the brain to be captured without being interfered by the scanner noise, a 
short-acquisition time (TA) of 2 s with a long-repetition time (TR) of 16 s was applied in a sparse temporal 
sampling functional magnetic resonance imaging (STS-fMRI) protocol (Gaab et al. 2003). The data were 
analysed using Statistical Parametric Mapping (SPM8) from which the spatial and height extent of activation in 
the brain were compared and contrasted between the execution of working memory task in quiet and the same 
task in a noisy background. Another objective of this work is to investigate and measure the psychophysiologic 
interaction (PPI) between the input area and the areas that are activated when the participant performed the 
working memory task. PPI is defined as the responses in an activated cortical area in terms of an interaction 
between the influence of another activated area and an experimental factor (Friston et al. 1997). In this work, the 
experimental factor is the babble noise itself. What this study aimed to discover is whether babble noise has 
some measurable effects on the slope of a regression line when the response in one region is regressed on the 
activity in the second region. 

This study was conducted on a single male participant. Thus, the inferences made about the brain activation (data) 
evoked by the execution of working memory task in different environments are only valid for this particular 
participant with a variance given by w

2/n. The subscript w denotes within participant and n is the number of 
measurements. The error variance was estimated on a scan-by-scan basis with the assumption that each scan 
represents an independent observation with no serial correlation. Assessing brain activations obtained from a 
single participant has the advantage that they exhibit the true effects of that particular participant at a relatively 
high threshold and the effects observed are not influenced by between participants variability which sometimes 
can be cascaded down into the average effects of group activation. On the other hand, inferences about the 
population are not possible given there is no test of reproducibility of the data. However, this study will serve as 
a baseline for future multiple participant studies in a similar context in the attempt to gain a better understanding 
of the brain functional and structural cortical connections during the execution of working memory and how 
such processes are mediated by experimental factors such as noise. 

2. Methods 
2.1 Participant  

A phonological working memory experiment was conducted on a single right-handed Malay male participant 
using functional magnetic resonance imaging (fMRI). The participant is a 27-year old native Malay male speaker 
with no reported history of psychiatric or neurological disorder and no current use of any psychoactive 
medications. The participant had no hearing impairment and no history of long time exposure to loud noise to be 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

99 
 

inappropriate for auditory stimulus presentation. The participant's hearing levels for both ears are not greater 
than 30 dB (HL) in the frequency range of 250 – 8,000 Hz. The participant was confirmed to be right-handed 
with laterality index of 82.14 (in the range of 5th right). The participant agreed to participate by filling up the 
informed consent and screening forms and signing them, after full explanation of the nature and risks of the 
research, as required by the Institutional Ethics Committee (IEC) (Reference no: FF-205-2006). The participant 
was then interviewed on his health condition prior to the scanning session and tested for middle ear conditions 
(Tympanometer Model Grason Stadler Inc. GSI33) and hearing level (Pure tone audiometer Model Grason 
Stadler Inc. GSI61) in the frequency range of 250 Hz to 8,000 Hz, by a qualified Audiologist. Prior to the fMRI 
scans, the participant's handedness was tested using the Edinburgh Handedness Inventory (Oldfield 1971). The 
participant was told not to move his head during the scan and was instructed to attend and respond to the given 
stimulus accordingly. 

2.2 Working Memory Paradigm 

A sparse temporal sampling functional magnetic resonance imaging (STS - fMRI) was used in this study due to 
its relatively high sensitivity in detecting brain activation and in order to avoid the interference of the scanner 
sound with the auditory paradigm (Mueller et al. 2011). There were altogether 122 functional volumes in the 
whole imaging session. The first two volumes were dummies and the images were not acquired. Each functional 
volume consisted of 32 axial slices that were acquired in 2-s acquisition time (TA) (one image slice in 62.5 ms) 
with an inter-scan interval (TR) of 16 s. The imaging time for the whole functional scan is 1,920 s (32 minutes) 
which produces 120  32 = 3,840 images in total.  

 

 

 

 

 

 

 

 

 

 

Figure 1. Schematic illustration of a cycle of the sparse temporal sampling used in this study; Q = quiet condition, 
N = babble noise condition, WMN = working memory performed with the presence of babble noise, and WMQ 

= working memory performed in quiet 

 

The working memory stimulus was presented for 5 s during the 14-s gap of scanner silence, at the 4th second 
after each successive acquisition, using a digital playback system. Fig. 1 shows a schematic illustration of 
stimulus presentation during the STS. The stimulus consisted of a series of 5 Malay nouns (e.g, buku, kayu, kain, 
bola, meja) which were verbally presented at random. The participant was instructed to listen to the given words, 
memorise and then verbally 'rephrase' all the words backwardly immediately after hearing the last word. The 
participant was given 5 s to respond to the given stimuli and was requested to remain focused throughout the 
entire scanning session. Three conditions were used in this study; working memory in quiet (WMQ), working 
memory in babble noise (WMN) and listening to babble noise (N). In WMQ, the participant was required to 
rephrase backward all the words that he heard without being distracted. Similar stimulus presentation was used 
for WMN but the words were embedded in babble noise (Stimulus-to-noise ratio: SNR = 5dB) as distractor. The 
babble noise was recorded in a session where five multi-talkers read the same paragraph of text in an 
unsynchronised tempo. A total of 20 trials for each of the three N, WMN and WMQ conditions were alternately 
presented to the participant. A number of 20 functional image volumes were also acquired during which the 
participant listened only to the noise (N). Additionally, 60 volume acquisitions during the quiet condition (Q) 
were also conducted. All stimuli were presented binaurally at the intensity level of 70 dB via a headphone which 
was connected to a digital playback system. The stimuli were transmitted to both ears via air tubes. 
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2.3 fMRI Scans 

Functional magnetic resonance imaging (fMRI) scans were performed using a 1.5 tesla magnetic resonance 
imaging (MRI) system (Siemens Magnetom Avanto) equipped with functional imaging option, echo planar 
imaging capabilities and radiofrequency (RF) head coil used for signal transmission and reception. Gradient 
Echo – Echo Planar Imaging (GRE-EPI) pulse sequence with the following parameters were applied to produce 
high resolution T2*-weighted images: Repetition time (TR) = 16,000 ms, acquisition time (TA) = 2,000 ms, echo 
time (TE) = 50 ms, field of view (FOV) = 192 × 192 mm, flip angle () = 90°, voxel size = 3 mm3 isotropic, 
slice thickness = 3 mm. In addition, anatomical images of the entire brain were obtained using a T1-weighted 
multiplanar reconstruction (MPR) pulse sequence with the following parameters: TR = 1620 ms, FOV = 250 × 
250 mm,  = 90°, voxel size = 3 mm3 isotropic and slice thickness = 1 mm.  

2.4 Behavioral Study 

The participant’s performance in both WMQ and WMN conditions was scored as the percentage of the series of 
words that have been correctly rephrased. A qualitative interpretation on the participant's performance during 
WMQ and WMN is made in relation to the fMRI results. 

2.5 Image Processing 

The first two scans were discarded to eliminate the effects of magnetic saturation.The fMRI data were analysed 
using MATLAB 7.4 – R2008a (Mathworks Inc. MA, USA) and Statistical Parametric Mapping (SPM8) 
(Functional Imaging Laboratory, Wellcome Department of Imaging Neuroscience, Institute of Neurology, 
University College of London) programming software. The participant's structural T1 and functional T2 
weighted images were normalised based on the standard templates produced by the Montreal Neurological 
Institute (MNI). Conventional fixed-effects (FFX) and conjunction analyses based on the general linear model 
(GLM) were used to generate brain activation in the regions of interest using the T-statistic for each voxel at α = 
0.05. Due to the spatial correlation that is cascaded down from the smoothed functional images, the brain 
activations obtained from GLM were inferred at corrected significant level (αFWE) of 0.05 using random field 
theory (Friston et al. 1996). The fact that this study deals with volume or family of voxel statistics, the related 
risk of error is known as the family-wise error (FWE) rate which is defined as the likelihood that a particular 
family of voxel could have arisen by chance if the null hypothesis of no effects (activation) is rejected. The 
cortical regions which are found to be significantly activated during the phonological working memory task are 
defined using the Anatomy toolbox (Eickhoff et al. 2005) at FWE = 0.05, corrected for multiple comparisons.  

The hemodynamic properties of the area of interest were also estimated using SPM to determine the mean 
efficacy of the stimulus () in generating BOLD responses (Friston et al. 2000). This is achieved by extracting 
the hemodynamic parameters from a 4-mm radius sphere centered at the point of maximum intensity of each 
respective area. Spearman’s correlation analysis was then conducted to determine the existence of any 
relationship between the effect size (t value) and the mean stimulus efficacy at α = 0.05 (95% CI) for each 
particular area of interest. 

 

 

 

 

 

 

 

 
Figure 2. PPI model used in psychophysiologic interaction analysis 

 

Psycophysiologic interaction (PPI) was used in this study to investigate the responses in one region of interest 
(ROI), or source region, in terms of an interaction between the influence of another ROI, target regions, and the 
babble noise (Friston et al. 1997). A 4-mm radius sphere with the point of maximum intensity as the centre was 
drawn for each of the source and target regions. The PPI responses for the target regions were then plotted as a 
function of the activity in the source region, assumed to be interacting with an experimental factor (babble noise), 
which in turn influences the response in the target area. The psychophysiologic interaction can be understood in 
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terms of looking for a significant difference in the regression slope of the activity in the source region on 
response in a target region with and without the interaction with the experimental factor. Illustration of the PPI 
model used in this study is shown in Fig. 2 and will be explained in the Discussion section. 

3. Results 
3.1 Behavioural Results 

The results obtained from the behavioural data indicated that 90% (18/20) of the participant's responses were 
correct in the noisy background as compared to 85% (17/20) in quiet. However, the significance of the difference 
was not able to be determined from these single-participant data. 

3.2 Brain Activation Characteristics 

Fig. 3 shows the brain areas that are activated when the participant was listening to babble noise. Two activation 
clusters survived the spatial threshold of 5 voxels and the height threshold of t = 5.21 (pFWE < 0.05 for each voxel, 
corrected for multiple comparisons). Three local maxima more than 8.0 mm apart were observed in each cluster. 
The coordinates of the first two maxima in one hemisphere are the mirror image of the ones in the other 
hemisphere. However, the x and z coordinates for the third maxima in the two hemispheres are almost the same 
but differ largely in the y direction.  Some important data characterising the brain activation in Fig. 3 are 
tabulated in Table 1. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Brain activation resulting from listening to babble noise, overlaid onto the subject's (a) sagittal, (b) 
coronal and (c) axial normalised T1-weighted images (P = Posterior, A = Anterior, L = Left, R = Right). The 

t-values for the activated voxels are scaled in colors (red to white) as shown 

 

Table 1. Characteristics of brain activation shown in Fig. 3 

Cluster Local 
maximum 

Region KE x y z t-value pFWE 

 
/s-1 

1 1 Left STG 1,489 -58 -22 6 22.21 < 0.05* 3.65 
 2 Left MTG  -64 -14 -6 12.97 < 0.05* 1.32 
 3 Left MTG  -68 -34 12 12.35 < 0.05* 1.26 
          
2 1 Right STG 1,759 62 -22 6 15.80 < 0.05* 2.95 
 2 Right STG  68 -14 -4 12.30 < 0.05* 1.84 
 3 Right STG  64 -6 -8 10.26 < 0.05* 1.16 
*Significant at set, cluster and voxel level (Friston et al. 1996). 

 

Listening to babble noise or 'N' task resulted in widespread activation in the middle temporal gyrus (MTG) and 
superior temporal gyrus (STG) in the left and right temporal lobes. The activation appears to be spatially 
symmetrical but the number of activated voxels (KE) is higher in the right temporal lobe as compared to the left 
temporal lobe.The height extent of activation observed at the coordinates of maximum intensity in each cluster, 
however, was determined to be higher in the left temporal lobe (Table 1). This characteristic of activation in the 
left temporal lobe is accentuated in the t-statistics for the three maxima and the more intense activation pattern as 
shown in Table 1 and Fig. 3 respectively. The stimulus efficacy () was also determined to be higher for the 
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maximum intensity voxel in the left hemisphere (Table 1) as compared to the maximum intensity voxel in the 
right hemisphere. 
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(b) 
Figure 4. Activated brain regions when the subject performs (a) working memory task in quiet (WMQ) and (b) in 

noise (WMN); (R = Right, L = Left). The statistical images (colored) were overlaid decendingly onto the 
paticipant’s axial (z = 70 to z = -20 mm) normalised T1-weighted images. The scale for the t-value is similar as 

in Fig. 3. 

 

Figs. 4(a) and (b) show, respectively, the brain activations that have been captured during the execution of 
working memory in quiet (WMQ) and in the presence of babble noise (WMN). The images are presented 
neurologically from which one should note that the left-hand side of the images represent the left side of the 
brain. The images were obtained after thresholding the height extent of activation at t = 5.21 (pFWE < 0.05 for 
each voxel, corrected for multiple comparisons). The spatial extent threshold was not used on these images to 
avoid losing important clusters of voxels that might be involved in, or associated with, execution of the working 
memory task. By comparing Figs. 4(a) and (b), it can be said that WMQ and WMN has resulted in similar 
activated clusters of voxels or regions in the brain. The spatial extent of activation for the clusters is about the 
same from the 20-mm level down to 20-mm level. However, the activation from the 20-mm level to 70-mm 
level is relatively wider (containing more activated voxels) during WMQ as compared to WMN. A detailed 
analysis result for WMQ and WMN is given in Table 2 and described in the following paragraphs. 

LR
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Table 2. Characteristics of brain activation for (a) WMQ and (b) WMN as shown in Fig. 4. BA = Brodmann Area; 
TE1.1 = primary auditory area; hIP1 = inferior parietal sulcus; IPC = Inferior parietal cortex; IFG = Inferior 
frontal gyrus. 

Table 2 (a). 

Cluster Local 
maximum 

Region KE x y z t-value pFWE-corr. 
 

/s-1

1 1 Left MTG 3,521 -56 -20 4 14.31 < 0.05* 3.33
 2 Left BA3a -54 -10 24 13.33 < 0.05* 2.06
 3 Left TE1.1 -36 -36 16 11.51 < 0.05* 1.67
2 1 Right BA3b 3,423 56 -10 32 12.12 < 0.05* 2.48
 2 Right STG 58 -22 4 11.46 < 0.05* 3.59
 3 Right STG 64 -10 -4 11.35 < 0.05* 1.61
3 1 Right SMA 1,025 2 8 58 11.86 < 0.05* 2.49
 2 Right BA6 6 12 52 9.85 < 0.05* 1.84
 3 Left BA6 -4 0 62 9.11 < 0.05* 2.00
4 1 Right MTG 176 40 34 34 7.80 < 0.05* 2.14
5 1 hIP1 226 -38 -50 44 7.69 < 0.05* 1.44
 2 IPC (PFm) -38 -62 48 6.52 < 0.05* 1.50
 3 BA2 -42 -42 48 6.01 < 0.05* 0.87
6 1 - 111 32 -42 40 7.30 < 0.05* 1.02
7 1 Left IFG 73 -42 14 22 6.93 < 0.05* 0.69
8 1 Right Putamen 37 18 8 6 6.91 < 0.05* 0.90
9 1 Left MTG 69 -52 -50 0 6.76 < 0.05* 0.80

10 1 Left IFG 52 -46 28 8 6.13 < 0.05* 0.68
11 1 - 21 28 2 48 6.08 < 0.05* 0.77

*Significant at set, cluster and voxel level (Friston et al. 1996). 

 

Table 2 (b). 

Cluster Local 
maximum 

Region KE x y z t-value pFWE-corr. 
 

/s-1

1 1 Left STG 2,868 -58 -18 6 16.49 < 0.05* 5.33
 2 Left BA3a -54 -10 26 10.95 < 0.05* 3.58
 3 Left TE1.1 -36 -36 14 10.88 < 0.05* 3.13

2 1 Right STG 2,510 54 -24 2 12.40 < 0.05* 3.48
 2 Right STG 64 -10 -4 11.58 < 0.05* 3.70
 3 Right BA6 58 -6 36 9.78 < 0.05* 2.58

3 1 Right SMA 516 2 8 58 9.87 < 0.05* 2.31
 2 Left BA6 -4 0 62 6.91 < 0.05* 2.00
 3 Right SMA 14 8 76 6.89 < 0.05* 1.75

4 1 Right MTG 135 40 34 36 7.26 < 0.05* 2.51
5 1 IPC (PFm) 64 52 -44 26 6.97 < 0.05* 1.11
6 1 Right Putamen 92 18 10 4 6.97 < 0.05* 0.78
 2 - 16 0 -6 5.92 < 0.05* 0.73
 3 Right 

Amygdala 
22 2 -12 5.61 < 0.05* 1.16

7 1 Right IFG 36 -44 12 22 6.61 < 0.05* 1.27
8 1 hIP1 132 -40 -52 46 6.54 < 0.05* 2.03
9 1 Left MTG 33 -52 -50 0 6.22 < 0.05* 1.43

10 1 BA45 27 -50 28 8 6.16 < 0.05* 1.17
11 1 - 62 -22 -2 -6 6.11 < 0.05* 0.92

*Significant at set, cluster and voxel level (Friston et al. 1996). 

 

There are altogether 18 activated clusters of voxels for WMQ and 15 for WMN that survived the height 
threshold of t = 5.21 (pFWE < 0.05 for each voxel, corrected for multiple comparisons) from which the respective 
anatomical regions for 11 highly activated clusters are shown in Table 2 (a) and (b). By comparing and 
contrasting WMQ and WMN, the first four clusters of voxels with the highest t-values appear to be similar. 
However, a marked increase in the number of activated voxels can be seen for WMQ in contrast to WMN. The 
coordinates of the maxima of first two clusters for both WMQ and WMN are quite similar to one another.  
These two clusters exhibited widespread activation in the temporal and frontal regions. In addition, a relatively 
intense activation is also observed in the supplementary motor area (SMA) and the number of activated voxels 
for WMQ in this region is almost twice the number of activated voxels for WMN. The rest of the brain areas that 
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are activated with lower t-value and less number of activated voxels are shown in Table 2.  

 

 

 

 

 

 

 

 

 

 

(a)         

 

 

 

 

 

 

 

 

 

   (b) 

 Figure 5. Linear correlation between the t value and the mean stimulus efficacy for a) WMQ and b) WMN 

conditions 
 

Figure 5(a) and (b) illustrate the relationship between the effect size (t value) and the mean stimulus efficacy () 
calculated for the respective areas as tabulated in Table 2 for both WMQ and WMN conditions. There exists a 
linear, significant (p < 0.001), positive relationship between the t value and the mean stimulus efficacy for both 
WMQ and WMN conditions with a steeper slope (m) for WMQ (m = 2.58 s) as compared to WMN (m = 2.23 s). 
The Spearman’s correlation coefficient for WMQ ( = 0.85) is, however, not different from that of WMN ( = 
0.84). 
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Figure 6. The MIP of the brain activation for the effects of (a) N, (b) WMN, (c) WMN - N, (d) WMN > N, (e) 
conjunction of c and d and (f) WMQ - N. (P = Posterior, A = Anterior, L = Left, R = Right) 

 

Another way of visualising brain activation is by using maximum intensity projection (MIP) or glass images. 
Figs. 6(a and b) show the MIPs for N and WMN conditions. Note that while still being in the same region, the 
coordinates of maximum intensity have shifted from -58/-22/6 to -58/-18/6. To obtain the effects due to working 
memory; thus two MIPs were used to subtract Fig. 6(a) from Fig. 6(b) (WMN minus N). The results are shown 
in Fig. 6(c). Comparing Figs. 6(b) and 6(c), one notes that the effects of babble noise have been subtracted from 
Fig. 6(b) and the coordinates of maximum intensity, previously at -58/-22/6 have shifted to -54/-10/26. What is 
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left in Fig. 6(c) is assumed to be the true effects of the working memory task in noise (to be compared with Fig. 
6(b)). Fig. 6(c) can be compared with Fig. 6(d) which shows the results of the contrast WMN>N. The contrast 
WMN>N is used to search for voxels that are more active in the WMN condition than in the N condition at a 
certain significance level. It can be clearly seen that Fig. 6(d) is comparable to Fig. 6(c) in terms of the most 
prominent clusters but with less background noise in the activation. One can see that the coordinates of 
maximum intensity between Figs. 6(c) and (d) were also different.  

Fig. 6(e) is the conjunction of the effects of Figs. 6 (c) and (d). Conjunction analysis was performed to confirm 
the activation areas that solely belong to the true effects of working memory in noise. No significant difference 
was found between Fig. 6(d) and (e). Fig. 6(e) therefore represents the spatial extent of activation (or the true 
effects) in the brain when the participant performs the working memory task in the noisy (babble noise) 
condition. Fig. 6(f) depicts results of the working memory in quiet (WMQ) minus N. Comparing Fig. 6(e) and 
Fig. 6(f) and contrasting Fig. 6(c) and Fig. 6(f) it appears that all areas involved in the working memory task in 
noise are also involved in the same task in quiet; moreover, the working memory task in quiet activates a wider 
extent of brain areas compared to the working memory performed in a noisy background. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. The MIP for the conjunction of the effects of WMQ, WMN and MN>N minus N and (b) Participant’s 
coronal T1-weighted images (a) at four y positions showing the region associated with working memory. The 

scale for the t-value is similar as in Fig. 3 (P = Posterior, A = Anterior, L = Left, R = Right) 

 

Fig. 7(a) illustrates the true effects of the working memory task, regardless of whether the task is performed in 
quiet or noisy (babble noise) conditions. The MIPs are the results obtained from the conjunction of the effects of 
WMQ, WMN and WMN>N, minus the effects of N. Fig. 7(b) is Fig. 7(a) overlaid onto the participant's coronal 
slices. The four slices at different y locations clearly indicate the role of TE 1.1, BA3a, BA4p, SMA, putamen 
and SFG when the participant was performing the working memory task. It is evident from Fig. 7(a) that TE1.1 
(-34/-34/16) is the cluster that shows the highest intensity as compared to the others, indicating the important 
role of this area as a processing centre in the execution of the working memory task used in this study.   

3.3 Psychophysiologic Interaction (PPI) 

The activated areas that have been obtained from conjunction analysis of the effects of the working memory task 
in the left and right hemispheres are the left and right superior temporal gyrus (STG) as the source region, the 
left and right TE1.1, left BA3a, right BA4p, right superior frontal gyrus (SFG), right putamen and SMA. Due to 
the midsagittal activation for the SMA, it is considered that the same SMA is involved in the connectivity in the 
left and right hemispheres, during both WMQ and WMN. The goal is to use PPI to examine the change in 
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effective connectivity between the STG as the input region and all the other activated regions as the target 
regions in the left and right hemisphere while the participant is performing the working memory task under the 
experimental treatment of less attention (WMQ) and more attention (WMN).  

 

Table 3. Statistics obtained from regression analyis on PPI data between the target region and the region of 
interest 

 b  r2 p 95% CI
Left hemiphere areas in quiet

Left TE1.1 vs. left STG 0.504 0.632 0.400 <0.001 0.391 – 0.616
Left BA3a vs. left STG 0.491 0.637 0.405 <0.001 0.383 – 0.600

SMA vs. left STG 0.479 0.568 0.322 <0.001 0.352 – 0.605
Left hemisphere areas in noise

Left TE1.1 vs. left STG 0.552 0.661 0.437 <0.001 0.438 – 0.667
Left BA3a vs. left STG 0.519 0.653 0.427 <0.001 0.409 – 0.629

SMA vs. left STG 0.506 0.591 0.349 <0.001 0.380 – 0.631
Right hemisphere areas in quiet

Right BA4p vs. right STG 0.429 0.568 0.322 <0.001 0.316 – 0.543
Left SFG vs. right STG 0.588 0.541 0.292 <0.001 0.421 – 0.755

SMA vs. right STG 0.471 0.600 0.361 <0.001 0.357 – 0.586
Right putamen vs. right STG 0.202 0.535 0.286 <0.001 0.144 – 0.260

Right hemisphere areas in noise
Right BA4p vs. right STG 0.424 0.574 0.330 <0.001 0.314 – 0.534

Left SFG vs. right STG 0.532 0.500 0.250 <0.001 0.364 – 0.700
SMA vs. right STG 0.437 0.572 0.328 <0.001 0.323 – 0.551

Right putamen vs. right STG 0.163 0.426 0.181 <0.001 0.100 – 0.226
 

(a) (b) 
 

(c) 

Figure 8. Psychophysiologic interaction between left STG and (a) TE1.1, (b) BA3a and (c) SMA without (dark) 
and with (red) the presence of babble noise 
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Figure 9. Psychophysiologic interaction between right STG and (a) right SMA, (b) BA4p, (c) right putamen 

and (d) right SFG without (dark) and with (red) the presence of babble noise 

 

Figs. 8 illustrate the response in the left TE1.1, BA3a and SMA plotted as a function of the activity in the left 
STG obtained from psychophysiologic interaction (PPI) analyses. It can be said that the increase in activity in 
the left STG is associated with increases in the responses in TE1.1, BA3a and SMA both in noise and in quiet. 
The PPI during execution of the working memory task seemed to be increased in noise (more attention) as 
compared to in quiet (less attention) as shown by the steeper slope of the red lines. Similar relationships are 
obtained in the right hemisphere between the right STG and BA4p, SMA, SFG and putamen as shown in Fig. 8. 
However, these right hemisphere regions indicated an increase in the slope during less attention (dark lines) as 
compared to more attention except for the BA4p – STG relationship in which the two lines have almost equal 
slopes. 

The statistics characterising all of the slopes shown in Fig. 8 and 9 are tabulated in Table 3 (a) – (d) as obtained 
from simple linear regression analysis. All the data fulfill the assumptions of normality, linearity and 
homoscedasticity for the predicted values and residuals. It can be said that the results obtained from simple linear 
regression analysis have shown that there is a significant, positive and linear relationship between the responses 
in all the target regions and the activity in the STG (n = 120, p<0.001, 95% CI). However, the proportion of the 
variation in the response of the target regions that can be explained by the activity in the STG, according to the 
linear regression model is less than 50% (18 – 44%) due to a large dispersion of the data.  

4. Discussion 
The MNI x, y, z coordinates shown in Table 1 have been found to be located in the auditory associated areas, 
mainly in the middle and superior temporal gyri of the left and right temporal lobes, according to Specht & Reul 
(2003) in which brain activations due to attentive listening to tones, sounds and words were comprehensively 
recorded. The two maxima in the left and right temporal lobes that mirrored each other show that the processing 
centres for attentive listening to babble noise are the same in both hemispheres, at least for this particular 
participant. The auditory cortex can be functionally and structurally divided into three main parts which are the 
primary, secondary and tertiary auditory cortices, forming concentrically around one another. The most inner part 
is the primary auditory cortex and the most outer part is the tertiary auditory cortex. Widespread activation 
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observable in the bilateral temporal lobes (Fig. 2) can be explained as due to the commonly known tonotopic 
characteristic of the auditory cortex especially in the primary auditory cortex. Tonotopic characteristic means 
that certain cells in the auditory cortex are sensitive to specific frequencies. The babble noise spectrum used in 
this study consists of a wide range of frequencies which in turn excite many cell regions that are responsible for 
each particular frequency, resulting in widespread activation. The tonotopic characteristic for the auditory cortex 
was evident in Langers et al. (2007) and Langers & van Dijk (2012). In their study, a prominent low-to-high 
frequency tonotopic gradient was observed in the lateral to medial direction of the transverse temporal gyrus 
(TTG), in the primary auditory field and planum temporale. It has been demonstrated (Specht & Reul 2003) that 
the primary auditory cortex responded to a broad range of auditory stimuli while the secondary auditory cortex 
responded to stimuli with complex spectral dynamics. Similar temporal lobe activations (average) have also been 
found in our previous study using a white noise stimulus on five right handed male participants (Yusoff et al. 
2011). The absence of brain activations in the frontal and parietal lobe regions indicate that listening to babble 
noise does not involve any higher cognitive function over and above baseline comparisons.  The activation in 
the auditory cortex may also indicate that the participant's auditory processing is working well in conjunction 
with the participant's good hearing condition which has been confirmed by the auditory test performed on the 
participant's left and right ears. 

Interestingly, a higher number of activated voxels in the right auditory cortex is accompanied by a lower t 
statistic at the point (voxel) of maximum intensity as compared to the left auditory cortex which has fewer 
activated voxels but with higher t statistic at the point of maximum intensity (Table 1). Not only did the number 
of activated voxels and the t statistic for the two hemispheres differ in values, but the significance of these effects 
was very large.  Based on previous findings (Hwang et al. 2005), more voxels have been found to be activated 
in the right temporal lobe as compared to the left temporal lobe when noise is used as stimulus, due its 
non-speech property (Hwang et al. 2005). Speech stimulus, on the other hand, will most likely activate the left 
temporal lobe relatively higher than the right temporal lobe especially when perception of words comes into play 
and only if the stimulus task is linguistically demanding (Hwang et al. 2005). The t value for the voxel of 
maximum intensity is at odds with the observed number of activated voxels in both temporal lobes but in good 
agreement with the mean stimulus efficacy () value. The mean stimulus efficacy is defined as the potency of the 
stimulus in eliciting a neuronal response (Friston et al. 2000). It reflects the ability of the ensuing synaptic 
activity to induce a signal. It seems that the left hemisphere temporal lobe has a stronger ability in the processing 
of babble noise as compared to the right temporal lobe. One possible explanation for the increase in the mean 
stimulus efficacy is that the babble noise used in this study was still in the range intelligible to the participant 
who was young and healthy and was able to be processed by the left hemisphere temporal lobe. It is perhaps this 
mean stimulus efficacy of the left hemisphere temporal lobe that causes the signal intensity to be higher in the 
left temporal lobe, hence the higher t value. The fact that signal intensity increases correspondingly with the 
mean stimulus efficacy is evident in Fig. 5. The underlying mechanism will be discussed in the following 
paragraph. 

While maintaining the activation in the cortical auditory regions, performing a phonological working memory 
task in quiet (WMQ) and noisy (WMN) conditions has evoked responses in many other cortical regions as 
tabulated in Table 2 (a) and (b) and can be clearly seen in Figs. 4(a) and (b). Among others are TE1.1 which is 
known as the primary auditory area, supplementary motor area (SMA), Brodmann Area (BA) 3a and 3p, inferior 
parietal cortex (IPC) and putamen. These regions have been found to be activated during working memory tasks 
in several previous studies (Gaab et al. 2003; Karlsgodt et al. 2005; Toepper et al. 2010). Nevertheless, the 
differences in the brain activated regions during WMQ and WMN can hardly be seen. This could be due to the 
same regions in the brain responding to the phonological working memory task used in this study whether 
performed in quiet or in noise. The result is indirectly supported by the behavioural results which indicate similar 
participant’s performance during WMQ and WMN.  The spatial extent of activation that seems to be wider 
from the 70-mm level down to 20-mm level during WMQ, involves the first four activation clusters shown in 
Table 2 (a). A larger activation area means that a larger number of brain cells are recruited in performing the task 
in quiet as compared to in noise. In a finger tapping task (Jancke et al. 1998), it was found that a larger brain area 
was involved in performing the tapping at 3 Hz as compared to at 1 Hz. They concluded that faster movement 
involves the recruitment of more motor units and will therefore activate a greater number of voxels. Their 
findings were later reconfirmed (Lutz et al. 2005). In this study, a higher number of activated voxels reflects the 
higher sensitivity of the brain areas in perceiving the stimulus and later performing the task in quiet. During 
WMN, it can be said that the participant used a lesser volume of the respective brain regions in accomplishing 
the working memory task due to the distraction from the noise. Brain areas that are supposed to be involved in 
processing the phonological working memory task used in this study are less sensitive when the stimulus is 
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embedded in noise. In other words their ability to perceive what is delivered is relatively lower in noise than in 
quiet. The stimulus-to-noise ratio (SNR) used in this study was 5 dB. Furthermore, a lower noise intensity (IN) as 
compared to stimulus intensity (IS) used in this study did not enhance the spatial extent of activation as found in 
previous studies on multiple participants (Wong et al. 2009; Wong et al. 2008). Enhancement of spatial activation 
occurs in certain brain regions when the participants performed working memory (Abd Hamid et al. 2011) or 
speech perception (Wong et al. 2009; Wong et al. 2008) tasks in noisy backgrounds (SNR = + 3dB and -5 dB 
respectively) due to an increase in participants' effort in attending and performing the task while being distracted 
by noise. One possible explanation for the effects observed for this particular participant is that the sensitivity of 
the particular brain region in perceiving and performing the phonological working memory task in quiet has 
exceeded the activation enhancement in performing the task in noisy background. The +5dB SNR used in the 
present study may not be distracting enough for the participant who is relatively young and has good hearing.   

This argument is indirectly supported by the steeper slope (m) of the t value vs.  plot for WMQ, m = 2.58 s, as 
compared to the less steeper slope of the t value vs.  plot for WMN, m = 2.23 s, as shown by Figs. 5(a) and (b). 
A steeper slope for WMQ means that the blood oxygenation level dependent (BOLD) signal intensities, hence 
the hemodynamic responses, across the activated regions change relatively larger during WMQ as compared to 
during WMN due to a better efficiency of the ensuing synaptic activity to induce the signal in quiet. The mean 
stimulus efficacy thus represents the increase in perfusion signal elicited by neuronal activity, expressed in terms 
of number of evoked transients per second (Friston et al. 2007). From the plots, it appears that the extent of 
signal change across activated regions is larger in quiet as compared to in noise for the same change in the mean 
stimulus efficacy. However, the distributions of data for the two conditions are about the same, resulting in 
similar values of the Spearman coefficient for both plots. 

The participant-specific brain activation characteristic discussed above may differ from participant to participant. 
However, in view of the brain activation obtained from WMQ and WMN conditions that have been averaged 
over 20 measurements, the brain activation results can be said to be valid, at least for this particular participant 
due to the high sensitivity of sparse imaging technique used in this study in capturing the change in the magnetic 
resonance signal intensity during the task performance (Gaab et al. 2007; Mueller et al. 2011).  

Further analyses conducted using contrast comparison and conjunction analysis on our participant revealed two 
additionally important findings reflecting 1) the true effects of phonological working memory task performance 
in babble noise and in quiet and 2) that the brain areas involved in performing the working memory task are 
similar regardless of whether the task was performed in quiet or in noise. The six brain areas found to be 
significantly activated at corrected  = 0.05 are left TE1.1, left BA3a, right BA4p, BA6/SMA, putamen and SFG. 
These six brain areas appear to be reproducible using WMN - N, WMN > N and WMQ - N contrasts, using 
conjunction of the effects of WMN - N and WMN > N and the conjunction of the effects of WMQ, WMN and 
WMN > N, minus the effects of N. The difference between WMN - N and WMN > N contrasts is that the former 
is looking for voxels or brain areas that are activated during WMN after subtracting it from areas that are 
activated during N, while the latter is looking for voxels that are more (significantly) activated in WMN than in 
N. What is revealed by taking the conjunction between these two contrasts should be the areas that are involved 
in processing the phonological working memory task stimulus delivered to the participant during the scan.  

The conjunction of the effects of WMQ, WMN and WMN > N, minus the effects of N confirmed the earlier 
results and is reconfirmed by the WMQ - N contrast. Conjunction analysis permits the determination of the areas 
in the brain for a specific function that are common in all tasks under study. It allows for the identification of 
areas that share a specific function in a participant. For the WMQ - N contrast, even though the effects of N are 
not inherited in WMQ, the activation obtained can be compared with WMN - N and WMN > N contrasts 
because what is taken out from the WMQ - N contrast are voxels that are involved in listening or, in particular, in 
babble noise, leaving behind voxels that do not belong to the listening task when performed during N condition. 

The exact location of the six brain areas found to be involved in the phonological working memory task can be 
observed in Fig. 7 from which the statistical images are overlaid coronally onto the participant’s normalised 
brain images. Out of the six areas, the left TE1.1, left BA3a, BA6/SMA and right BA4p have shown an increase 
in the number of activated voxels when the task is performed in quiet as compared to in noise, see Table 2. In 
relation to the above discussion, it can be said that the sensitivity of these particular brain regions in perceiving 
and performing the phonological working memory task in quiet increases, which is reflected by an increase in 
the total volume of the activation area. 

As shown in Fig. 2, the psychophysiologic interaction (PPI) explains the regionally specific neuronal responses 
in the target regions in terms of the interaction between influences from a source region and task-related 
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parameters such as babble noise. In this study, the regionally specific neuronal responses are measured in the 
brain regions shown in Fig. 7 which are the left TE1.1, left BA3a, SMA, right BA4p, right SFG and right 
putamen, also known as the target regions. The response in these regions is said to be influenced by the 
interaction between the activity in the STG, the source region, and the task-related parameter which is the babble 
noise. The left and right STG are chosen to be the source region whose activity interacts with babble noise as 
well as with the working memory stimulus due to the source region’s well known functional role in processing 
verbal and nonverbal stimuli. Furthermore, STG is also an area in which the primary and secondary auditory 
areas are located and from where the input (or stimuli) traverses to the other areas in the brain. The activity in 
STG, therefore on the one hand interacts with babble noise to evoke responses in the target areas in which babble 
noise is said to modulate the interaction between the STG with other regions connected to it. On the other hand, 
babble noise also has a direct influence on the target areas as shown in Fig. 2. Thus, it can be said that the 
responses in the target regions reflect the combined effect of the interaction between the source regions and 
babble noise and the influence of babble noise itself on target regions. 

To measure the influence of the activity in the source region (in this study the left and right STG) on the response 
of the target regions (as shown in Fig. 7), the PPI data of the target region (as the dependent variable) is plotted 
against the PPI of the source region (as the independent variable). Figs. 8(a – c) and 9(a – d) illustrate 
psychophysiologic interaction (PPI) between the two distal brain areas, namely each of the areas in Fig. 7 vs. the 
left or right STG. A linear increase in the response in all the target regions with the increase in activity in the 
source region as depicted provides evidence in support of a direct influence of the activity of the source region 
on the response of the target regions. Linearity is shown in all the plots regardless of whether the task is 
performed in quiet (dark lines) or in noise (red lines). The slope (b) of these plots reflects the influence the 
source region exerted over the target region (see Table 3). It can be clearly seen that the slope of the plots of the 
PPI data acquired during the performance of the working memory task in quiet (that needs less attention) differs 
from that obtained from the performance of the working memory with babble noise as background (that needs 
more attention), except for the one shown in Fig. 9(a). The change in the slope of a plot when measured in a 
different context indicates a psychophysiologic interaction, with babble noise as contextual input modulating the 
influence of the activity in STG on the response of the target regions. It is very interesting to see that in the left 
hemisphere, the slope is steeper for the condition that needs more attention (working memory task in noisy 
background) as compared to the condition requiring less attention (working memory task in quiet). These 
involve the interactions of left TE1.1 vs. left STG, left BA3a vs. left STG and SMA vs. left STG. In contrast, in 
the right hemisphere, the slope for the condition requiring less attention (WMQ) is steeper than the slope for the 
condition requiring more attention (WMN), involving interactions of right SFG vs. right STG, SMA vs. right 
STG and right putamen vs. right STG. However, the interaction of right BA4p vs. right STG is similar in both 
WMQ and WMN conditions. 

A steeper slope of a PPI plot means that a small change in activity in the STG results in a relatively larger 
response in the target regions as compared to a plot with less steeper slope. For TE1.1 and BA3a in the left 
hemisphere including the SMA, the interaction between these regions and STG is said to be mediated by babble 
noise and their responses to the activity in the left STG is increased in the presence of babble noise. TE1.1, 
together with TE1.0 and TE1.2 are known to be parts of the primary auditory cortex and are grouped together as 
TE1 by Morosan et al. (2001). They have tonotopic progressive characteristics such that the high frequencies are 
represented in TE1.1 while the lower frequencies are in TE1.2. The intermediate frequencies that are important 
for speech are processed in TE1.0. The TE1.1 region which is not directly involved with phonological working 
memory task shows an increase in the slope of the PPI plot in noise as compared to in quiet, indicating an 
increase in the effort in perceiving and processing the sound of the stimulus presented in a noisy background. 
The same argument is proposed to be valid for the SMA and BA3a. The SMA has the functions of retrieval of 
learned sequences that are under internal control such as the performance of a sequence of movements from 
memory. The fact that the SMA is activated even in the performance of phonological working memory task is 
possibly related to considerations of the diverse activities in which the SMA plays a role, suggesting that existing 
theories may not fully capture the fundamental functions of this region (Nachev et al. 2008). The significant 
activation observed in the left BA3a is due to the execution of action and speech when the participant was 
performing the task in which the participant is required to repeat backward the series of five words presented. 
The existence of SMASTG and SMABA3a interactions supports the concept of audio-motor interaction 
(Hickok et al. 2003). 

On the opposite hemisphere, the PPI plots of the response of the target regions as a function of the activity of the 
source region exhibited an increase in the slope of the regression in quiet as compared to in noise. This could be 
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due to a direct involvement of the three areas, namely the superior frontal gyrus (SFG), putamen and SMA in the 
execution of the task, in response to the activity in the right STG. The SFG is also known to be located in the 
dorsolateral prefrontal cortex (DLPFC), classified as BA8 and BA9. This frontal area is involved in management 
of uncertainty in which increasing uncertainty increases activation. Uncertainty may exist during performance of 
the task due to the participant's inability to completely capture what is presented. This area is also known to be 
involved in sustaining attention and working memory (Brzezicka et al. 2011). Similar arguments apply to the 
putamen in which reinforcement and implicit learning, which are intrinsically part of the task, might explain its 
significant involvement. Apart from that, the putamen which is known to be interconnected to various pathways 
will certainly be activated due to its involvement in various regional interactions. As for the right BA4p, the 
phonological working memory task used required the participant to repeat words, resulting in significant 
activation in this area. The fact that the function of this area is more inclined towards motor coordination than 
working memory processing has rendered the PPI  with the source region similar whether the task is performed 
in quiet or in noise. The fact that the SMA has shown a different response in PPI plots for the task presented in 
noise and in quiet when subjected to the activity in the left and right STG needs further investigation, especially 
when noise is used as the modulatory input. 

5. Conclusion 
In conclusion, the phonological working memory task based on the repeat backward test used in this study 
activates several brain regions that are involved in processing of the task. Similar brain regions are activated 
regardless of whether the task is performed in noise or in quiet. However, the activated brain regions in the 
longitudinal range of 70 mm to 20 mm appear to have extended activation when the task is performed in quiet 
due to the sensitivity of particular brain regions in perceiving the stimulus and later performing the task in quiet.  
Conjunction analysis reveals task-related areas which are the supplementary motor area (SMA), left TE1.1, left 
Brodmann Area (BA) 3a, right BA4p, right putamen and right superior frontal gyrus (SFG) which are activated 
with p values well below 0.05 after controlling for family wise error (FWE). A steeper psychophysiologic 
interaction (PPI) slope for the right hemisphere task-related regions during the quiet condition indicates a larger 
influence of the source region (right STG) onto the target regions (SMA, right putamen, right SFG), except for 
BA4p which shows similar PPI slopes for in-quiet and in-noise measurements. For the left hemisphere regions 
(left TE1.1, left BA3a) and SMA, the interaction is modulated by noise, resulting in the increase in the PPI slope 
in the noisy condition. It can be said that the babble noise used in this study has little influence on the responses 
of working memory processes related to areas of input of the source region, resulting in a higher response of 
those areas in quiet as compared to in noise. This study, even though performed on a single participant has 
revealed several important fundamental insights for future multiple participant fMRI studies on working memory 
and is potentially viable to be implemented in a clinical environment. However, due to the different approaches 
used in studies of working memory which have employed various tasks and methodologies, we found that it is 
quite difficult for a direct comparison with the results obtained from other studies to be made at this time. 
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Abstract 
The present research was aimed to develop the scientific applied principles and technologies of composite 
bituminous materials for civil engineering based on the investigation of the structures of polymer modifier and 
bitumen-polymer binder (BPB) on its basis with the use of nuclear magnetic resonance (NMR). The method of 
pulsed NMR was chosen as one of the rapid analysis methods that can be used for the analysis of 
bitumen-polymer systems, especially when assessing the group chemical composition of residual oil feedstock 
(ROF), bitumens and composite materials based on them. Using the method of pulsed NMR the regularities of 
the impact of modifier component composition on the changes of structural-group composition of the original 
and modified products were specified. Based on the results of research the optimal ratio of bitumen-polymer 
binder components was investigated, the manufacturability of the process for obtaining of composite bituminous 
materials for civil engineering with the aim of optimizing the quality of the final products was evaluated. Pulsed 
NMR - spectroscopy is suggested as input and output quality control of bituminous products. The regularities of 
redistribution of the phases with different molecular mobility and their relationship with the binder components 
were investigated. Rapid technique for quantifying the content of polymer in the solvent was developed. 

Keywords: pulsed NMR, bitumen-polymer binder, structural-group composition, roof waterproofing materials, 
thermoplastic resins 

1. Introduction 
Nuclear magnetic relaxation (NMR) is one of the modern instrumental methods of physical chemistry (Kimmich 
and Anoardo, 2004; Conte and Alonzo, 2013, Xu et al., 2013, Bayer et al., 2013; Haber-Pohlmeier et al., 2013) 
and is a fundamental property of nuclear magnetism, characterizing the dynamics of nuclear spins system in the 
oil bitumen-polymer systems.  

Pulsed NMR method increasingly finds its application in rapid analysis of the bitumen-polymer systems, 
especially when assessing the group chemical composition of residual oil feedstock (ROF), bitumens and 
composite materials based on them. It should be noted that the study of NMR spectra is based on the resonating 
nuclei systems that are extremely sensitive to the magnetic environment where the local magnetic fields near the 
resonating nuclei are dependent on the intra- and intermolecular effects. This determines the value of NMR 
spectroscopy to investigate the structure and behavior of many-electron (molecular) systems in different fields of 
science (Washburn and Birdwell, 2013; Nascimento, et al., 2004; Bayer, et al., 2010; Berman, et al., 2013; 
Charlier, et al., 2013; Kemalov, et al., 2012; Kemalov et al., 2013; Kruk et al., 2012, Twieg, 2013, Frantsuzov, 
2010). 

Thus, the method of pulsed NMR today attracts not only physicists and chemists, but also experts in the field of 
technology, which is primarily due to the practical significance of the NMR data, the processes of which depend 
on many physical and chemical properties of the system and illustrate the excellent dynamic phenomena at a 
molecular level. 

The research of roofing waterproofing materials using NMR relaxometry primarily allows to study the effect of 
temperature on the structural and dynamic state of the oil disperse system (ODS) at the molecular level with a 
subsequent change of thermodynamic characteristics of the spin-spin components of the ODS. Thus the 
structural features of ODS in general can reliably be assumed (Kemalov and Kemalov, 2013). 

Waterproofing materials that are related to ODS, are known for a long time and are used for different purposes: 
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to protect roofs against the penetration of atmospheric precipitates (roofing), for waterproofing in the 
construction of underwater and above-water parts of dams and bridges (waterproofing). In order to reduce costs 
and extend the life of roofing materials by virtue of their physical nature and structural features the injection of 
specially selected polymer modifiers according to their chemical nature and reactivity in the operating conditions 
in the construction is conducted, resulting in a change in the structure and properties of organic binding materials. 
Injection of a suitable polymer modifier gives cementing materials more heat and frost resisting, elasticity, 
increased resistance to fatigue, improves durability (Kemalov and Kemalov, 2013).  

One of the most promising polymer materials used in civil construction at the bitumen of different brands 
modification with is the class of thermoplastic resins (TPR). Due to the fact that the injection of the chosen TPR 
into the bitumen (Russian standard – “technical terms” -TU 2451-089-05766801-99) in the solid state (with no 
use of solvent-plasticizer), there is hardening of the polymer-bitumen material, while the softening temperature 
increases (from 89 to 120 ºC) because of the high structuring ability of TPR. This is the reason for the lack of the 
proper elasticity, frost resisting of roofing material. Therefore, at the modification of this raw material it is 
advantageous to inject the selected polymer either in the form of a polymer solution (polymer + 
plasticizer-solvent) or in a way of step-by-step injection of polymer and a plasticizer-solvent. In studies we used 
the plasticizer that is in a semi-drying oils class (SDOs) as a dissolving agent. Selected SDO (Russian State 
standard - GOST 8988-59) is characterized by the presence of large amounts of fatty acids and one double bond. 
According to the type of fatty acids contained in the glycerides, SDO are composed of saturates – 7,3-10 % , 
components with one double bond – 67,5-75 % and several double bonds – 15-25,2 % (Kemalov and Kemalov, 
2013). 

2. Method 
While developing the scientific applied principles and technologies of composite bituminous materials for civil 
engineering the structures of polymer modifier and bitumen-polymer binder (BPB) on its basis were investigated 
by nuclear magnetic resonance (NMR). 

This method belongs to the modern instrumental methods of research, which is based on a fundamental property 
of nuclear magnetism, characterizing the dynamics of nuclear spins in a dispersed system - polymer solutions, 
bitumen, bitumen-polymer binders and so on. Highly informative parameters of nuclear magnetic relaxation 
connected to the tested substance properties, the relative simplicity of the experimental determination of these 
parameters, as well as the reliability of the theoretical interpretation of the data allow to allocate it to the 
independent physical method of investigation. 

For the analysis of polymer solutions of different concentrations using pulsed NMR, the following measurement 
modes were used: start-up period T = 3000 ms - 12 s, the interval between 90° and 180° pulses N = 100-2500 , 
the number of scans n = 10-30 (for the spin-spin system ) and the start-up period T = 500 ms - 2 s, the interval 
between 90° and 180° pulses N = 50-1000 , the number of scans n = 10-30 (for the spin-lattice system). Analysis 
time did not exceed 3 min.  

Selecting the temperature range, at which the studies were conducted, was not accidental. In this temperature 
range of 20-140 °C the major technological operations with oil bitumen are carried out. 

The analysis of solutions of TPR in SDO was conducted at a temperature of 140 °C (the temperature of mixing). 
As seen from the graph (Figure 1) in the polymer solution at a predetermined temperature, the presence of three 
phases is observed. The phase with the longest time of relaxation will be specified as "a." The phase that has the 
shortest time of spin-spin relaxation is "c", and the phase having an intermediate value of relaxation time is 
denoted as "b". The values of spin-spin relaxation time for the lightest phase T2a and the intermediate phase T2b 
decrease with the increasing of polymer content in the solution. At the same time, the relaxation time of the 
heaviest phase is almost independent from the content of the TPR in solution. The dependence of the spin-spin 
relaxation time from the content of the TPR in solution is linear. Therefore, in general, its analytical expression 
have the form y=kx+b, where k – is slope.  

3. Analysis and Results 
As a result of analysis of experimental data empirical dependence of the spin-spin relaxation time from the 
content of the TPR in the sample solution was obtained: 

T2a = -16.996 x + 1503.9 (1) 

T2b = -5.1158 x + 435.74 (2) 

T2c = -0.7248 x + 64.572, (3) 
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where T2a is the spin-spin relaxation time of the “long-time” phase, T2b – the spin-spin relaxation time of the 
intermediate phase, T2c – the spin-spin relaxation time of “short-time” phase. 

 

 
—  —Т2а, —  — Т2в, — — Т2с 

Figure 1. The dependence of spin-spin relaxation T2i from the content of TPR in the solution of SDO at 140 °C 

 

Analysis of the conducted NMR studies experimental data with pure solvent-plasticizer in the entire temperature 
range from 20 to 140 °C, where the presence of two phases observed, allows suggesting that the presence of the 
third phase "c" is due to the presence of dissolved TPR. Thus, the phases "a" and "b" characterize the 
components of the solvent, and the shortest by time phase "c" characterizes the dissolved polymer and some of 
the solvent that is associated with the polymer. Figure 1 shows that the injection of 10 wt% of TPR into SDO 
results a decrease of the spin-spin relaxation time values (from 1500 to 1350 and from 425 to 370, respectively) 
of phases "a" and "b". As mentioned above, the preliminary analysis of the experimental data revealed that the 
phases "a" and "b" refer to a solvent. Reduction of spin-spin relaxation times of these phases in our view can be 
explained by the fact that some of the SDO molecules are included into the spatial structure of the polymer, and 
thus lose some of their mobility. From the nature of the slope (Figure 1), it can be assumed that the polymer has 
a greater effect on the phase "a", i.e. on the light part of the SDO. 

3. Discussion 
Decrease of the values of spin-spin relaxation T2a and T2b with the increase of TPR content in SDO also indicates 
the decrease in the mobility of the system, which confirms the earlier made assumptions about the high 
structuring ability of TPR. 

Figure 2 shows a graph of the proton phases population from the concentration of TPR in SDO. 

 
—  —Т2а, —  — Т2в, — — Т2с 

Figure 2. Dependence of the populations of protons in phases P2i from TPR content in the solution of SDO at 
140 °C 
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Diagrams of Pa and Pb dependences have polynomial nature, while Pc dependence is linear. Pa dependence curve 
has a maximum at the points corresponding to a polymer content of 10 % and 40 % by weight, and the minimum 
is at the points corresponding to the TPR concentration of 20 % and 50 % by weight. The initial increase in the 
TPR “long-time” phase (P2a) content from 0 % to 20 % by weight can be explained by the decrease of molecular 
mobility due to their interaction with the polymer molecules. Thus molecules of this phase verge into a phase 
with a short relaxation times - phase "b". Probably some of these molecules lose mobility so much that moves 
into the phase with the shortest time of spin-spin relaxation, i.e. the phase "c". The further small-scale decrease 
in the phase "a" amount is likely caused by the increased content of phase "b", part of its molecules goes into 
"c"-phase, if the concentration of TPR is more than 50% by mass. The further reduction of the phase "a" 
population is probably due to the transition of the molecules of this phase into the phases "b" and "c". As 
previously mentioned, the dependence of P2c from the content of TPR is linear. As a result of the mathematical 
analysis of the dependence the empirical expression relating the content of the TPR in the solution and the 
population of protons in phase "c": 

Pc = A·C-B (4) 

where C – the content of the TPR in solution of rapeseed oil, % wt.; Pc - population of protons in phase "c", %; A 
and B - empirical coefficients: A = 0.845, B = 22.4 

Change in the group composition of bitumen after its modification plays an important role in the study of BPB. 
NMR method allows determining group composition of bitumen and BPB with an accuracy of 3%, this will 
allow us to estimate the composition changes, as well as the convergence of the results obtained by other 
methods (Conte and Alonzo, 2013; Kimmich and Anoardo, 2004, Bayer et al., 2010). 

The essence of the definition is as follows. Sample preparation procedure consisted of the analyzed substance to 
be placed in the tube and fixing it to the sensor unit. To carry out the NMR experiment investigated system (oil 
residue) is simultaneously placed in a constant magnetic field (MF) and a pairs of pulses of the MF with a 
variable time interval between pulses. At equilibrium nuclear magnetization is directed along the constant MF. 
Using a variable magnetic field, the magnetization can be deflected from the constant field direction, thereby 
moving the nuclear spin system in a controlled non-equilibrium state. Variable magnetic field should be directed 
perpendicularly to the constant MF, directed perpendicularly to the pulsed magnetic field and opposite to the 
pulses of pair. Then comes the registration of the magnetization projection of the analyzed bitumen sample on 
the direction of the constant magnetic field through a fixed time interval after exposure of each pair of magnetic 
field pulses. In order to increase the informativity of the mode, the initial value of the magnetization projection 
of the analyzed bitumen sample on the direction of the constant magnetic field is recorded beforehand, 
whereupon the measuring cycle is performed twice at a sample temperature of 40 °C and 100 °C, respectively 
(Xu et al., 2013; Kruk et al., 2012; Haber-Pohlmeier et al., 2013). And after each measuring cycle the amplitude 
of the transverse magnetization of the analyzed sample is determined by extrapolating the linear part of the 
logarithm of the projection of the sample magnetization and the time interval between the pulses of the magnetic 
field onto zero time interval between the pulses and then the group content of oils, asphaltenes and resins is 
determined from the relations: PA=A1·100/A0; PC=(A0-A2)·100/A0, PB=100-PA-PC, where PA, PC, PB – oils, 
asphaltenes and resins content in the analyzed sample, respectively, mass %; A0 – the initial value of the 
projection of the sample magnetization; A1 and A2 – the values of amplitude of the transverse magnetization, 
determined at sample temperature of 40 °C and 100 °C, respectively. Three samples were studied: sample 1 - 
pure bitumen BN 90/10; sample 2 - BPB (BN 90/10 + 3 % Oil-Polymer resins - OPR, 6% rapeseed oil); sample 
3 - BPB (BN 90/10 + 3 % OPR, 7 % rapeseed oil). The components were mixed for 15-20 minutes at 
100-120 °C. The results are shown in Table 1.  

 

Table 1. Chemical composition of the BPB 

Sample, No. Oils (saturates) Resins Asphaltenes 
1 8.14 31.76 60.1 
2 18.32 33.65 48.03 
3 20.01 33.71 46.28 

The optimal composition of plasticizer for BPB is determined (70% wt. OPR + 30% wt. rapeseed oil).  

 

4. Summary 
It has shown that the injection of the polymer additive the amount of oil fraction increases, the amount of 
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asphaltenes decreases, bitumen dilution happens, solvation shell partially immerse into oil fraction. Thus, it was 
shown that the polymer is interacts to a greater extent with a part of the oil fraction of bitumen (lighter), 
dissolving therein and thus the polymeric additive increases in percentage of bitumen oil fraction that has been 
given above using Hildebrant index, which is by its numerical value practically the same as that of the polymer 
and of the aromatic maltenes that are included in the oil fraction of the bitumen. 

During the comprehensive solution of the scientific applied tasks aimed at developing scientific bases and 
creating new bitumen-polymer materials recipes and production techniques (GOST 30547-97 "Materials rolled 
roofing and waterproofing", GOST 30693-2000 "Mastic roofing and waterproofing") based on domestic 
produced TPR, using a solvent such as plasticizer SDO in the present studies several important and urgent 
problems of the national economy were solved: 

1. Using the method of pulsed NMR the regularities of the impact of modifier component composition on the 
changes of structural-group composition of the original and modified products were specified; 

2. Based on the results of research the optimal ratio of BPB components was investigated, the manufacturability 
of the process for obtaining of composite bituminous materials for civil engineering with the aim of optimizing 
the quality of the final products was evaluated. 

3. The technological option of the higher developed compositions of roofing waterproofing materials, using 
pulsed NMR - spectroscopy as input and output quality control of bituminous products was developed. 

4. On the basis of pulsed NMR data the regularities of redistribution of the phases PA, PB, PC with different 
molecular mobility and their relationship with the binder components were investigated. Rapid technique for 
quantifying the content of polymer in the solvent was developed. 

Despite the many advantages (such as non-destructive nature of research), NMR does not provide the data on the 
chemical composition. In connection with this - in the long term research to develop rapid methods to study the 
composition of bitumen-polymer systems using NMR spectroscopy in combination with other physical and 
chemical methods of analysis. 
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Abstract 
Currently, the traditional method used to identify Ficus deltoidea Jack (Moraceae) varieties require the plant 
taxonomists to observe and examine the leaf morphology of herbarium or live specimens. An automated variety 
identification system would ease the herbs collector to carry out valuable plant identification work. In this paper, 
a model for F. deltoidea varieties identification based on their leaf shape, color and texture was developed. Five 
different varieties of F. deltoidea were used in the proposed work with sixty nine sample data collected for each 
of varieties. First, the F. deltoidea leaves were plucked and the picture of leaves is then taken by a digital scanner 
in the format of JPEG.  For leaf shape, a total of fourteen shape features were extracted based on basic 
geometric features. The mean of different color channels was calculated in leaf color feature extraction. 
Furthermore, four texture features based on gray-level co-occurrence matrix was implemented to extract leaf 
texture properties. By using the leaf structure, a set of three different leaf properties which are leaf shape, color 
and texture features was extracted. The features weight is then calculated using eigenvalues coefficient in 
principal component analysis. The best principal components are retained for identification experiments. Lastly, 
Nearest Neighbor with Euclidean distance was used in variety identification based on three different leaf 
properties mentioned above. The effectiveness of different leaf features are demonstrated in the identification 
experiment. 

Keywords: Ficus deltoidea Jack, plant leaf identification, content-based image retrieval, pattern recognition, 
image processing 

1. Introduction 
Herb plants have been used through much of human history as sources of food or food additive, medicine, 
beauty enhancers used in cosmetic ingredients and fragrances. The use of herbs as medicine has a long history, 
starting from the Greek civilization in the West and the Arabic, Chinese and Indian civilizations in the East 
(Ramlan, 2003). Herbs as traditional medicine is still widely practiced today and in modern medicine, it is 
recognizes as a form of alternative medicine. Many allopathic medicines, which are produced synthetically, also 
derived from plants such as quinine for malaria, quinidine for heart arrhythmia from Cinchona spp and digoxin 
for heart failure from Digitalis spp (Ramlan, 2003).  

Ficus deltoidea Jack (Moraceae) or mistletoe fig (common name) or locally known as ‘Mas Cotek’ among the 
Malays, is recognized as Malaysian herb plants (Hean et al., 2011). F. deltoidea is a native and widely distributed 
throughout Malaysia, Thailand, Sumatra, Java, Kalimantan, Sulawesi, and Moluccasa (USDA, 2007). In Malay 
traditional medicine, the dried F. deltoidea leaves are marketed as an herbal tea. The decoction of the leaves is 
believed to improve blood circulation and have aphrodisiac activity and antioxidant and antidiabetic properties 
(Norhaniza et al., 2007; Sulaiman et al., 2008; Adam et al., 2011). Moreover, other approaches revealed that F. 
deltoidea leaves is a potential alternative medicine to strengthen the uterus for women after birth (Sulaiman et al., 
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2008) and effective on enhancement of wound healing (Abdulla et al., 2010).  

Figs or Ficus plants originated in Asia Minor and can be found throughout Mediterranean, Indian subcontinent, 
Latin America, Texas, Southern California, until the Far East such as in the Malaysian tropical rain forest (USDA, 
2007). It is one of the largest genera of flowering plants with six traditional subgenera that are recognized based 
on morphology and distribution (Lansky & Paavilainen, 2011). One of the species that included in this genus is 
Ficus deltoidea Jack (Latin name). Seven out of 15 recognized varieties of F. deltoidea found in Peninsular 
Malaysia namely var. deltoidea, var. angustifolia, var. trengganuensis, var. bilobata, var. intermedia, var. 
kunstleri and var. motleyana (Kochummen, 1978; Turner, 1995). F. deltoidea is a large shrub or small tree with 
aerial roots often begins its life as an epiphyte plant. It is also cultivated in various parts of the world as a 
houseplant or as an ornamental shrub. The name ‘Mas Cotek’ is given in Peninsular Malaysia because there are 
fine spots with gold in colour on the surface of each leaves. Generally, the scopes of the study can be specified as 
modeling an automatic identification for F. deltoidea varieties recognition. 

2. Problem Statements 
Traditionally, herbs have been collected for use from wild areas (Ramlan, 2003). For large scale production, this 
presents an unfeasible solution due to the lack of reliable supply. Continuous harvesting of wild sources will lead 
to species endangerment and extinction. Agricultural cropping of herbs as specialty crops can ensure high quality 
herbal by correct herb identification. Correct herb identification is essential as many herbal species come in 
many varieties which have similar appearances but have different usages in traditional medicine. For example, F. 
deltoidea var. deltoidea and F. deltoidea var. angustifolia are two of Ficus deltoidea Jack (Moraceae) varieties 
which have more or less similar morphological appearances in the eye of amateur herbs collector. However, 
according to study made by Nihayah et al. (2012), these two varieties have different mineral content in leaf, 
whereby F. deltoidea var. deltoidea contain high amount of magnesium, manganese and potassium compared to 
F. deltoidea var. angustifolia. As a conclusion, F. deltoidea var. deltoidea leaf is more suitable to be served as a 
tea drink.  

Based on the importance of in herb plant to medical practitioners, recent development especially for Ficus 
deltoidea Jack (Moraceae) indicates the need to provide a computer-based identification system in order to get 
correct identification. Currently, the traditional method used to identify F. deltoidea have lots of disadvantages 
which leads to time consuming, less efficient, troublesome task for nonprofessional and sometimes identification 
task is too complex. In recent years, the existence of sophisticated technologies such as digital cameras and 
portable computers has lead to an increasing interest in automating the process of plant species identification. 
Although there are various types of computer algorithms and databases for plant species identification has been 
built to speed up taxonomists work, the computer algorithms and databases in herb plant species are very hard to 
find. In case of F. deltoidea plant, there is no image database found in the literature. Plant species identification 
for herb plant becomes one of the main challenging tasks in computer vision due to lack of proper models or 
representations. As stated in detail reviews of plant species identification research by Cope et al. (2012), different 
features are often needed to distinguish different categories of plant. For example, whilst leaf shape may be 
sufficient to distinguish between some species, other species may have very similar leaf shapes to each other, but 
have different colored leaves. No single feature, or kind of feature, may be sufficient to separate all the 
categories, making feature selection a challenging problem (Cope et al., 2012). For this reason, research to get a 
right model to identify the herbs plant species is essential. This paper objective is to emphasizes the approach of 
automatic identification model for Ficus deltoidea Jack (Moraceae) varieties. Three feature selection approaches 
which are leaf shape, leaf color and leaf texture are used and explained in the next section.  

3. The Model 
Many models have been used for plant species identification that most of them follow the same general steps in 
content-based image retrieval. The process started with image acquisition, followed by preprocessing, 
segmentation and features extraction. Finally, the identification or commonly known as classification process 
will look up into a database to find the similarity of the query leaf image. According to Ab Jabal et al. (2013), 
two important consideration has to be critically made in developing plant species identification which are in 
features extraction and classification phase. Other phase considered as less important because it is reflected on 
image acquisition technique. Almost all previous image acquisition approaches are implemented in the same 
manner. For example Lee & Chen (2006) and Du et al. (2007) used a digital scanner for leaf image capturing and 
therefore preprocessing and segmentation process done in the same manner. 

Leaf shape is a prominent feature that most people use to recognize and classify a plant (Hossain & Amin, 2010). 
Wu et al. (2007), Hossain & Amin (2010), Kadir et al. (2011) and Zulkifli et al. (2011) had stated that diameter, 
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physiological length, physiological width, leaf area and perimeter are basic geometry information can be extract 
from the leaf shape. In addition, leaf color (using mean of RGB color channel), textures (using contrast, 
correlation and homogeneity) and vein are also considered as important features (Kadir et al., 2011). All these 
features are useful for recognition of leaf image. For this case study, vein features are not used due to the 
technique of image acquisition. By using a digital scanner, the leaf vein structures are not clearly seen. A light 
bank is required to get the clearer vision of leaf vein.   

The features extraction process for F. deltoidea varietal identification is referred from the works (Lee & Chen, 
2006; Wu et al., 2007; Hossain & Amin, 2010; Zulkifli et al., 2011; Fotopoulou et al., 2013; Kadir et al., 2011; 
Najjar & Zagrouba, 2012). The used of Principal Component Analysis (PCA) and Nearest Neighbor (NN) are 
referred from (Lee & Chen, 2006; Du et al., 2007; Wu et al., 2007; Kadir et al., 2012). Figure 1 shows the block 
diagram for the F. deltoidea varietal identification model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Block diagram of the F. deltoidea varietal identification model 

 

3.1 Capture Leaf Image 

The current study was carried out on five varieties only excluded for var. montleya and var. intermedia due to 
unavailability of these two varieties in the Germplasm Living Collection at the Tembila Campus of Universiti 
Sultan Zainal Abidin. Since there is no F. deltoidea leaf image available elsewhere in literature, the leaf image 
database used in the following work was collected and built by ourselves. Firstly, the leaves from each plant are 
plucked. The single leaf was placed on a white A4 size paper, and then the picture of the leaf was taken with a 
digital scanner. This process generates a standard leaf image in JPEG format with the white background. For this 
time, a total of 345 F. deltoidea leaf images that consisted of 69 leaf images for each of variety have been 
collected. The representative sample images for the five varieties are shown in Figure 2.  

3.2 Noise Removal 

Digital images are prone to a variety of types of noise. Noise is the result of errors in the image acquisition 
process that result in pixel values that do not reflect the true intensities of the real scene. In this case, the image is 
acquired directly in a digital format. The leaf is inserted to digital scanner may have some dirt that come out 
from the leaf itself. In order to remove noise median filtering with 3x3 neighborhood is used. Median filtering is 
similar to an averaging filter, in that each output pixel is set to an average of the pixel values in the neighborhood 
of the corresponding input pixel. 
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Figure 2. Variety of F. deltoidea in the leaf database, (a) var. deltoidea, (b) var. bilobata, (c) var. kunstleri, (d) var. 
angustifolia, and (e) var. trengganuensis 

 

3.3 Background Removal 

As mentioned before, the captured of F. deltoidea leaf image gives an image of leaf with an almost white 
background with interference by scanner lighting (see Figure 2). In order to remove the white background, 
segmentation process by using thresholding method based on histogram is used. First, the RGB leaf image is 
converted to grey-level image by the following equation: 

  Grey = 0.299 * R + 0.578 * G + 0.114 * B                          (1) 

Where; R, G, B correspond to the color of the pixel, respectively. The gray-scale image for plant leaf is shown in 
Figure 4(b). 

The level to convert grayscale into binary was determined according to grayscale histogram. We accumulated the 
grayscale pixel values for 345 leaves and divided them by 345, the number of leaves. The average histogram to 
grayscale of 345 leaf images is shown as Figure 3. There are two peaks in the grayscale histogram. The left peak 
that refers to pixels was consisted of the leaf while the right peak that refers to pixels consisted of the white 
background (with interference by scanner lighting). The lowest peak between left peak and right peaks is 
approximately the value of 160 on the average. Therefore, the level of 0.6275 (160/255) is applied. The output 
image replaced all pixels in the input image with greater than the level by the value of 1 and replaced all other 
pixels by the value of 0. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Average grey-level values for 345 leaf images 

 

After image thresholding, some defects might be presented in the leaf images for example some parts of objects 
might be misclassified as background and some small regions of background might be mistakenly segmented as 
objects. Consequently, image opening and image closing of mathematical morphology are used for processing 
image segmented by thresholding. Image opening involves reserving the unsegmented parts of objects using first 
image dilation, by merging neighboring pixels of an object into the object and the image erosion, by removing 
boundary pixels of objects. On the contrary, image closing is image erosion followed by image dilation in order 
to eliminate the unsegmented parts of background. Let E be a Euclidean distance space or an integer grid, A is a 
binary image in E where Bz is the translation of B by a vector z, and Bs

 denotes the symmetric of B. The 

(a) (b) (c) (d) (e) 
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mathematical definition of dilation for binary images is defined as follows: 

 ⊕ ∈ | ∩ ∅                              (2) 

The erosion of the binary image A is defined by: ⊖ ∈ | ⊆                                 (3) 

The opening of a set (binary image) A by a structuring element B is the dilation followed by the erosion of that 
set which is: ∙ ⊖ ⊕                                  (4) 

The closing of a set (binary image) A by a structuring element B is the erosion followed by the dilation of that set 
which is: ∙ ⊕ ⊖                                  (5) 

Notice that there existed some variances on length of leaf petiole. To keep the precision of leaf shape features 
extraction, these leaf petioles should be further removed from the obtained binary images. Here, the process of 
image closing operation to binary images is considered. By performing the closing operation with proper 
structuring element, the leaf petioles removal can be achieved successfully while preserving the main shape 
characteristics of leaf objects. The result of leaf petiole removal of binary image is shown in Figure 4(e).  

 

 

Figure 4. The processed leaf image (example on var. trengganuensis), (a) original image, (b) gray image, (c) 
binary image, (d) smooth binary image, and (e) leaf petiole removal 

 

The leaf in Figure 4(e) is then used for shape features extraction. For color and texture features extraction, the 
leaf in Figure 4(e) is also used but the black region which is leaf region is converted back to the original RGB 
color.  

3.4 Shape Features Extraction 

For efficient shape feature extraction, a regionprops function in Matlab is used which calculates the region 
properties. In this paper, 5 basic region features; area, convex area, perimeter, major axis length, minor axis 
length and diameter are extracted using this function. Another nine features are then derived from the previous 
five basic features. In total, 14 digital features are extracted for each of the leaf image.  

1) Area: The actual number of pixels in the region. It is denoted as A. 

2) Convex Area: The area of convex hull of the region. The convex area is greater than or equal to area of the 
region. It is denoted as CA. 

3) Major Axis Length: Major Axis Length is defined as the length (in pixels) of the major axis of the eclipse that 
has the same normalized second central moments as the region. It is denoted as MAL. 

4) Minor Axis Length: Minor Axis Length is defined as the length (in pixels) of the minor axis of the eclipse. It 
is denoted as MIL. 

5) Perimeter: The distance around the boundary region. It is calculated by counting the distance between each 
adjoining pair of pixels around the border of the region. It is denoted as P. 

Based on 5 basic features introduced previously, another 9 features are defined for leaf recognition. 

(a) (b) (c) (d) (e) 
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6) Diameter: Scalar that specifies the diameter of a circle with the same area as a region. It is computed as 4A/π, 
where A is the leaf area. 

7) Solidity: This feature is derived from convex hull and defined as A/CA, where A is the area of the leaf and 
CA is the area of convex hull.  

8) Roundness: The roundness or circularity ratio is defined as A/P2, where A is the leaf area and P is the leaf 
perimeter. 

9) Aspect Ratio: The aspect ratio is a ratio between the major axis length and the minor axis length, MAL/MIL. 

10)  Rectangularity: This feature describes the similarity between a leaf and a rectangle. It is defined as 
MAL*MIL/A, where MAL is major axis length, MIL is minor axis length and A is the leaf area. 

11)  Form Factor: It is defined as 4πA/P2, where A is the leaf area and P is the leaf perimeter. This feature is used 
to describe the different between a leaf and a circle. 

12)  Eccentricity: This feature is used to differentiate the rounded leaf and the long one. The eccentricity is 
defined as MIL/MAL, where MIL is the minor axis length of the leaf and MAL is the major axis length of the 
leaf.  

13)  Perimeter Ratio to Diameter: It is represented as the ratio of the leaf perimeter P and leaf diameter D. This is 
calculated by P/D. 

14)  Perimeter Ratio of Major Axis Length and Minor Axis Length: This feature is defined as the ratio of leaf 
perimeter P and the sum of major axis length and minor axis length, P/(MAL+MIL). 

3.5 Color Features Extraction 

The mean or average for each of color channel value is extracted in this process. Four color channels used in this 
implementation consists of RGB, HSV, Lab and YIQ. Mean of grayscale value is also used. First, the leaf in 
Figure 4(e) is converted back to the original RGB color. Then, A colormap functions in Matlab is used to convert 
the orginal RGB leaf image into each of color channels mentioned. The mean for each color channel is 
calculated. For example, in RGB color, mean for Red, Green and Blue values are calculated separately and this 
process continues to the other color channels. In this way, 13 color features are extracted which are mean value 
of grayscale, R, G, B, H, S, V, Y, I, Q, L, a and b.   

3.6 Texture Features Extraction 

A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level 
co-occurrence matrix (GLCM), also known as the gray-level spatial dependence matrix. The GLCM functions 
characterize the texture of an image by calculating how often pairs of pixel with specific values and in a 
specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from 
this matrix. In Matlab, graycoprops function uses the normalized GLCM to calculate contrast, correlation, 
energy and homogeneity. These four properties are extracted for texture features. Firstly, the leaf in Figure 4(e) is 
converted back to the original RGB color. The image is then converted to grey-level image. By using default 
graycomatrix function, GLCM matrix is then created. Lastly, by using the normalized GLCM, four texture 
features are finally extracted.  

3.7 Principal Component Analysis 

Principal Component Analysis is a statistical method to reduce the dimension of variables. It is useful when 
implemented on a large number of variables with possibly having some redundancy in those variables. In this 
case, redundancy means that some of the variables are correlated with one another. Because of this redundancy, 
it should be possible to reduce the observe variables into a smaller number of principal components that will 
account for most of the variance in the observed variables (O’Rourke et al., 2005). 

Technically, a principal component can be defined as a linear combination of optimally-weighted observed 
variables. The general form for the formula to compute scores on the first component extracted in a principal 
component analysis is as below: 

C1 = b11(X1) + b12(X2) + … b1p(Xp)                             (6) 

where; C1 is the subject’s score on principal component (the first component extracted), b1p is the regression 
coefficient (or weight) for observed variable p, as used in creating first principal component, and Xp is the subject 
score on observed variable p. To calculate the regression coefficient (b1p), there are other four steps must be 
completed in PCA. 1) Calculate mean for all of the data, 2) standardized the data by subtracting the data with 
mean, 3) calculate the covariance of the data and 4) calculate the eigenvalues and the eigenvectors based on the 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

127 
 

covariance matrix. The coefficient is then obtained from the eigenvalues. Finally, the coefficient, b1p is then 
placed in above equation.  

The number of components extracted is equal to the number of variables being analyzed. In general, the first few 
components will account for meaningful amounts of variance and the later components will tend to account for 
only trivial variance. Therefore, the next step is to determine how many meaningful components should be 
retained for classification. Four criteria may be used in making this decision which is eigenvalue-one criterion, 
the scree test, the proportion of variance accounted and the interpretability criterion (O’Rourke et al., 2005). In 
this study, the scree test is considered to make this decision. Figure 5 shows the scree test plot for shape, color 
and texture features. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The scree test plot, (a) shape features, (b) color features, and (c) texture features 

 

With the scree test, the eigenvalues (variance explained) associated with each component is plotted. To choose 
the few components, (Kaiser, 1960) recommend readers to find for a “break” between the components with 
relatively large eigenvalues and those with small eigenvalues. The components that appear before the break are 
assumed to be meaningful and are retained for next process. For this case, the “break” is appeared at principal 
component 3 for all of plots (see Figure 5), therefore only the principal component 1, principal component 2 and 
principal component 3 should be retained. In this work, principal component 1, principal component 2, principal 
component 3, single original features and combined original features for each of shape, texture and color are 
used in the identification experiments.    

3.8 Nearest Neighbor 

The Nearest Neighbors algorithm is a method for identifying objects based on closest training examples in the 
feature space. The Nearest Neighbors (NN) classification divides data into a test set and a training set. For each 
row of the test set, the k nearest (in Euclidean distance) training set objects are found, and the identification is 
determined by majority vote. In Cartesian coordinates, if p = (p1, p2,..., pn) and q = (q1, q2,..., qn) are two points in 
Euclidean n-space, then the distance from p to q, or from q to p is given by: , , ∑                            (7) 

(a) (b) 

(c) 
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4. Experimental Results 
In the experiment, the performance comparison of the k-NN classifier with the nearest neighbor (3-NN), (5-NN) 
and (7-NN) are executed. The odd number is used in order to avoid ties result. When using an even number, for 
example k=2, let say the two closet distance falls into class 1 and class 2. Therefore, the result for this example is 
ties whereby 50% falls into class 1 and 50% falls in class 2. Thus, even number is not used in this experiment. To 
each variety of F. deltoidea, all leaves image are pickup from database. If one image is selected as a query image, 
the rest will be testing image samples. In other words, this process namely leave-one-out cross-validation testing. 
In each of leaf features properties, the average recognition accuracy is calculated for each of test images. Figure 
6, Figure 7 and Figure 8 show the recognition accuracy for shape, color and texture features respectively. 

 

Figure 6. Average recognition accuracy for shape features 

Figure 7. Average recognition accuracy for color features 

 

 

 

 

76
.9

1

77
.2

0

69
.7

6

80
.7

7

72
.7

5

76
.9

1

62
.7

1 74
.4

9

74
.8

8

69
.7

6

74
.4

9

74
.8

8

84
.1

5

71
.2

1

78
.8

4

80
.7

7

77
.2

9

77
.0

0

77
.0

0 99
.3

2

0

20

40

60

80

100

A
re

a

C
on

ve
x 

A
re

a

M
aj

or
 A

xi
s 

L
en

gt
h

M
in

or
 A

xi
s 

L
en

gt
h

P
er

im
et

er

D
ia

m
et

er

S
ol

id
it

y

R
ou

nd
ne

ss

A
sp

ec
t R

at
io

R
ec

ta
ng

ul
ar

it
y

F
or

m
 F

ac
to

r

E
cc

en
tr

ic
it

y

P
R

 to
 D

ia
m

et
er

P
R

 to
 M

A
L

 a
nd

 M
IL A
ll

B
es

t T
w

o

B
es

t T
hr

ee

B
es

t F
ou

r

B
es

t F
iv

e

P
C

A

R
ec

og
ni

tio
n 

A
cc

ur
ac

y 
(%

)

Shape Features

k=3 k=5 k=7

55
.0

7

51
.5

0

58
.5

5 75
.2

7 

52
.8

5

61
.4

5 

49
.0

8

51
.2

1 73
.4

3

49
.9

5

53
.2

4

51
.5

9 72
.4

6

51
.7

9

46
.2

8

47
.9

2

75
.4

6 

74
.5

9

59
.0

3

64
.8

3

64
.8

3

74
.3

0

82
.5

1

0

20

40

60

80

100

M
ea

n 
R

M
ea

n 
G

M
ea

n 
B

M
ea

n 
R

G
B

M
ea

n 
G

ra
y

M
ea

n 
H

M
ea

n 
S

M
ea

n 
V

M
ea

n 
H

S
V

M
ea

n 
L

M
ea

n 
a

M
ea

n 
b

M
ea

n 
L

ab

M
ea

n 
Y

M
ea

n 
I

M
ea

n 
Q

M
ea

n 
Y

IQ A
ll

B
es

t T
w

o

B
es

t T
hr

ee

B
es

t F
ou

r

B
es

t F
iv

e

P
C

A

R
ec

og
ni

tio
n 

A
cc

ur
ac

y 
(%

)

Color Features

k=3 k=5 k=7



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

129 
 

Figure 8. Average recognition accuracy for texture features 

 

Based on Figure 6, Figure 7 and Figure 8, NN with k=3 is the best for all features. In shape features, perimeter 
ratio to diameter (84.15%) is the best feature to distinguish five varieties of F. deltoidea followed by minor axis 
length (80.77%). The recognition accuracy for combination of all shape features, the best two, best three, best 
four and best five features showed no continuous increment when adding more combined features. The result for 
PCA is the highest (99.32%) with approaching to 100%. As compared to perimeter ratio to diameter, the use of 
PCA is able to increase the performance using shape features for about 15.27%. 

According to Figure 7, mean H (61.45%) is the best single color features followed by mean B (58.55%) and 
mean R (55.07%). From this result, combinations of color mean features showed better performance than single 
feature. For example, the mean for R is 55.07%, G is 51.50% and B is 58.55%. When these three features are 
combined (mean RGB), the identification accuracy becomes more efficient. As the same to shape features, 
combination of all color features, the best two, best three, best four and best five features also showed no 
continuous increment when adding more combined features. The result for PCA is the highest which is 82.15%. 
As compared to mean YIQ feature, the use of PCA is able to increase the performance using color features for 
about 8.14%. 

The correlation (62.90%) showed the best recognition accuracy for texture analysis. Combination of all texture 
features is better than using single texture feature. PCA is the best results in this features which boost up 10.87% 
recognition accuracy compared to the best original features. For clearer view on experimental results, the best 
recognition accuracy is summarized in Table 1. 

 

Table 1. Summary of experimental results 

Feature The best original PCA  

Shape (Perimeter ratio to Diameter) 84.15% 99.32% 

Color (mean YIQ) 75.46% 82.51% 

Texture (All) 82.22% 92.27% 

 

5. Conclusion 
This paper introduces an automatic F. deltoidea varietal identification model based on leaf shape, leaf color and 
leaf texture which replaced the traditional method that has many disadvantages. The experimental results showed 
that the use of leaf shape is much better to distinguish five varieties of F. deltoidea. In addition, the use of PCA is 
able to boost up the recognition accuracy. Finally, the use of 3-NN is better for this dataset.  In order to 
generalize the model, the future works will focus on collecting more leaf images from var. montleya and var. 
intermedia to complete the seven F. deltoidea varieties that found in Malaysia. Finally, the model should be 
extended to include a graphical user interface to ease user.    
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Abstract  
In this study the analysis is to measure the performance on the extent of sunlight penetration on front apartment 
facades. The apartments are located in Putrajaya, Malaysia. Putrajaya is the administrative city for the federal 
government, and it is considered the latest new city in Malaysia with postmodern style buildings which exhibit a 
range of complex geometric elements blending with colonial, modern and traditional architectural style. The 
scope of this study is to measure the extent of sunlight penetration on the apartment facades. Two front facades 
of the apartments were selected in the case studies using computer simulation for the analysis. The selected case 
studies are sixteen stories apartment located in Precinct 17 and seventeen stories apartment located in Precinct 18. 
SunTool software is used in the survey to calculate the extent of sunlight penetration. The survey will be 
conducted at a position when the sun path is perpendicular to the house façade. This analysis will compare 
results of the computer simulations of these two apartments in relation to the facade design of the architectural 
elements for shading devices. This study finds that the more the application is the traditional shading elements, 
the more is the shading performance on the façade walls. However this study also finds that traditional shading 
elements are designed only to block sunlight from horizontal angle of the sun position. They are not designed to 
obstruct sunlight from vertical angle of the sun position. 

Keywords: sunlight, traditional shading elements, penetration, apartment, Malaysia 

1. Introduction 
1.1 Problem of Direct Sunlight Penetration   

This study highlights problem of direct sunlight penetration to the interior area of apartment building and solar 
radiation on the apartment facade in tropical countries like Malaysia. Poor design integrated with shading 
elements which causes poor shading performance is the primary causes of the problem as the hypothesis of this 
study. This problem creates heat gain to the indoor area which causes low level on human comfort factor to the 
house occupants. The study on high rise apartment design is important because the building façade has a larger 
area with a tendency of exposure to direct sunlight compared to the building façade of low rise building (Ismail, 
2002). As a result, design with excellent shading elements on the apartment façades is very critical. It is the 
objective in this study to verify the problem scientifically to dictate this design faults by measuring the extent of 
sunlight penetration on the apartment façade. Results of this study can be used as a guide for architects and those 
involved in the building industry to refer as issues to overcome solar radiation in apartment façade design. This 
reference provides awareness and guidelines for passive design with efficient usages of shading elements to 
avoid solar radiations in the tropical countries such as Malaysia (Bakhlah & Hassan, 2012). 

1.2 Importance of the Problem 

The measurement will be calculated using either manual or computer simulation. This study is limited to the 
apartment design in Putrajaya which is the latest new town built in Malaysia with post modern building styles. It 
epitomizes the present and future direction of housing industry in Malaysia. One of the popular post modern 
styles is integration of traditional Malay architectural style. It is the aim of this study to measure effectiveness of 
the integration of traditional Malay shading elements in post modern apartment which are roof overhang, 
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recessed wall, attached roof and balcony or corridor. House facade exposed to direct sunlight causes problem of 
solar radiation. The sun energy will radiate the heat from outside wall transmitted into the interior of the house 
(Hassan & Ramli, 2010) (Feriadi & Nyuk, 2004). It generates extra heat gains inside the house which causes 
warm temperature to the indoor area; as a result, it creates uncomfortable thermal condition to the occupants. A 
report by Centre for Environment, Technology and Development, Malaysia (CETDEM) (2005) on Malaysian 
Urban Household Energy Consumption Patterns stated that electricity consumption on air-conditioning and fan 
for cooling purpose is the highest with 32.4% of the total electric bill, which indicate problem in indoor heat 
gains due to unnecessary direct sunlight exposure to the houses in Malaysia. A study on high rise apartment is 
crucial as apartments in Putrajaya are the most popular house types which represent 73% of the total unit houses 
(Department of Statistics, Malaysia, 2010). 

1.3 Relevant Scholarship 

There are many previous related studies on solar radiation in building design. However, there is no scientific 
study specifically referring to the discussion on traditional Malay shading elements on contemporary apartment 
design. There are studies by several scholars concerning thermal comfort factors due to problems of indoor heat 
gains in Malaysia. Early study by Victor Olgyay had argued on the importance of solar control and the 
integration shading devices in modern building design with reference to the climate of the region, which guides 
the architects to understand on the passive heating and cooling system in architectural design. One of the recent 
studies was by Ismail and Idris (2002), and Lim, Ahmad and Ossen (2013) issues on heat gains due to exposure 
of modern and contemporary high rise building facades to direct sunlight. The other study was by Abdul Rahman 
(1995) and Omer (2008) on housing design related to thermal comfort with integration of passive design solution 
to tackle solar radiation.  

1.4 Research Design 

With reference to the importance of the study in the earlier discussion, this study creates a research design 
leading to provide answers based on the result of analysis on direct sunlight penetration to indoor area from the 
apartment façade in Putrajaya, Malaysia. SunTool software will be use in the survey to simulate the results, 
showing the extent of sunlight penetration values the at the selected sun positions. The software provides reliable 
data used in a study. It is computer software which provides performance data the same as the data provided by 
manual calculation in measuring shading performance of the building facade using solar chart superimposed by 
shadow angle protractor as illustrated in Figure 1. With the results of analysis as performance data, this study can 
verify the strengths and weaknesses of the traditional shading elements integrated in the apartment façade design. 
Among the research questions are as follows: 

a) Are apartments designed with traditional Malay style has a facade with good shading performance? 
b) To what extent does the performance of traditional shading elements in blocking direct sunlight on the 

apartment facade? 
c) What are the types of traditional shading elements which provide excellent shade on the apartment facade? 

 

 

Figure 1. Solar chart superimposed by shadow angle protractor 

 

2. Literature Review 
One of the popular post modern style in apartment design in Putrajaya, Malaysia is an integration of traditional 
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Malay architectural style. According to Hassan (2004), many traditional buildings have a roof system made from 
two different roof slopes. The upper pitch roof is relatively steep about 45-55 degree compared to the lower pitch 
roof (also known as ‘attached roof’), which has about 25 degrees slope. The two pitches are merged to form two 
different roofs slopes under one roofing system. This type of roofing system is the most commonly constructed 
for the core house (rumah ibu) normally attached with balcony known as ‘anjung’. Based on Khan (1981), the 
application of pitch roof in building construction in Nusantara Region is a logical choice in hot wet climatic 
conditions. The steep pitch, permits rapid removal of rain water and creates a high sloping ceiling ideal for 
inducing air movement, ventilation and escape of hot air, thus bringing in comfort (Hassan & Ku Hassan, 2001). 

 

 

 
Bumbung Panjang - Long gable roof. Bumbung Limas (hipped roof)  

 
 

Bumbung Perak (gable roof) Bumbung Lima (pyramidal gable) 

Figure 2. Traditional roof types 

Long roof (Bumbung Panjang) building is characterised by a long gable roof (Figure 2). Its simple construction 
accounts for its popularity and is also the most highly developed of the various building types. It has a system 
which allows extensions and addition of many type and variation. Long roof building type is the simplest of the 
four building forms. It has a simple gable roof, supported by kingposts. The most common roofing material used 
for the bumbung panjang is the attap. Attap is thatch made from nipah and other palm trees found in the local 
natural vegetation. Limas Roof (Bumbung Limas) is characterised by a hipped roof which is believed to be 
influenced by colonial roof form. The floor plan is almost square in shape and the common types of roofing 
materials are either clay tiles or asbestos sheet. An urban family as it allows the use of modern furniture which 
requires higher headroom. Limas roof form is not originated from Nusantara Region but developed through 
foreign influences such as the colonial Dutch and British building forms during their period in the country.  

Perak Roof (Bumbung Perak) is believed to be copied from Dutch building forms in the colonial period (Figure 
1). The pointed high pitch roof uses a combination of attap (nipah roof), zinc and other modern roofing materials 
to allow for the more elaborate roof construction here. The ridge is straight. The centre of the roof is covered 
with attap. This technique ensures that the building does not over heat during the day and has the ventilating 
properties of the attap. Because the edges of the roof are protected by the metal, the roof is last longer. Lima 
Roof (Bumbung Lima) is commonly used for mosque and Surau (building not conducted Friday Prayer). It is a 
square base in plan with recessed wall for corridor (also known as ‘serambi’) and usually raised several foot 
above the ground. The roof is a two and three-tiered pyramidal form (pyramid roof with two tiers attached roof 
system. The tiers of the roof are meant for ventilation purposes in the hot humid climate of Nusantara Region. 
The top most roofs are lifted high enough to allow the presence of clerestory windows. It is tiered with attached 
roof and made of more permanent materials like tiles or shingles rather than attap. Thus the number of tiers is 
related to the size of the mosque's plan. 
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3. Case Study 
Two apartment buildings with traditional architectural style were selected as the case studies. This research will 
compare and analyse the extent of sunlight penetrations and the effectiveness of the existing shading devices on 
apartment façades with a design of the traditional architectural style. Both apartment locations are in Putrajaya, 
the administrative city for the federal government of Malaysia. The new town is the latest city built in Malaysia 
(Hassan, 2005; Hassan, 1999). The first case study (also marked as Traditional 1) is an apartments building 
consists of sixteen stories located in Precinct 16 (Figure 3). It has Perak roof type. The second case study (Figure 
4) (also marked as Traditional 2) is a seventeen storey apartments located nearby artificial lake in Precinct 18. It 
has long roof type. Since there are many house units in one apartment block, this study has selected facades the 
most top floor unit for the simulation and analysis. 

 

  

Section A-A Apartment photo 

  

Section B-B Apartment façade 

Figure 3. The first case study apartment  

 

 

Section X-X Apartment photo 
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Section Y-Y Apartment façade 

Figure 4. The second case study apartment 
 

4. Methods 
The simulation will be done using SunTool software to calculate the extent of sunlight penetration and the 
sunlight shading. This study aims to get the results of the extent of sunlight penetration when the building facade 
exposes to the sunlight at the maximum level at a day time; by doing the simulation when the sunlight are 
perpendicular to the house facade (east facade during morning hours and west facade during evening hours of 
simulation), then the survey will be able to discuss the efficiency of facade’s shading design (Mazloomi, Hassan, 
Bagherpour, & Ismail, 2010). In order to get the results at the maximum exposure level, the study will be limited 
to the changing of the sun path to get the perpendicular of the sunlight to the east (90°) and west (270°) Table 1 
and Figure (5), and also the other limitation is that there are at certain times and dates that the sun path’s azimuth 
is not possible to have perfectly at 90° (Hassan & Arab, 2013; Arab & Hassan, 2012). In these cases, the closest 
azimuths nearest to 90° will be used when the simulation is made from 8:00 am to 7:00 pm, which are listed in 
Table 1. It is important for a tropical country like Malaysia where the duration of daytime and night time is 
almost the same throughout a year. 

 

Table 1. Time, date and azimuth of the sun when the sunlight extent penetration of façade was calculated for 
cases in Malaysia 

Orientation Time Date Azimuth Orientation Time Date Azimuth 

East 90° 

7 am 23 March 90° 

West 270°

1 pm 16 September 90.5° 

8 am 25 March 90° 2 pm 29 March 89.8° 

9 am 27 March 89.8° 
3  

pm 
18 September 89.8° 

10 am 28 March 90.1° 4 pm 26 March 89.9° 

11 am 29 March 90° 5 pm 24 March 89.9° 

12 pm 29 March 92.2° 6 pm 22 March 89.9° 
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Figure 5. Sun path diagram shows the position of the sun perpendicular to the house facade from 7am to 12pm at 
orientation of 90° (left) and from 1pm to 6pm at orientation of 270° (right). Source: SunTool Software 

 

Figure 6. SunTool software (window section) 

In order to get the correct position and orientation, all data about the location, time, date and orientation will be 
keyed into the SunTool software to do the simulation and calculate the percentage of facade’s shading area and 
the extent of sunlight penetration (Figure 6). And then the facade’s dimensions such as depth of exterior shading 
device, height, wall’s width and sill height will be keyed in the SunTool software. After drawing the facade and 
entering all required data, the software will be able to do the simulation and provides the facade shading area and 
the extent of sunlight penetration inside the house for the analysis. The extent of sunlight penetration inside the 
room will be measured using the same software (The SunTool) as shown in Figure 7. However, if the overhang 
shading device is longer than the upper window wall (Figure 8), the second line must be drawn parallel to sun 
beam of the upper window wall. The second line represents the actual extent of the sunlight penetration. This 
condition commonly occurs in the early morning and late evening due to low sun angle in the sky. The 
calculation will be as follow (Hassan & Bakhlah, 2013):  

Penetration = Extent of the Sunlight Penetration calculated by the SunTool software (mm) - Distance between 
two lines (mm)  
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Figure 7. The extent of sunlight penetration given by the SunTool software 

 

Figure 8. The extent of sunlight penetration calculation when the overhang shading device blocking the sunlight 
higher than the upper window wall 

5. Results of Analysis 
This study analysis compares results generated by the computer simulation on the extent of sunlight penetrations 
of the most top floor unit’s facade of the two traditional style apartments located in Putrajaya, Malaysia. The 
comparison will be window section between Section A-A from the first case study and Section Y-Y from the 
second case study. The other comparison is between Section B-B and X-X (door section). Table (2) and Figures 
(9 and 10) show the comparative data on results of the extent of the sunlight penetration of Window Section A-A 
and Y-Y and Door Section B-B and X-X of the first and second case study. 

 

 

Distance between two 

lines
Line parallel to the 

sun beam  

Penetration given by the 

software 
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Table 2. The extent of sunlight penetration of the first and second case study  

Extent of sunlight penetration (mm) 

 
Window Section Door Section 

Traditional 1 Traditional 2 Traditional 1 Traditional 2 
Time Section A-A Section Y-Y  Section B-B Section X-X 

 

   
8:00 am 14620 11988 11842 12073 

9:00 am 5103 4352 4347 3392 

10:00 am 2213 2338 1613 912 

11:00 am 738 1298 138 0 

12:00 pm 0 328 0 0 

1:00 pm 0 0 0 0 

2:00 pm 0 0 0 0 

3:00 pm 0 660 0 0 

4:00 pm 1431 1981 831 36 

5:00 pm 2925 3009 2325 1535 

6:00 pm 6806 4772 5540 4890 

7:00 pm 27919 24280 22774 27121 
 

The first comparison is on window section. The extent of sunlight penetration as shown in Figure 9 for Section 
A-A was 14620 mm at 8:00 am in the morning (one hour after the sunrise), and then it had decreased gradually 
from 5103 mm (9:00 am) and 2213 mm (10:00 am) to reach 738 mm at 11:00 am. From 12:00 pm until 3:00 pm 
the façade had excellent shading performance without sunlight penetration. The overhang roof design was 
excellent because it was able to block the sunlight penetration into the building during the period from 11:00 am 
to 3:00 pm where heat level from sunlight was high. However during the evening hours, the extent of sunlight 
penetration had steady increases from 1431 mm at 4:00 pm and 2925 mm at 5:00 pm to 6806 mm at 6:00 pm. 
This penetration had caused heat gains to the indoor area of the apartment unit. The maximum sunlight extent 
penetrated at the last hour of simulation (7:00 pm) with 27919 mm when the sunbeams were almost 
perpendicular to the west façade.  

This analysis finds that the second case study had slightly better shading performance than the first case study on 
the extent of sunlight penetration during morning hours from 8:00 am to 12:00 pm and late evening hours from 
6:00 to 7:00 pm. However during evening hours from 3:00 to 5:00 pm, the results on the extent of sunlight 
penetration on the apartment facade had slightly poorer performance than the first case study. The sunlight 
penetration at 8:00 am was 11988 mm  and then it had a gradual decline from 4352, 2338 and 1298 at 9:00, 
10:00 and 11:00 am respectively  to 328 mm at12:00 pm. The result shows that no sunlight penetration was 
from 1:00 to 2:00 pm. However, the second case study had a steady increases on the sunlight penetration  
starting from 660 mm at 3:00 pm, 1981 mm at 4:00 pm and 3009 mm at 5:00 pm to 4772 mm at 6:00 pm. The 
longest extent was at 7:00 pm with 24280 mm due to the sumbeam almost perpendicular to the house façade 
during the sunset.  
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Figure 9. The extent of sunlight penetration of Section A-A and Y-Y  

 

The second comparison on this study is to compare the extent of sunlight penetrations of the door sections at 
both case studies with reference to results of the simulation on Section B-B and X-X (Figure 10). Table 2 shows 
that the first case study had slightly poorer results of shading performance than the second case study except at 
8:00 am and 7:00 pm. The first case study had 11842 mm extent of the sunlight penetration compared to the 
second case study with 12073 mm about one hour after the sunrise. From 9:00 to 11:00 am, the extent of sunlight 
penetration had steady decreased from 4347 mm at 9:00 am and 1613 mm at 10:00 am to 138 mm at 11:00 am. 
The analysis finds that no sunlight penetration from 12:00 pm to 3:00 pm. However, the sunlight penetration had 
occurred at 4:00 pm with 831 mm and later had gradual increases from 2325 mm at 5:00 and 5540 mm at 6:00 
pm with to the maximum extent of sunlight from the west façade with 22774 mm at 7:00 pm (about sunset time) 
during the simulation. The second case study had started with 12073 mm at 8:00 am and later had a steady 
decline to 3392 mm at 9:00 am and 912 mm at 10:00am. There was no sunlight penetration occurred from 11:00 
am to 3:00 pm which means that the indoor area were free from sunlight exposure during these 4 hours.  At 
4:00 pm, the indoor area received a small amount of sunlight penetration with only 36 mm, and later it had the 
sunlight penetration with gradual incline from 1535 mm at 5:00 pm to 4890 mm at 6:00 pm.  Due to then 
sunbeam at almost perpendicular to house façade at 7:00 pm (sunset), the sunlight had deepest penetration to the 
indoor area with 27121 mm.  

 

 

Figure 10. The extent of sunlight penetration of Section B-B and X-X 

 

6. Discussion 
The findings from the results of analysis are discussed as follows: 

1. This study finds that the early morning hours show sunlight penetration between 10000 mm and 15000 mm 
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in both of window and door sections at both case studies. However, these extents of sunlight penetration are 
not critical as they occurred about one hour after sunrise time and during early morning.  

2. Sunlight penetration to the indoor area from sunrise time from to 10:00 am is not acute because it is during 
early morning hours which are necessary for the human skin exposure to sunlight for gaining Vitamin D 
formation on the skin tissue (Landry & Breton, 2009). 

3. The façade had satisfactory shading performance from 10:00 to 11:00 am. The longest extent of sunlight 
penetration ranging from 138 to 1298 mm. 

4. Both case studies have excellent shading performance from 12:00 am to 3:00 pm as most of the indoor areas 
did not have sunlight penetration. If they had, the sunlight penetration was very minimal.  

5. All facades have poor shading performance from 4:00 to 5:00 pm. The range of the extent of sunlight 
penetration was from 831 mm at 4:00 pm except Door Section X-X in the Second Case Study, to 3009 mm 
at 5:00 pm. Having exposed to sunlight penetration during these hours is intolerable in passive design 
approach as it will generate a high heat gains from the harsh and warm sunlight, therefore creating solar 
radiation.  

6. All the case studies had long extent of sunlight penetration at 6:00 pm. However the heat from sunlight is 
not as severe as the heat gained from 11:00 am to 5:00 pm.  

7. Having sunlight penetration at 7:00 pm is not critical as it is sunset hour.  
8. All the case studies applies traditional roof overhang concept in the design. In general, the second case study 

had better shading performance than the first case study. The recessed wall design in the case study 2 has 
given additional shading elements in blocking the sunlight. Recessed wall is another traditional shading 
element. In addition, the Door Sections had better shading performance than Window Sections. The Door 
Sections have integrated balcony or corridor element which blocks the sunlight.  

9. Window Section in the first case study had the poorest performance. It only relies on its attached roof/roof 
overhang for the shading elements. Door Section in the second case study had the best performance with 
integration of roof overhang, balcony and recessed wall in the façade design. 

The study finds that Door Section in the second case study has the best shading performance followed by Door 
Section in the first case study, Window Section in the second case study and Window Section in the first case 
study. Recessed wall, balcony, attached roof and roof overhang are a typical shading elements the traditional 
architectural style. They are very effective in preventing sunlight from getting penetration inside the house. This 
study finds that the more the application is the traditional shading elements, the more is the shading performance 
on the façade walls. However, traditional shading elements are not effective to block the sun angle especially 
from 3:00 to 6:00 pm which creating heat gains due to sunlight penetration to the indoor area for the both case 
studies. The reason is traditional shading elements are designed only to block sunlight from horizontal angle of 
the sun position. They are not designed to obstruct sunlight from vertical angle of the sun position. New shading 
devices for vertical sun angle must be integrated in the building façade. Maximum extent of sunlight penetration 
occurred during the sunrise (7:00-8:00 pm) and sunset (6:30-7:30 pm) hour because of the low angle of the sun 
position in the sky during these times (Landry & Breton, 2009). However, the heat gain in indoor area due to 
solar radiation is tolerable because it generated by pleasant and light sunlight. 
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Abstract 
When using fractional Fourier transform (FrFT) to detect and estimate linear frequency-modulated continuous 
wave radar signals, two problems will appear: multiple peaks occur in FRFT image and the output SNR at the 
true parameter values does not increase when the observation time is longer than the signals period. A multiple 
period LFMCW signals parameters estimation method based on period FRFT (PFRFT) is studied in this paper. 
The PFRFT formula of multiple period LFMCW signals is given. The relationship among PFRFT output SNR, 
observation time and sample signals SNR is analyzed. The estimation accuracy formula of PFRFT is derived. At 
last, numerical simulation shows the effectiveness of the algorithm and PFRFT is superior to FRFT for 
estimating a multiple periods LFMCW signals. 

Keywords: LFMCW, FRFT, PFRFT, Parameter estimation, SNR 

1. Introduction 
Linear frequency-modulated continuous wave (LFMCW) signal is used in various fields, including 
radar, sonar and electronic monitoring. Frequency analysis method for the detection of non-stationary signals are 
commonly used,such as: Wigner-Ville distribution (WVD)、Short-time Fourier transform(STFT), fractional 
Fourier transform (FrFT) and so on[1]. WVD can be effectively used for a single period LFMCW signal 
parameter estimation, however, in the case of multi-periods signals, cross-term would interfere estimation of 
signals center frequency and modulation frequency; Smooth Pseudo Wigner-Ville Distribution1(SPWVD) and 
Time-frequency distribution series(TFDS) can effectively suppress the influence of cross terms while reduce the 
frequency resolution of the estimated parameters[2]. As the FrFT effectively overcomes the two problems above, 
the algorithm and related derivative algorithm have been widely studied and applied to the field of LFMCW 
signals detection and parameter estimation. P.R. White and others in-depth researched and analysis of the use of 
the FrFT performance parameters of chrip signals detection and estimation in the literature [3]. Qu Qiang and 
others studied the chirp signals detection and parameter estimation based on adaptive FrFT in the literature [4].C. 
Clemente and others use FrFT algorithm to study doppler and CS imaging algorithm. Liu Jiancheng and others 
detailed analyzed the fractional Fourier domain SNR of LFM signals under Gaussian white noise background in 
the literature [5].The Researches mentioned above do not give a method to improve the detection and parameter 
estimation performance of FrFT in the noise environment. 

It is presented a method of estimation and detection LFMCW signals parameters based on PFRFT algorithm. 
When estimation and detection the parameters of a single period LFMCW signal, this algorithm and FRFT have 
the same advantages, but to estimate the parameters of the multi-periods LFMCW signals, this algorithm is 
better. 

2. PFrFT of LFMCW Signals 
2.1 LFMCW Signals Mathematical Model 

The LFMCW signals shown in Figure 1, the mathematical expression of the m-th period of the LFMCW 
signals[7] as follows: 

)),mod(2( 2

)( zmm Ttgtfj
mm eAts                           (1) 
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Where mA  is the signals amplitude; mf  is the signals initial frequency; zT is the period; mg  is FM rate, 

zmm TBg / ； mB is the FM bandwidth；j is the imaginary unit；t is time variable, m=1…M,M is the number 

of the signals’ period. The parameter of every LFMCWS signals’ period is same. It is used the symbol A, f and g 
to express the amplitude, starting frequency and frequency modulation rate of the signals in this paper. 

0                                    T0

Tz

f

t

Bm

 
Fig. 1. LFMCW Signals 

2.2 FrFT  

There have a variety of definitions of FrFT due to the different application background. Although the physical 
interpretations of these definitions are not the same, they are equivalent in mathematics. One definition of 
arbitrary can be derived by other definitions. The FrFT of signal s (t) can be expressed as follows[8]; 
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Where cot (·) means the cotangent, CSC (·) means the cosecant.  

Two different situations due to the LFMCW signals’ observation time is discussed as below: 

(1)When the signals period number M=1, observation time T ≤ Tz, The signal can be expressed 
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(2)When the signals period number M>1, observation time T=M × Tz, The signal can be expressed as: 
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By formula (5), it can be seen that the 
2
( , )sFrFT u achieves peak points at 2 ( cos ) csc 0zf u i T       、
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0 0cot 2 g   . In this case the FM rate estimation is correct. 

Due to i=0,1... M-1, u has 5 values, FRFT results will appear M peaks, so the starting frequency can not be 
accurately estimated. 
Using MATLAB to simulate the above situation, the radar echo parameters are shown in the following table.The 
simulation results shown in figure (2): 

 

Table 1. Simulation parameters 

Signals parameters （1） （2） 
Start frequency 30Hz 30Hz 

Frequency modulation rate 8 Hz/s 8 Hz/s 

period 2.56s 2.56s 

The sampling frequency 200Hz 200Hz 

Number of cycles 1 3 

Signals to noise ratio -5 dB -5dB 

 

In figure (2), (a) (b) (c) means the projection on α-axis, μ-axis and two-dimensional map of signals FRFT when 
M=1. By calculation, the results of simulation and practical results are the same.(d) (e) (f) means the projection 
on α-axis, μ-axis and two-dimensional map of signals FRFT when M=3. Graph (a) (d) peak coordinates are 
consistent, that is to say, signals modulation frequency estimation is correct, Fig. (e) (f) have 3 peak values 
respectively, that will interfere estimation of initial frequency. At the same time, comparing M=1 and M=3, the 
output signals to noise ratio does not significantly improve while increasing the sample signals observation time. 
It is considered that FRFT not optimal multi-periods LFMCW signals parameter estimation algorithm. 

 
Figure 2. The sample signals FRFT when M=1 and M=3 
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2.3 FRFT output SNR 

Since the FrFT on the  shaft (0,2 π) symmetry[8], in order to facilitate analysis, we take 
2/0  .Assuming Gaussian white noise conditions, the observe signals is )()()( tntstx  , 00 Tt  , 

0T  means signals observation time, )(tn  is Gaussian white noise whose mean is 0 and variance is 2 . 
Literature [5] proposed that the square of the peak on two-dimensional FrFT domain is signals power, and the 
square of the peak of the noise as the noise power. The FRFT output SNR of the LFMCW signals can be 
expressed as[8]: 
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Where[9]: 2 2/inSNR A  .  

Combining formula (6) and figure 2, simulated the FRFT output SNR with the parameters in Table 1,the result is 
shown in Figure 3.The results shows that when the observation time T0>Tz, the SNR in the peak does not 
increase, while T0<Tz, the output SNR increases with the observation time increase. It is considered that FRFT is 
not optimal parameter estimation algorithm when the numbers of the signals’ period M> 1. 
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Figure 3. Relationship between FRFT output SNR and observation time 

 

2.4 Periodic FrFT 

Through the above analysis, it finds that LFMCW signals estimate by traditional FRFT, when M=1, FRFT can 
effectively estimate the parameters, and the SNR in the peak increases with the observation time increasing. 
When M>1, FRFT result appears M peaks that interfere starting frequency estimation, although it could 
effectively estimate the FM rate of the signals, and when the observation time is longer than Tz, the SNR no 

longer increase, the max value is 
12

22




inz

zin

SNRT

TSNR
. That means FRFT is not optimal during multiple periods of 

LFMCW signals parameter estimation. Therefore this paper presents a Multi-cycle LFMCW parameter 

estimation method base on period FRFT algorithm, definitions LFMCW signals parameter field )
~

,,( zTgf , 

where f, g, zT
~

 means the starting frequency, modulation frequency and period respectively, when f, g is in the 

parameter estimation results use u, representing, signals parameter field )
~

,,( zTgf ,definition of period 

FrFT is as follows: 
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Where mod( )  means modulo operation, with formula (1) obtains 
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The physical meaning of the formula (9) , searches the ture period with the multi-period LFMCW signals and do 

FrFT after fold-weighted with the ture period, then search the peak value in the three-dimensional parameter 

field and get the coordinates of the peak, at last, calculate the exact value of the signals’ parameters. 

 

 

Figure 4. M=3 LFMCW PFRFT results 

 

To simulate the performance of PFrFT with the parameters in Table 1, the result as shown in Figure 4. in the case 
of M = 3, there is a peak in the two-dimensional domain consisting of u, , PFRFT output of f, g parameter 
estimates are correct by calculation, and the peak amplitude is 60 which 3 times of the peak amplitude in figure 
2,and SNR in the peaks is significantly higher . 

Figure 5 shows the value curve of the peak when searching the value of period zT
~

. Maximum peak is achieved in 
the period sTz 56.2

~  , it is consistent with the actual value 

     

Figure 5. PFRFT output amplitude of the peak point in different period Tz 
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3. PFRFT Performance Analysis 
When analyzing PFRFT output SNR, it lets 2|)(| xPFRFT  as observing statistic. Assuming Gaussian white 
noise environment, the observed signals is )()()( tntstx  , 0Tt  ,SNR is inSNR , observation time is 
expressed as 0T , )(tn  is Gaussian white noise whose mean is 0 and variance is 2

0 . Defineds: 
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Where Re(·) is realistic calculation, * is conjugate, )(tn  is Gaussian white noise, so the above equation can be 
written as: 
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3.1 Output SNR 

According to Redefinition of SNR in the literature[5], PFrFT output SNR can be expressed as: 
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Where 0  is the parameter of peak, )var(  is variance calculation. 

According to formula (7), 2|)(| xPFRFT  at the peak of PFRFT could be expressed as: 
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According to formula (13): 
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Comparing the formula (17) and formula (6), PFrFT and FrFT of LFMCW signals have the same output SNR 
expression. But the value range of 0T  is not the same, 0T in the formula (6) is not more than zT  and 0T in the 
formula (17) means sample observation time. It shows that PFrFT and FrFT of the signals have the same output 
SNR when the sample observation time is less than or equal the period of the signal. But with increasing sample 
observation time, FrFT output SNR does not increase, while PFrFT output SNR continues increasing, PFrFT 
takes full advantage of all the information of sample signals. As shown in Figure (6). 
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Figure 6. Compare PFRFT、FRFT output SNR 

 

3.2 Output SNR Analysis 

First-order perturbation method is uesed to analysis the PFrFT output SNR as follews. according to formula 
(11),  P   is interference term affecting the signals estimate, then 
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By the formula (18), due to the introduction of the noise signals, the peak coordinate of  xP  moves 

from the original place ),,( 000 zTgf  to ),,( 0000000 zTTggff   , first-order partial 

derivatives of )(xP  is 0, with 00  ,there is 
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With the Taylor formula at )()((  ss PP  , the formula (19) (20) can be written as: 
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Therefore, formula (20) (21) can be expressed as: 
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The estimation error of start frequency and MF rate can be expressed as: 
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Formula (24) (25) show that B, C  are constants, 0)( uE 、 0)( vE , so according to formula (32) (33), 
obtains 
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Therefore, the PFrFT multi-periods LFMCW signals parameters estimation is unbiased estimation. 
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As can be seen in formula (36) (37), the estimating mean square error of start frequency and FM rate is decreases 
with observation time increasing, so, it is useful to  improve the signals parameter estimation accuracy by 
increasing the observation time. It has been shown to be equivalent to the generalized likelihood ratio test 
(GLRT) and maximum likelihood estimator (MLE) in detection and estimation of LFMCW signals 

4. Conclusion 
This paper analyzes the advantages and disadvantages about LFMCW signals parameter estimation by FRFT, 
and proposes a multi-periods LFMCW signals parameter estimation algorithm basing PFrFT algorithm, the 
conclusions as follows: 
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(1)When using FRFT to estimate multi-period LFMCW signals parameters, there are a plurality of peaks 
appearing in converting figure, and the SNR do not increase when the observation time is more than one period. 
It is means that FRFT is not optimal multi-period LFMCW signals parameter estimation algorithm. 

(2) PFRFT output SNR is 
2 2

0

02 1
in

in

SNR T

T SNR


 

, When the sample SNR is large enough, The PFRFT output SNR at 

the true parameter values varies approximately linearly with the signal observation time 
(3) In the noise environment, estimating the multi-period LFMCW signals parameters with PFrFT is unbiased 
estimates. 

(4) It is solved the cross-term problems of WVD, the resolution problems of SPWVD and TFDS, inadequate use 
of the sample data of FrFT. 
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Abstract 
The scientific category of uncertainty refers to that group of terms, an interpretation of which is not 
unambiguous and exact. In non-eliminability of the category soft content barrier there is an objective transition 
to the interval uncertainty. This research is an attempt to solve the issue of estimating the interval uncertainty 
based on methods of a logical analysis and a comparison. The approach presented by the paper is opposed to 
known methods of a mechanical selection of values following a given function. In the course of the research, 
there has been introduced a concept of the “tenversion uncertainty” for scientific use. Overall results obtained 
from the research allow calculating values of the interval uncertainty and assess their quality. The scientific 
competency of methods is achieved in theoretically tested solutions. 

Keywords: interval uncertainty, fuzziness in economics, tenversion uncertainty, information entropy, uncertainty 
errors  

1. Introduction  
The intervality is an inherent property of parametric systems that function in a stochastic space. It is difficult to 
imagine that the economic or any other system possesses exact knowledge regarding a dynamics nature of its 
basic characteristics. Most often, this knowledge or, rather, ideas of distributed probabilities are approximate. In 
other words, they have a fuzzy nature. An indubitable fact is that “standard cases” for social systems are not 
typical. On the contrary, uncertainty conditions are typical. This conclusion does not require any proof and is 
present as a refrain in multiple academic papers, among which, for example, research by Parygin (1978), 
Leshkevich (1994), Afanasyev (1975) etc. are worth mentioning. 

A quintessence of epistemological generalization is an idea saying that the inform ware for a managerial solution 
might look as a range from “the near empty to the almost comprehensive one” according to Afanasyev (1975). It 
seems that they are “almost” exact knowledge and understanding of a case at hand that do not allow the equally 
exact uncertainty to appear, the range of which is also large-scale starting from “almost unambiguous to an 
almost infinite number of alternatives” (Afanasyev, 1975). At the same time, regarding both well-known point 
entropy (an idealized standard), and its interval image, a starting point for scientific formalization and 
methodological classification of the uncertainty theory is a visualized assessment of their observability in the 
economic space. This research has been put in contrast to known approaches of mechanically selected 
uncertainty values on the interval. This research was designed to identify the uncertainty interval in a logical 
analysis of the function, take into account antinomy properties of entropy and consistency requirements. 

2. Literature Review  
Multiple academic papers have addressed complex systems in terms of the uncertainty. Scientists have paid their 
attention to solving various fundamental and applied tasks, where the entropy intervality is taken for granted, i.e. 
basic conditions, under which there is a progressing imaginative or real experiment. Thus, Kreinovich et al. 
(2011), Xiang (2007), Nguyen et al. (2008) have used terms of the interval uncertainty to refine estimates for 
statistical characteristics. Their Russian colleagues have made similar attempts. Panyukov and Latipova (2008) 
in interval estimates of the uncertainty will explain an equilibrium in the J. von Neumann’s model of an 
expanding economics. Thus, numerous aspects of social and economic interaction strongly emphasize an interval 
nature of these phenomena development, which is quite natural. 

A separate corpus of scientific papers deals with issues of network optimization for complex systems. The 
interval uncertainty therein is inter alia a consequence of incomplete measurements, such as in the paper by Shen 
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et al. (2011), where with the interval-matrix approach there is one of the earliest attempts to describe the 
uncertainty of an internal state of the network; or as a result of the uncertainty (or incompleteness) that relates to 
a constraint force between nodes of the system. Deepening a range of problems, Shang (2011) comes closer to an 
answer to the similar question, but for scale-free networks yet. A main emphasis is made on exploring 
sustainability influenced by the "gray information", i.e. the information comprehensive in its scope of objects 
(nodes within the system), but inexact. It is this inexactness that produces the interval of fiducial perception. A 
certain interest under this direction is generated by research in interval-dependent and interval-independent 
complex dynamical networks. There will be name worthy papers by Li and Yue (2010), as well as Li, Wong and 
Tang (2012), etc. Both publications do not only point out to an influence of the subordination factor between 
nodes of the network, directly preconditioning dependences, but also the time factor. Transitions from one mode 
to another with a certain probability produce mixed time delays aggravating the system uncertainty. 

The paper by Fortin, Zieliński, Dubois and Fargier (2010) has recently summarized the issue of the interval 
uncertainty for the theory of complex networks. This research revises the issue of PERT-scheduling with the 
incomplete information, seemingly well-known following the Kelley’s critical path method (1961). Oddly 
enough, but vagueness in time distribution to execute tasks, a moment to start the ones and finish the others have 
for a long period of time remained outside the research attention in terms of the interval uncertainty. There is a 
particular emphasize on the fact that actually distribution of probabilities allows simulating variability of 
repetitive tasks, but not the uncertainty due to a lack of the information (e.g., Dubois, Prade and Smets (1996), 
Ferson and Ginzburg (1996), et al.). Only as an approximate solution to the mentioned range of problems we 
consider approaches by Chanas and Kamburowski (1981), Hapke, Jaszkiewicz and Słowiński (1994), Loostma 
(1997), McCahon and Lee (1988), as well as Prade (1979) and Rommelfanger (1994).  

However, the uncertainty cannot and must not only act as a condition, under which there are economic or other 
processes in progress. With insufficiently elaborated issues of calculating the interval uncertainty in methods of a 
logical choice, their methodological support is a fundamental scientific challenge. A solution to this challenge is 
in line with a proposed viable alternative, where initial terms of the uncertainty have not been set by parameters 
of a case, but become an independent object to be scientifically explored. 

The first step to compile in an estimate way the interval uncertainty is a probability. It is an available range of 
probabilities for each alternative to be implemented in their assembly that leads to the entropy of a dimension 
value to appear. On the other hand, with apparent simplicity of the approach, implying an everyday substitution 
of probability values, boundaries of the interval uncertainty lie in a different plane. A cause for this lies in a 
property of antinomy.  

An antinomy property of the uncertainty, whereby the entropy of a single instance may be located in a negative 
area (for more details see Kuzmin (2012)), is based on a displacement and asymmetry of the uncertainty function. 
The antinomy nature explains all the complexity of logical calculus for the interval uncertainty, when given 
boundaries of the certainty in the totality of values contain the internal range of the interval uncertainty. It is a 
search for it that this research is focused on. As a result, the above-mentioned antinomy specifics makes three 
common cases that call for matching: a full match and overlap, divided into the matching right and left parts. As 
a result, two combined area appear: the first one is at a distance from the lowesr limit up to 1/e (basis of the 
natural logarithm); the second, on the contrary, is at a distance from 1/e up to the top limit of the probability (see 
Figure 1). An upper extremum of the entropy (calculated per alternative) corresponds to the permanent constant 
value of the probability, causing both non-linearity and function displacement at the same time. Thus, a major 
scientific challenge shapes itself, when the available interval of the probability that characterizes case fuzziness, 
within its boundaries does not correspond to the uncertainty interval. 

Another, by no means unimportant, issue is the content of probability intervals. Surely, the range might be both 
continuous and discontinuous, and dotty. Recognising the interval as a continuous one is an assumption for this 
paper. In this regard, the view of Kyburg (1989) and Neapolitan (1996) is amazing. They share an opinion that 
probability intervals can always be reduced to point wise values. However, to our mind, this is not always the 
case. Depending on requirements of refinement and measurement accuracy as such, point wise values cannot be 
applied. There are natural barriers preventing decomposition of a probability line into point wise factors. Papers 
by Kyburg (1989) and Neapolitan (1996) do not mention this, but each probability only appears and lives within 
the framework of an adopted coordinate system, where a numerical order of the probability has a crucial value. 
As a result, one might reasonably state that the point look cannot be a worthy replacement for the linear 
probability (unbroken), even if it had an interval limit. A disclaimer expressed by some scientists, such as Sternin 
and Shepelev (2012), saying that “...an interval estimate contains a continuum of possible point wise 
implementations” only partially resolves existing contradictions in views. 
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Halpem and Fagin (1992) at the same time pay attention to the theory of probabilities, which explains a 
mechanism to join the interval. Later even Yager and Kreinovich (1999) suggested and gave grounds for a 
formula of statistical estimates for the so-called secondary interval. It is indicative that to get such estimates one 
needs to know the distributive law, to identify which within a fuzzy set “with a multi-valued scale of truth” 
(Borisov et al., 1989) is at least difficult. From Parsons’s (2001) point of view, it proves again an ambiguous 
nature of the uncertainty, for which no specific characteristic and quite accurate values are typical. Somewhat 
earlier, Ang and Tang (1975) came to such conclusion, when they reasonably assumed that “the information can 
be often expressed in terms of the lower and upper variables of the limit”. This implies that the probability like 
the information possesses constraints, going beyond which can be a trouble. One might say that thereby the 
uncertainty should remain unknown to some extent.  

Returning to Parsons's ideas (2001), it is worth paying attention to his statement of the interval interpretation, 
"the presentation interval, whether this is a probability or not, is intuitively compelling in making the inexactness 
clear." An undisputed nature of the statement should be read with a limitation that clarity appears in 
understanding the essence of arising divergences. At the same time, Parsons's considers the interval uncertainty a 
result of the fuzzy probability manifested itself. Therefore, major efforts by researchers address the issue of "how 
to make assumptions of the partial information that have not been clearly defined." Thus, making corrections to 
the interval uncertainty or in other words reducing it to the point uncertainty to some extent, some scholars see in 
processing the information itself. And according to Parsons's statements, “these systems can cope with a 
situation... even in the absence of necessary and partially defined probabilities..." It seems that such the way 
would not be without results, though manipulations with the interval uncertainty to optimize management 
decisions taken could be more efficient. After all, generating new information to narrow down a gap of the 
uncertainty is linked, on the one hand, to arising ambiguity of new data, and on the other – to the complexity of 
artificial refinement of the state. A compromise when dealing with the source information is achieved in a 
revision of probability intervals. This conclusion made by Loui (1986) is shared by Parsons's and consistent with 
the authors' hypotheses regarding the interval normalization. 

Considerations on a heuristic evaluation of probability distribution are separately worth looking at. Problems 
concerned in the work by Beliaev and Makarov (1974), are solved using a principle of the maximum entropy as 
a common method for these purposes, which, nevertheless, with all internal consistency of the approach, does 
not avoid a number of disadvantages. Dichotomy in a search for favourable and hence inter alia labelling 
unfavourable distribution is counterbalanced using the confidence interval, when a case and a condition are 
specific enough, but retain their development uncertainty. At the first glance, such a conclusion sounds like a 
kind of paradox. However, specificity lays in a structure and probabilities of alternatives, which have predefined 
values. The confidence interval mostly influenced by the idiosyncratic “errors of uncertainty” (in terms of the 
alpha and beta errors) seems to be a kind of prologue to studies in distribution fuzziness. The introduction to the 
research methodology refines meaningful aspects differentiated by types of the uncertainty errors. To the 
author’s mind, one needs to distinguish between alpha-, beta-and gamma-errors of the uncertainty (so-called 
standard errors), that set out possible errors in perception and, mainly, in its quantity assessment. We should 
clarify some of their characteristics. An essence of the alpha- error depends on making a set of alternatives 
recognised as basic. Subjective deviation from multiple possible outcomes from certain scenarios (hypotheses) 
shows the additional uncertainty, a value of which is calculated by relating two states - actual and conditionally 
ideal. The Beta-error of the uncertainty goes to a quality side of alternatives and implies fuzziness in defining 
likelihood or frequency for each outcome. A nature and an extent of different errors’ participation in assessing a 
numerical value of the uncertainty are presented with more details in other research, e.g. Avdiysky and Kuzmin 
(2013). 

3. Methods 
3.1 Reducing Probabilities 

Stochastic dynamics within complex systems in fuzzy distribution sets certain limits, i.e. requirements to 
intervals of the alternatives’ probability. The single instance, being internally consistent by formal unity criteria 
must be harmoniously integrated into an overall ensemble. This suggests a need in a cross-validation of 
alternatives’ probabilities, designated within the research as the convergence requirement or convergence 
condition. Objectively available limitations related to the information and the uncertainty also lead to this. 
Starting from a paradigm objective, offered by Lindley (1987) (not without assumptions according to Elishakoff 
and Ohsaki (2010)), an idea of drafting a “single instance” with acceptable alternatives, that is such a 
hypothetical event, which has its unitary probability in its possible implementation to assess and calculate the 
uncertainty. A range of intervals in this case is adjusted by excluding those probabilities that within the ensemble 
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of alternatives go beyond pragmatic affordability. 

The above-mentioned conventionally ideal case, regarding to the alpha-error calculation, is also suitable to 
explain the proposed condition, “... based on the idealized interval adjustment, there is a provided tool to expand 
coverage to include its true [frontiers - scholium]” (Spall, 2002). Its essence lies in a principle check of extreme 
instance probabilities – those of the upper and lower thresholds. Scientific grounds for a methodological 
imperative of probabilities convergence (or reducing) is based on the information coverage. Completeness of 
alternatives should be a hypothetical case, which occurrence probability is equal to one. Verification of ranges 
assumes both their targeted expansion, and contraction. Herewith, a process of such a transformation can go 
either from the upper or lower limit of the probability interval. 

Hereby, there are actually only a few given initial parameters set: a number of alternatives making up the 
ensemble and the probability matching them, though either the maximum or the minimum one. Only to confirm 
this rule, there are exceptions, when initial probability intervals meet a “reducing” requirement. By the way, 
Elishakoff and Ohsaki (2010) ground a similar condition in the form of optimization and anti-optimization 
models, that stand for options of best and the worst scenario approaches. Drawing parallels between conclusions 
and ideas by Elishakoff and Ohsaki (2010), one can quite reliably refer to the optimization model as an approach 
of a noncompliant attitude towards the uncertainty. An opposite picture concerns the anti-optimization model, 
where there is a tolerant perception of the entropy. In both cases, models operate with probabilistic values, which, 
even with expanding or contracting intervals require reducing. The logic of probability intervals adjustments is 
presented below.  

Taking a1 and a2 for the lower and upper bounds of the pi probability range, respectively for the i-th alternative 
within the hypotheses ensemble, one can represent a mathematical probability convergence (or reducing) record, 
that looks like as follows: 
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It is amazing that for all cases of the probability interval reducing there is a coherence equation identified by the 
research. Its statement says, the sum of probabilities for the lower bound is equal to a converted value of the sum 
of probabilities of the upper bound, which depends on a number of alternatives – 
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The abovementioned assumes that initially set probability ranges might be mutually non-coherent. Reducing 
probabilities solves this problem. A contraction process results in making the coherent probabilistic logic. But 
methodological difficulties do not end at this point. Here one should remind that gaps in hypotheses distribution 
do not allow getting reliable estimates, i.e. the uncertainty would be a priori incomplete without taking into 
account the additional complexity of the choice. Guo and Tanaka (2007), with their ideas concerning mostly the 
economic profit, make a fair conclusion that “an optimal order is obtained based on a partially ordered array of 
interval expectations” (Guo and Tanaka, 2010). 
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3.2 Search for “Single Instance” Criteria. Combination Uncertainty  

Having obtained representative intervals for probabilities per each alternative included in the uncertainty area, 
we have a scientific challenge of a different kind, a solution to which involves a search for equivalent or close 
options on a contour of the entropy function.  

Apodictic ideas of optimizing the uncertainty situation suggests that with quantity similarity or equality of values 
in intervals of different alternatives there is a possibility of cases combination, where a level of the interval 
uncertainty remains unchanged. As a result, one can reasonably say of heterogeneity within the interval entropy. 
On the one hand, this results from the function specifics. On the other hand, this results from an objective need to 
“gain to fit” the probability, as relevance of the interval entropy estimates is provided by obtaining the single 
instance, which in its turn cannot be only composed of the lower or the upper boundaries of the range of 
alternative probabilities. 

A single-directed search for a range of the interval uncertainty (by reducing the probability) makes us only a bit 
closer to a founded hypothetical scenario. A conceptual approach to an assessment of the interval uncertainty, 
proposed by the paper, assumes a two-level comparison: the first level influences private alternatives, while the 
second one aims at probabilities harmonization, when the single event is made with upper and lower bounds of 
the uncertainty. An outcome of assessment calculations is the dual uncertainty that in the first case is referred to 
as the uncertainty of combinations (intermediate value), while in the second case as the actual interval 
uncertainty. 

One can trace overlapping “surplus” or “shortage” in possibilities up to a single constant calculating the 
uncertainty of combinations. A starting point for this is a collatable analysis of alternatives. The technique allows 
looking at those alternatives, which within the reduced probability of intervals (in threshold values) have already 
had some maximal or minimal uncertainty, but have not still met a requirement of the single instance. Hereinafter, 
a search for the interval uncertainty will be focused on a particular combination of probabilities. At the same 
time, a structure of hypotheses, according to the technique, is differentiated into four groups depending on a 
correspondence between the upper and lower threshold of probabilities per alternative and the given conditions 
(3). It is worth saying again that the total moment probability for the uncertainty of combinations might be either 
over or lower than one (it can seldom have values equal to one). 
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where max
comb extraH  is the maximum uncertainty of combinations; )(),(),(),( DHCHBHAH  stands for 

component grouped parts of the uncertainty; 21, aa  stands for the lower and upper bounds of the range of 

probabilities of the i-th alternative; tlkm ,,,  is a number of matches under the terms of calculation. 

A situation is somewhat different with finding the minimum uncertainty of combinations. With the arched 
function, the minimum of the i-th alternative entropy can be located both on the right part (increasing area), and 
on the left (decreasing area) part (see Figure 1). Herewith, it is worth paying attention to displacement of the 
function itself. It is necessary to make a few remarks concerning this.  
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Figure 1. Common cases and fields of matched probabilities when assessing the interval uncertainty 

in decomposition of private alternatives: a) match on the right side of probabilities distribution; the minimum 
and maximum uncertainties fully correspond with boundaries of the probability interval; b) complete match; 
identifying the probability is associated with an issue of uncertainty comparison, when the maximum value is 
known attributable to 1/e, whereas the minimum is unknown, which locates either to the right, or to the left of 

the central axis; c) match in the left part of the probability distribution; the maximum and minimum uncertainties 
are inversely proportional to relations between probability boundaries. 

 

A main thesis is that different values of the probability can make the identical uncertainty. The approach, 
proposed by the author, proves that firstly with the identical uncertainty deviations of probabilities from a central 
axis are non-equal. Secondly, these probabilities make the dual minimum of the uncertainty, but in calculations, 
only one of them is taken into account, i.e. that one that to the more extent makes a set of alternatives closer to 
the single instance. Thirdly, deviation on the right side (β) in a function polygon is always over than deviations 
on its left part (α). Hence, formalized terms for the observable minimum of the uncertainty are complemented 
with a special factor ( α ,βk ), which accentuates a move from a case of the entropy identity (equality) in case of a 
numerical non-equality of probabilities for considered alternatives. 

Based on conclusions presented, a process to obtain the minimum uncertainty of combinations looks like the 
following: 

)()()()()(min
comb extra DCHDHCHBHAHH              (4) 

 

 

 

 

 



































































21

'

1'
21,1221

1

'

1'
1,1221

2

'

1'
2,1221

1

'

1'
12121

2

'

1'
22121

min
comb extra

log()(:)
1

()
1

(,
1

,
1

log)(:)
1

()
1

(,
1

,
1

log)(:)
1

()
1

(,
1

,
1

log)(:,
1

,
1

log)(:,
1

,
1

aaaaDCHka
ee

a
e

a
e

a

aaDHka
ee

a
e

a
e

a

aaCHka
ee

a
e

a
e

a

aaBHaa
e

a
e

a

aaAHaa
e

a
e

a

H

b

w

w

b

t

t

b

l

l

b

k

k

b

m

m







      

where min
extra combH  is the minimum uncertainty of combinations; ', ', ', 'm k l t  is a number of matches under the 

terms of calculation. 

3.3 Interval Uncertainty 

A scientific search for the interval uncertainty goes along with a verification of previously obtained moment 
probabilities for the hypothetical event, which appear in terms of calculation concerning the maximum (3) and 
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the minimum (4) uncertainty of combinations. Probabilities make a matrix, which is a basis for a secondary 
comparison. In particular, for the maximum, an equiprobable instance becomes such a comparison criterion 
(p=1/n). 

3.3.1 Maximum of the Interval Uncertainty 

The maximum interval uncertainty, as in other calculation options, assumes making an acceptable scenario. To 
the author’s mind, the process is largely connected to unification of manifested alternatives (equal probability). 
Herewith, as it is known, a numerical limit for the uncertainty is reached. All arithmetic of the method is divided 
into a number of stages, while a result of their implementation is an approximate estimate. A disclaimer on an 
approximate nature of calculations is due to the nonlinear dynamics of the uncertainty, allowing errors that is 
actually inherent to the standard error area. 

1) The first step to obtain the actual uncertainty includes gradually converging probabilities. At this stage, the 
maximum entropy antinomy (p=1/e) opposes to the equal probability maximum. By comparing the previously 
obtained matrix for the uncertainty of combinations and the decrease delta, it is possible adjust to some extent 
the additive sum and take the situation closer to the single equiprobable instance. Indicative parameters, i.e. the 
decrease delta and the growth delta, are measured with the module. Actually, each of them shows possibilities of 
a change to the probability (per alternative), depending on set intervals that correspond to the principle of 
convergence, towards the single event. An essential assumption is an idea of elimination, saying that to reduce to 
the single event one needs to change the given probability (within intervals) for only one alternative (such 
calculation is made for all the alternatives). 
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where max
(interim) realP  is an intermediate probability matrix for the maximum actual uncertainty in interval 

measurement; comb
ipmax  is the probability of the alternative, corresponding to the maximum of the uncertainty of 

combinations;  ip  is the probability decrease delta. 

2) Mostly, the additive sum of the smoothed-out probability according to (5) to the full extent have not correlated 
proposed requirements. However, at the same time, new logic regularities appear that determine subsequent 
conversions. An obvious consequence is such a situation, in which there is a need for adjustment. With the 
alternative probability exceeding 1/n value (such difference is accumulated), a reduction value appears that 
makes an excess probabilistic load. Its smoothing-out happens at the next stage, where, firstly, those alternatives 
should be clarified, where probabilities of their occurrence are over than 1/n. Secondly, one needs to use the 
upper and lower bounds of the set range to evaluate a potential of possible variations in values. For this, we 
introduce a number of variable and conditional parameters, intended to simplify perception of the calculations 
logic. All comparative conversions and calculations occur at the second methodological step. 

A sequence of calculations can be presented as the following formalization: 
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Then with similar conditions of variables max
1y  and max

2y  one needs to identify similar values and differentiate 

in pairs differences between them (matrix max
1r  and matrix max

2r ). 
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The next variable ( maxU ) is an indicator that tracks those alternatives, the probability of which will change in 
contrast to a number of hypotheses made earlier on the intermediate matrix (5). The author's approach involves a 
method to average remaining hypotheses, as only in this case the uncertainty is maximum. Herewith, so-called 
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unchanging alternatives become such not so much because of assessment preferences of the uncertainty of 
combination, as of being a result of exact compliance with interval analysis requirements. 
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3) The resulting matrix (8) completes the second step of intermediate comparative estimates and leads to the 
final stage, where there will be obtained a quantitative evaluation of the approximate maximum uncertainty for 
the interval. More precisely, it leads to determination of the moment probability, with which such the uncertainty 
may occur.  

Thus, the matrix of the actual probability (the upper bound of the interval) makes such an instance, which was 
before referred to as a single, that is, in fact, the main requirement to comprehensive estimates for the 
uncertainty. 
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At the same time, the explained approach with all advantages and its logical structure operates with a 
prerequisite that cannot avoid criticism. We mean averaging alternatives: even if variable probabilities of 
alternatives are only in one of the function areas, it is not possible to argue that their values placed at equal 
distances have uncertainty levels placed at the same distances between them.  

However, strong arguments have remained in favour of the averaging idea (Note 1). The error in calculations 
caused by the function linearization is not as weighty to reject such an assumption. Previously marked features 
of the entropy function show that significance of the numerical error in probability averaging increases as we 
approach the extremum, or more precisely, a limit of the uncertainty. It is known that prevailing one or more 
alternatives, in which a frequency of manifestations is not identical, leads to occurrence of the case certainty. 
Averaging, on the contrary, makes the uncertainty and makes the choice more complex. It is quite possible that 
to maximize the uncertainty, some alternatives not yet fixed within the scenario should have the probability equal 
to 1/n, whereas other alternatives will act as a compensating factor with the different probability for a holistic 
combination of options to make the single unstance. Based on these and other reasons put forward in the course 
of the research, the methodical approach has kept an assumption of probability averaging understanding that an 
estimate of the maximum interval uncertainty is only approximate and different by a value of a corresponding 
error.  

3.3.2 Minimum of the Interval Uncertainty 

Making a pause at a point of giving grounds for a calculation of the maximum uncertainty intervally 
interpretated, one should address calculations for the range lower bound. Approaches to their estimate differ due 
to antinomy properties of the function. It is worth saying again that the minimum of the uncertainty is ambiguous 
and under specific accident circumstances, it is dual. Thus, the approach to the assessment assumes well-founded 
research in several basic conditions that allow eliminating duality contradictions. 

It seems that the easiest condition for a differentiated comparison is convergence of probabilities. Based on a 
need to construct the single instance, criteria for the convergence condition are grouped within three options at 
least. The first implies that the additive sum of probabilities of alternatives included in the minimum uncertainty 
of combinations is equal to one. Herewith, further conversions and calculations are no longer required; the 
minimum actual uncertainty has been already achieved. The second and the third options are based on the 
opposite saying that the sum of hypotheses probabilities is inconsistent with the single instance, and hence the 
probability is either over, or lower than one. One needs to note that only one option reflects an actual situation 
with the uncertainty. To observe logic in the method presentation, it is useful to present mathematical 
formalization and explanation for each of them. 
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1) According to the abovementioned, refinement of the first option is only required because of a holistic nature of 
the method. Here, the sum of probabilities with the minimum uncertainty of combinations (4) have been equal to 
one that allows founded assuming on obtaining the interval entropy minimum herewith. A verification of the 
instance is rather formal. 
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extra comb extra comb real

1

( ) 1 ( ) ( ).
n

i i i

i

p H p H p H


                    (10) 

A different picture emerges in a case when the additive sum of probabilities according to (4) is not equal to one. 
There is an objective need in value convergence and hence in covering its surplus as in the third option or a 
shortage as in the second option. It is worth referring to each option. 

2) A search for the minimum of the interval entropy in the second option goes towards matching the uncertainty 
of critical levels (we mean multiple values of probabilities, i.e. of the lowest and upper boundaries of the interval, 
as well as of the variable 1/n and the constant 1/e) and the uncertainty of combinations for different hypotheses. 
A result of this is a notation of those alternatives, where the probability becomes as a kind of a fixed one. Its 
value gets one of values of a critical level, mostly of the lowest bound of the probabilities range. Remaining 
hypotheses (alternative) highlight a need in frequency “finish gathering” up to the single instance. A solution to 
this task lies in an area of identifying the so-called first-match (Note 2). 

Formalizing the approach for the second option, as in other examples given above, involves calculating 
intermediate variables to fix various logical search requirements. According to the abovementioned, such an 
indicator includes the first match criteria. However, it follows reconfiguration of probability critical values. A 
mathematical expression for this procedure applied for this type of calculations is as follows: 
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New thresholds for ranges combine in themselves a value for the resulting probability for the minimum 
uncertainty of combinations and the upper probability of the specified interval. A need in such a transformation 
is caused by an objective need to cover a frequency deficit. Returning to the first match criterion, it will be useful 
to clarify the indicator figure ( minq ), based on which the criterion is defined: 
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The presented matrix (12) is an estimate of a difference between uncertainties according to (11). A search for the 
first match is performed with the minimum value among obtained values. It is this alternative, for which there 
will be acceptable an adjustment to the probability. Herewith, other hypotheses have remained in the same, 
unchanged form. Thus, a final structure of the alternatives probability to calculate the minimum of the interval 
certainty is calculated observing the following way: 
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where  1 minmin q  is the first order minimum within minq  array of values. 

3) The third option to estimate the minimum uncertainty comes from the fact that the additive sum of 
probabilities for hypothetical accident alternatives, on the contrary, is over one. This has resulted in an 
uncompromising search for the minimum entropy. However, the underlined difference does not underplay 
importance of using the method of the “first match”. In both cases, they identify such an alternative, which is 
less in its uncertainty inflection. In other words, such the hypothesis is remarkably consistent in its uncertainty 
dynamics. To say more, in its low minimum entropy spread within the given range. Because the uncertainty of 
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combinations has been an extreme manifestation of the minimum or maximum uncertainty, but has not yet been 
the single instance, this method seems to be justified and scientifically grounded. 

To smooth categoricity in choosing the momentum probability value, possible because of equal ranges between 
alternatives, the third option assumes using not only the method of the “first match”, but also the “the last match” 
(Note 3). Moreover, the method of the “first match” becomes a more rigid form as of the only match. Each 
method demarks possibly repeated or identical ranges of hypotheses probabilities. Assuming that alternatives are 
mutually distinct, the first match method, in fact, shows a single hypothesis, for which there will be appropriate a 
change to the probability with minimal consequences. A reverse situation occurs when some or all of alternatives 
are similar. A need occurs to reduce probabilistic tension by influencing only some of these alternatives - apart 
from the first until the last match. However, with absent identically similar hypotheses there is an exception to 
rules. Obviously, the set of alternatives is not homogenous; it can include hypotheses with the minimum 
uncertainty in both the right and the left part of the function. In this, a need occurs to apply these two methods in 
combination. Their incorporation marks a new synthetic method, i.e. the method of “inter congruence”. 
Adjustments within it only goes for those alternatives that follow according to the minimum criterion specified 
with index 

minq (Note 4). This occurs until the moment probability sum for the scenario is equal to one. A limit 

number of such points depends on a number of numeric values 
minq  ( minq

W ), which are reduced by an 

alternative. Decrease in a number of selected hypotheses depends on maintaining the probability balance. Its 
essence is in leaving a “free alternative”, which takes probabilistic values based on compared uncertainties. Such 

alternative is recognized as the last of the ranked ( iRank ) set of values for the 
minq indicator (ascending from 1 

to n). It is important that ranking goes for all the hypotheses without no repetitions in the rank value. 
Based on the assumptions made above, the initial probability of boundary values in the third option also faces 
changes. Since the additive sum of probabilities is within a zone of excess tension, the lowers limit replaces the 
top one: we consider a possibility for optimal reducing in probabilities. Then, we obtain limits as follows: 

i i

n
min min min
lower limit extra comb extra comb

i 1

1: ,p p p


 
  
  
  

i

n
min min
upper  limit extra comb 1

i 1

1: .p p a


 
  
  
   (14) 

Herewith, one should distinguish probabilities (14) and boundary values obtained as expressed in the equation in 
the second option (11). Their identical notation has been kept due to an exclusive situation, when a calculation is 
only possible under one of options. 

The following equation establishes the probability-decrease delta (s) per alternative regarding the previously 
established hypotheses within the minimum uncertainty of combinations. 
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Only occurs when the following equation is implemented: 

 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

162 
 

Method Formalization  

the minimum 

difference) 

 

 
 


n

i

n

i
is i

spF
1 1

2
min

limitlower 1
2

. 

The Inter 

Matches  

(matches by the 

first, second etc. 

minimum - till the 

last included) 

 
  





















0:min

:)(min

minmin

1
min

limitlower 
minminmin

3

min

qq

apWqRankqq
s

nm
i

qii
nm

i

 

Only occurs only when the following equation is implemented: 
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Each method seems to generate its proper solution. Moreover, as it was stated above, the choice is only made 
regarding one of the methods. Thus, the actual probability for the minimum uncertainty within the interval can 
be obtained as follows: 
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An outcome from the approach presented by the author is a set of two probability matrices, i.e. for the minimum 
(16) and for the maximum (9). Complexity and multiplicity of a logical search for the interval uncertainty 
depend on specifics in obtaining extrema for the function of the information entropy. To some extent, the 
challenge lies in hidden valuation approaches of the interval uncertainty. On the one hand, it has been taken for 
granted, i.e. environmental conditions under which an economic subject exists. However, on the other hand, it is 
sometimes not enough to be aware of fuzziness in the entropy distribution. Assumptions of certain disclosure of 
intervals as such are additional information actually not available to the subject. With absent properly elaborated 
approaches to evaluate the interval uncertainty (as opposed to approaches of mechanically selected values), such 
scientific objectives have been rent from the real life and oversimplified. We have mentioned above of a danger 
from simplification when obtaining the uncertainty and this reinforces relevance of this research. 

On this occasion, it would be appropriate to refer to considerations made by Shary (2012), who in a definition for 
the interval uncertainty says of its important role for science. He comes to a fair conclusion that “the interval 
analysis and its specific methods have ... the highest significance in issues, where the uncertainty and ambiguity 
arise from the outset and are an integral part of task setting process”. 

4. Discussion 
The interval analysis of the uncertainty in presented estimation methods puts a theoretical and methodological 
issue of applied usage of results. Contradictions, on the one hand, concern an objectively available natural 
uncertainty limit for the equiprobable outcome. On the other hand, the range of the interval uncertainty, as the 
wider the range of the minimum and maximum entropy is, the more the case approaches a status of one with a 
totally unknown outcome. This really causes displaced characteristics of the uncertainty, both with initial 
fuzziness of the system parameters, and their ultimate specificity. The obtained results for the interval estimation 
might relatively not highly efficient being applied in practice. The main cause for this is the mentioned 
uncertainty, but not related to a description of a choice situation as such, but to a confirmation of the “quality” of 
uncertainty in this choice. The mentioned methodological challenge was referred to as a challenge of uncertainty 
convergence.  
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4.1 Methodological Issue of Uncertainty Convergence  

Referring with more details to the issue, we need to explain its content. For the interval analysis, the uncertainty 
lies between the minimum and maximum limits. It can be conventionally called a baseline case. Nevertheless, 
boundaries of the uncertainty besides their calculated values have quite natural restrictions. The minimum 
uncertainty cannot obviously be below zero, while the maximum cannot be over the uncertainties for the 
equiprobable outcome. If a restraining barrier for the minimum uncertainty is neglected for a while, its maximum 
limit causes the convergence challenge. Indeed, the greater the probability range is, the greater the uncertainty 
range is. A further expanding probability only aggravates the case, where the lowest boundary of the interval has 
its shift. A logical consequence from this is a fact that the interval uncertainty cannot describe to a proper degree 
all the complexity and ambiguity of an expected choice. 

At a turn of limit values for the minimum and maximum interval estimates, the uncertainty overlooks conceptual 
vagueness related to the uncertainty itself. Indeed, the uncertainty then does not allow making a reliable picture 
of a case. Its values fall in natural constraints, where there are descriptions for all possible options for a case to 
be resolved, even hardly probable. This emphasizes imperfection and limitations in theoretical and 
methodological solutions to the interval uncertainty. A logical conclusion suggests itself saying that its 
assessments, on the one hand, are only fair for certain ranges of probabilities for the ensemble of alternatives, 
thus confirming a conclusion of redundancy and pessimism in an array of ensured responses (according to Shary 
(2007). On the other hand, a new type of the uncertainty appear (like a technical parameter). Semantic 
formalization of such a conclusion can be expressed in the “uncertainty under uncertainty”. It is there, where 
their convergence challenge focus on. 

In either event, known approaches to solve this issue can be reduced to intervals convergence. It is worth saying 
that about at the same time many researchers addressed these issues. Thus, Ben-Nairn and Prade (2008) made an 
efficient attempt to solve a task of trust towards a particular economic agent with the generalized interval, 
“which necessarily describes the past behaviour [alongside existing behaviour patterns in the present time - 
scholium]”. But at the same time, a difficulty arises, i.e. whether such an interval is sufficiently compressed. 
There is another solution to the issue in the paper by Levin (2004), where he argues his stand of over fuzzy sets. 
However, the convergence issue cannot be solved by a simple combination of intervals or separation from them 
such a component, which locates at their intersection point. 

4.2 Tenversion Uncertainty 

Based on the abovementioned, we can say of a substitutive role of the additional uncertainty with respect to the 
interval one. To ease the reading, to the author’s mind, its new type is appropriate to by referred to using a 
concept of the tenversion uncertainty (Note 5). It assumes describing how difficult it is to obtain the specific 
uncertainty among the interval range. At the same time, converging upper and lower bounds of the alternative 
probability reduces the tenversion uncertainty. As far as you get closer to the specific instance, it reduces to zero. 
For a clear description it would be appropriate to refer to the uncertainty function for the interval (see Figure 2 
and 3). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Function of the interval uncertainty for inhomogeneous alternatives 
(where H is entropy, P is possibility, Pm is momentum possibility, l-low, u-upper).  
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Figure 3. Function of interval uncertainty for homogeneous alternatives 

(where H is entropy, P is possibility, Pm is momentum possibility, l-low, u-upper). 

 
Being in a conjunction with the interval, the tenversion uncertainty has its quite reasonable limit equal to the 
maximum of the instance uncertainty, described in the interval analysis, except that a structure of alternatives 
gets its identically similar probability disregarding not specified range restrictions. Scientific consistency for this 
assumption is based on the so-called extreme case when the frequency range of source alternatives causes the 
uncertainty contained in natural constraints.  

There have been no similar solutions to the issue of evaluating the tenversion uncertainty in known academic 
papers. Therefore, the author proposes an approach to calculate it. This suggests that such a task is put for the 
first time. The calculation method involves a removal of a dummy component from its structure. Its role is to 
collect “exact probabilities”, i.e .those probabilities, which cannot be below the set case. All the hypotheses 
recently developed, must be similar at the same time. Hence, the probability remaining from the single instance 
(minus the “exact” one) is distributed between them. A calculation can be represented as follows: 
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where )(IH t
 is the tenversion uncertainty and jc  is the equiprobable alternative under the tenversion 

uncertainty. 

It may seem that a term when alternatives for the tenversion uncertainty do not constitute the single instance is 
erroneous. However, it seems be not the case. The dummy component complements the single instance, whereas 
the uncertainty depending on the lowest bound of the probability has been included in the interval uncertainty, 
even in a form of some wide range. As a result, there has remained a probability pool blurring clear boundaries 
of choice complexity and hence the uncertainty at time of such choice.  

5. Conclusion 
Summarizing the findings one can say for sure that the interval uncertainty is not only a characteristic form of 
the unknown, inexact and ambiguous in economic, but also in any other sphere of the social life. The 
environment is fuzzy and stochastic (probabilistic, - in research by Kim, Ovseyevich and Reshetnyak (1993), in a 
contrast to non-stochastic aspect - in papers by Elishako, Cai and Starnes (1994)), where solving certain 
administrative tasks has been reduced to optimization and anti-optimization techniques. It facilitates identifying 
aspects of the uncertainty previously unknown to scientists. The presented in the research new type of the 
uncertainty, called tenversion, in this context, is an illustrative example. The presented approach to logical 
evaluation of the interval uncertainty shows its balanced consistency in methods, their continuity in learning the 
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experience gained in uncertainty studies. Many fundamental conclusions such as on probability averaging, 
accentuate available essential contradictions between set and conventionally established stereotypes. Further 
research would help making the uncertainty theory smoother in recently found specifics and essential 
manifestations. 
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Notes 
Note 1. It is quite reasonable that a view of averaging incorrectness assumes an opposition between the 
uncertainty nature and framing of that alternative among many similar, which would make a picture of its 
dominating over others, as it is such alternative, which comes out of a total ensemble of hypotheses. Averaging 
only applies to “free” alternatives; therefore, remaining may differ from the others. Then the uncertainty will be 
relatively less, as a case of choice is clearer. However, it is difficult to say definitely that the averaging method 
cannot be used. On the contrary, an example of the equiprobable outcome shows that the method is reasonable to 
maximize the uncertainty. A mixed option implies separating alternatives, their differentiation into fixed and 
mobile (free) hypothesis in a probabilistic manifestation. Hence, a significant assumption occurs, in which a set 
of alternatives is only partially homogeneous; therefore, fixed alternatives appear as dominating. Similar ideas 
validating the averaging one can trace in the paper by Levin (2011), who says of existing optimization approach 
based on average values of the system parameters, enclosed within the interval value. 

Note 2. Saying the “first match”, the author assumes identifying such an alternative, for which for the first time 
there will be met additional requirements regardless whether there are similar or exactly one-to-one hypothesis 
of analogous dimensions in intervals of probabilities. The first match is intended to reveal the alternative that 
should degrade an overall layout of the uncertainty in favour of probability reducing by, on the one hand, 
comparing uncertainties of the lowest and upper thresholds, and, on the other hand, by calculating a difference 
between them, that will be a criterion of such a hypothesis found. We should clarify that the “first match” has 
been accepted as one of possible methods. It is not excluded and it is even allowed to choose any other serial 
match of a minimum difference of boundary uncertainties between alternatives, if any. It is important for such a 
match of two or more to be exclusive. 

Note 3. Saying the method of “the last match” the author refers to logical and arithmetic operations with those 
alternatives that: firstly, are identically one-to-one and similar to each other; secondly, they cover all the 
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matching alternatives except the first one. It is worth saying that with synectic similar of alternatives, a choice of 
the first one is based on identification simplicity, while it is not excluded and it is allowed to choose another 
serial alternative from a set of matching subject to logical conditions for exception and other related operations 
to harmonize probabilities and make the single instance. 

Note 4. For the third option, a calculation of the 
minq  indicator according to the equation (12) has retained its 

original form, with an exception that values of the applied probability are changed. Herewith a decrease 
(probability change) each time occurs by the same value. Logical values of the error according to (12) assume 
identifying those alternatives, a change to the probability of which is impossible. 

Note 5. An origin for a concept of the “tenversion uncertainty” goes back to Latin terms “tension” (tension), 
“tenus” (up to) and “vaste” (broad, wide). In the author’s opinion, the tenversion uncertainty complements the 
interval evaluation with the new informative content. It seems that the probability range causes a case when the 
interval uncertainty loses complexity of choice identification across the uncertainty’s full length. It seems that 
the tenversion uncertainty solves this issue, essentially reflecting the interval filling. 

It is worth paying attention that the tenversion uncertainty is not included in a cyclic sequence of a change to 
types of the environmental uncertainty, decision-making, consequences of these decisions and the vartational 
uncertainty. It is important to understand that the tenversion uncertainty accompanies the interval analysis, 
confirming or non-confirming its acceptability for each specific case. 
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Abstract 
Measuring the number of papers which are published each year, publication productivity is the factor which 
shows the reputation of universities and countries. However, the effect of growing economy and using internet 
on the publication productivity in Asian countries has not been discovered yet. The present research is going to 
figure out the publication productivity among the elite universities in Asian countries and also ten top 
universities around the world in the last twenty years (from 1993 to 2012). Furthermore, the current research is 
aimed to study the relationship among publication, gross domestic product (GDP) and internet usage. It is worth 
to mention that the publication of the top Ten Malaysian Universities was regarded for the similar period of time. 
To get the exact numbers of documents like papers, conference articles, review papers and letters which are 
published by the universities in the last twenty years, the writer of the same paper used the Science Direct 
database. Moreover, the data for GDP and the number of internet usage was collected through the World Bank 
database (World Data Bank).To compare all kinds of publications,one-way ANOVAwas used and to investigate 
the impact of economic growth and internet usageon publication productivity, multiple regression analysis was 
applied.The results showed that therate of publication growth was 1.9, 20.9, and 65.5 % in top universities in the 
world, ASEAN countries and Malaysia, respectively.The results also showed thatthere was a positive and 
significant correlationbetween GDP and the number of internet users with the number of publications in ASEAN 
and Malaysian universities. Internet usagehad much more influence in comparison withthe GDP in predicting the 
number of publicationsamong these groups except for top ten Malaysian universities from 2003 to 2012. In 
summary, publication trends in top ten Malaysian and ASEAN universities are promising. However, policy 
makers and science managersshouldspend much more percentage of their GDP on Internet facilities and research 
studies that their outputs lead to more rapid economic growthand internet usage.  

Keywords: ASEAN, publication productivity, documents, internet usage, GDP, Malaysian Universities, 
publication trend 

1. Introduction  
Ten countries in Southeast Asia formed the geo-political and economic Association of Southeast Asian Nations. 
It was first formed on 8 August 1967 by Indonesia, Malaysia, the Philippines, Singapore and Thailand. Some 
other countries like Brunei, Burma (Myanmar), Cambodia, Laos, and Vietnam became the members of this 
group and expanded it. The chief purpose of organizing this group is increasing economic growth (Sarel, 1997). 
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Gross domestic product (GDP) which refers to the market price of all officially realized goods and services 
which are produced in a country in a specific period of time is the chief tool to measure the economy of a 
country. Reviewing the previously published papers, the writer found out that there is a relationship between 
economic growth with education and paper publication. The above mentioned result is not fully support by 
realistic facts (Jin, 2013; Nelson, 1966; Lucas Jr, 1988; Becker, 2009; Romer, 1990). Positive and significant 
impact of education on economic growth has been found by Mankiw et al. (1992) and Barro (1991) (Mankiw et 
al., 1992 & Barro, 1991); however, a possibility of reverse relationship between economic growth and education 
was shown by Bils and Klenow (2000). Besides, Jin and Jin newly indicated that the effect of publication 
productivity on economic growth is not the same in different fields. For example, there is a positive relationship 
between engineering and science with economic growth, while the social sciences do not have the same effect on 
economic growth (Jin, 2013).   

Nowadays, compared with the past twenty years, studying the publication productivity is a main topic for the 
researchers and students because the findings of the researches can positively affect the whole community Zain 
et al., 2009). According to the recent development rules, the numbers of educated employees have been 
enhanced. This matter helps the economy of the countries to grow very fast (Jin, 2013). It has been found out 
that those countries which are highly developed like the United Stated and England are among the world’s top 
productive research universities. The number of publication shows the research productivity and is employed to 
grade the countries and universities (Yazit and Zainab, 2007, Narin and Hamilton, 1996, Toutkoushian et al., 
2003, Liu and Cheng, 2005, Meho and Spurgin). It can also be used to determine author’s productivity or the 
publication productivity of research groups (Liu, 2005; Hart, 2000; Uzun, 2002; Gu, 2001; Fox, 1983). 
Numerously referring to the previously published papers by the new papers a lot, shows the following 
identification and also the effect in the field of study. Those review articles which refer to other articles a lot, can 
give us some facts about the major areas of discipline besides, they can emphasize the increase of specific fields. 
Moreover, more frequently cited papers are mostly written by famous researchers who can impress future 
directions of the field by their ideas (Lefaivre and O’Brien, 2011, Kelly et al., 2010, Ponce and Lozano, 2010, 
Joynt and Leonard, 1980).  

Several indicators of academic or research performance are used to rank educational institutes and universities. 
They includealumni and staff winning Nobel Prizes and Fields Medals, highly cited researchers, papers 
published in Nature and Science, papers indexed in major citation indices, and the per capita academic 
performance of an institution. The Academic Ranking of World Universities (ARWU) is the first global ranking 
of universities to be published. Today, ARWU is regarded to be one of the three most influential and widely 
observed international university rankings, along with the QS World University Rankings and the Times Higher 
Education World University Rankings. The Academic Ranking of World Universities (ARWU), commonly 
known as the Shanghai Ranking, is a publication that was founded and compiled by the Shanghai Jiao Tong 
University to rank universities globally. The rankings have been conducted since 2003 and updated annually.  

The current study is mainly going to investigate the amount of publication productivity among the best 
universities in ASEAN countries and world’s top ten universities from 1993 to 2002 and 2003 to 2012.The study 
also aimed to achieve the following objectives: 

 Studying the relationship among publication productivity, gross domestic product (current US $) and 
internet users 

 Examining the publication direction of ten elite Malaysian Universities in a specific time periods 

Since the Science Direct offers about 20% more inclusion than Web of Science, it has been used as the first 
full-text theoretical database in this research. The researchers think that there is a positive relationship among the 
economic growth, the numbers of people who can use the internet and also the number of publication of papers 
in elite Asian universities and also the ten best universities in the whole world.  

2. Methodology 
ScienceDirect database was used to collect the number of documentsincluding articles, conference papers, 
review papers, letters and books published in the last two decades from 1993 to 2002 and 2003to 2012. These 
data were collectedto make a comparison among the top university in each ASEAN country, top tenuniversities 
in Malaysia andtop tenuniversities in the world. To find the first university in each ASEAN countryand top 
tenMalaysian universities, we used the number of publications in ScienceDirect database. Moreover,to determine 
the top tenuniversities in the world, the Academic Ranking of World Universities (ARWU) was used. 
Furthermore,in each university,the main subject area (overall), number of papers published in Nature and 
Science journals, and the most cited paperswere identified.The numbers of citations that eachpaper could receive 
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during one week were identified as well. 

To compare all kinds of publicationsamongtop ten universities in the world, ASEAN and Malaysia), one-way 
ANOVA was applied. As the homogeneity test was not met, the Welch statistic was used to test the equality of 
means. Moreover, to evaluate the relationship between publications (articles, conference papers, review papers, 
letters) with GDP and Internet usage, Spearman correlation coefficient test was applied.To investigate economic 
growth and internet use impact on publication productivity,multiple regression was applied to examine what 
extent the proposed multiple liner regression model is supported by the research data. The regression examined 
how well the number of publications could be predicted from GDP and internet usage.In the multiple regression 
model, GDP and Internet usagewere set as the independent variables and the number of publications was 
considered as the dependent variable. 

3. Results 
According to the Academic Ranking of World Universities (ARWU), the top tenuniversities in the world are 
mostly located in the United States (8 universities) or United Kingdom (2 universities) (see Table 1). Moreover, 
the first university in each ASEAN countryand top tenuniversities in Malaysia based on the number of 
publications in ScienceDirect database were listed in Table 1.The main research areas in world’s best universities 
were physics andastronomy (7 universities), medicine (2 universities) and engineering (1 university). In these 
universities, the average number of papers published in Nature and Sciencewere 1586 and 1419, respectively 
(see Table 1).  

 

Table 1. The average number of published papers 

Institution (country) 
established 

(year) 

Overall 

publication* 

Main 

Subject area 

Main 

Subject 

area (% 

publication)

papers 

(Nature) 

papers 

(Science)  

most 

cited 

paper 

(citation)  

22/7/2013 

most 

cited 

paper 

(citation)  

29/7/2013 

most cited 

paper 

(publication 

date) 

To
p 

w
or

ld
's

 u
ni

ve
rs

iti
es

 

Harvard University 

(US) 
1636 74433 

Physics and 

Astronomy
14.8 1430 2294 10224 10255 1990 

Stanford University 

(US) 
1891 110914 Engineering 13.6 861 1593 6249 6266 2001 

Massachusetts 

Institute of 

Technology (MIT) 

(US) 

1861 134794 
Physics and 

Astronomy
20.1 1563 1860 11678 11732 2000 

University of 

California, Berkeley 

(US) 

1868 158231 
Physics and 

Astronomy
15.3 1864 2233 18659 18757 1965 

University of 

Cambridge (UK) 
1209 135913 

Physics and 

Astronomy
14.9 4099 644 7966 7977 1990 

California Institute 

of Technology (US) 
1891 62675 

Physics and 

Astronomy
26.3 974 1134 8657 8705 1995 

Princeton University 

(US) 
1764 62273 

Physics and 

Astronomy
20.1 754 945 6123 6136 1998 

Columbia 

University (US) 
1754 112569 Medicine 17.9 676 1403 10425 10484 1998 

University of 

Chicago (US) 
1890 90126 Medicine 21.7 980 1560 11741 11777 1953 

University of 

Oxford (UK) 
1096 122553 

Physics and 

Astronomy
15.2 2658 526 10198 10216 2001 

To
p 

A
S

E
A

N
 

U
ni

ve
rs

it
ie

s 

 National University 

of Singapore 

(Singapore) 

1905 74484 Engineering 17.9 71 0 2171 2180 2003 

University of 

Malaya (Malaysia) 
1949 21563 Medicine 14.9 24 0 445 449 2000 

Mahidol University 1943 20291 Medicine 41.9 0 0 1494 1503 2005 
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(Thailand)  

Institut Teknologi 

Bandung 

(Indonesia) 

1959 2979 Engineering 23.6 0 5 330 330 2001 

International Rice 

Research Institute 

(Philippines) 

1960 2955 

Agricultural 

and 

Biological 

54 15 11 857 861 1972 

Vietnam National 

University 

(Vietnam) 

1945 1230 
Computer 

Science 
15.2 0 0 153 153 2000 

UNIVERSITI 

BRUNEI 

DARUSSALAM 

(Brunei) 

1985 864 

Agricultural 

and 

Biological 

10.4 0 0 222 224 2003 

Institut Pasteur du 

Cambodge 

(Cambodia) 

1953 251 Medicine 44.9 0 0 680 687 2009 

National University 

of Laos (Laos) 
1996 178 

Agricultural 

and 

Biological 

26.3 0 0 171 171 2003 

University of 

Yangon (Myanmar)  
1878 109 Chemistry 13.6 0 1 77 77 1999 

To
p 

M
al

ay
si

an
 U

ni
ve

rs
iti

es
 

University of 

Malaya 
1949 21572 Medicine 14.9 24 0 449 

452 
2004 

Universiti Sains 

Malaysia  
1962 17054 

Material 

Science  
13.3 0 0 808 

811 
1996 

Universiti Putra 

Malaysia  
1969 16322 

Agricultural 

and 

Biological 

15.7 0 0 453 

455 

2008 

Universiti 

Kebangsaan 

Malaysia  

1970 15010 Engineering 15.5 0 0 449 

452 

2004 

UniversitiTeknologi 

Malaysia  
1975 10134 Engineering 26.1 0 0 260 

261 
2004 

UniversitiTeknologi 

MARA 
1956-1965 6784 Engineering 22.5 0 0 305 

307 
2010 

International Islamic 

University Malaysia 
1983 3995 Engineering 19.8 0 0 100 

101 
2007 

Multimedia 

University  
1996 3872 Engineering 27 0 0 275 

276 
2001 

UniversitiTeknologi 

Petronas 
1997 3343 

Computer 

science 
23.5 0 0 77 

77 
2008 

Universiti Malaysia 

Perlis  
2001 2321 Engineering 32.6 0 0 137 

137 
2007 

 

However, top universities in ASEAN countries could averagely publish 11 papers in Nature Journal and 2 papers 
in Science journal. The average numbers of citations for the most cited papers in each university in these three 
groups (world, ASEAN and Malaysia) were 10192, 660 and 331, respectively. Furthermore, the resultsshowed 
39 citations per week for most cited papers in world's top universities while it was 4 citations per weekin 
ASEAN universities (see Table 1, Figure 1).  
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Figure 1. Number of citations in one week for the most cited papers in each university (Top); Publication trend 

(Down) 

 

University of Singapore with 74484 papers was the first in ASEAN countries and was followed by University of 
Malaya with 21563 publications among ASEAN countries. Moreover, the University of Yangon in Myanmar had 
the leastpublications (109) among ASEAN countries.Interestingly, publication trends in ASEAN countries are 
promising compared to the top ten universities in the world (see Appendixes 1 and 2).The rate of publication 
growth between these twodecades was 1.9, 20.9 and 65.5 percentagein top universities in the world, ASEAN and 
Malaysia, respectively (see Figure 1).  

To compare all kinds of publications, the results of ANOVA showed that there were significant differences 
among these three groups. Duncan’s multiple rangetest showed that there wasno significant difference between 
ASEAN and Malaysia universities, while both of them were significantly lower than top ten world universities 
(see Table 2).   

Table 3 shows the correlation between indices (articles, conference papers, review papers, and letters), GDP and 
internet users for these three groups. The results showedthat there was a positive and significant 
correlationbetween GDP and the number of internet users with the number of publicationsin ASEAN and top ten 
Malaysian universities. However, there was a negative correlationbetween GDP and internet users with the 
number of letters published from 1993 to 2002 in Malaysia. Moreover, there was a negative and significant 
correlationbetween GDP and the number of articles published in world's top universities (see Table 3).  

TheR-squared (R2) value presented in Table 4showed some information about the goodness of fit of a model. In 
regression, the R2 coefficient of determination is a statistical measure of how well the regression line 
approximates the real data points. TheR2 of 1 indicates that the regression line perfectly fits the observeddata. 
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TheR2value of 0.584 for ASEAN universities from 1993 to 2002 implies that the two-predictor model explained 
about 58.4% of the variance in publications. Table 5 revealed that based on the reported value of the F-statistic, 
the model fits the data. This means that the slope of the estimated linear regression model line was not equal to 
zero; thus, it confirmedthat there was a linear relationship between publication and the two-predictor variables. 

 

Table 2. A (Welch robust Tests of Equality of Means); B (Pairwise comparison using Tamhane test) 

(A)  

 1993-2002 2003-2012 

 Welch statistic df Sig. Welch Statistic df Sig. 

Article 306.521 137.71 P<0.05 222.531 182.888 P<0.05 

Conference 119.638 135.955 P<0.05 77.143 188.254 P<0.05 

Review 159.91 142.948 P<0.05 221.178 160.595 P<0.05 

Letter 143.944 168.747 P<0.05 101.268 156.708 P<0.05 

Total publication 319.809 137.21 P<0.05 230.36 180.99 P<0.05 

 

(B)* 

Decade 
 

Article Conference Review Letter 
Total 

publication 

19
93

-2
00

2 

Top world 2030.73a 264.1a 124.6a 23.93a 2443.36a 

ASEAN 222.98b 28.76b 6.55b 1.65b 259.94b 

Malaysia  66.58c 8.87b 2.13b 0.78b 78.36c 

20
03

-2
01

2 

Top world 3304.72a 776.77a 374.79a 58.3a 4514.58a 

ASEAN 574.85b 166.54b 35b 7.04b 783.43b 

Malaysia  509.03b 235.81b 22.39b 3.31b 770.54b 

Means with same letter are not significantly different in each column.  

*data are log transformed.  

 

Table 3. Correlation coefficient between the number of articles, conference papers, review papers and letters with 
GDP and internet usage for Top ten universities of the world, ASEAN and Malaysia 

  1993-2002 2003-2012 

  GDP internet GDP internet 

WOELD 

Article -0.042 .229* -0.004 .531** 

Conference 0.178 .232* 0.012 0.158 

Review 0.185 .497** -.443** -0.062 

Letter -0.128 0.137 -.256* .324** 

ASEAN 

Article .723** .611** .779** .800** 

Conference .775** .599** .737** .739** 

Review .565** .574** .518** .705** 

Letter .416** .416** .415** .567** 

MALAYSIA 

Article 0.133 .280** .624** .595** 

Conference .249* .400** .879** .876** 

Review 0.09 0.171 .530** .442** 

Letter -0.03 -0.008 .338** .258* 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
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Table 4. Results of multiple linear regression between GDP and internet usage with total number of publications 
for Top ten universities of the world, ASEAN and Malaysia, respectively   

1993-2002 
  Unstandardized Coefficients Standardized Coefficients t Sig. R2 

group  B Std. Error Beta    

Top world       

0.187 GDP* -1149.03 279.863 -0.408 -4.106 P<0.05 

internet 21.03 4.943 0.423 4.254 P<0.05 

ASEAN       

0.584 GDP* 197.843 70.785 0.214 2.795 P<0.05 

internet 43.194 4.661 0.708 9.267 P<0.05 

Malaysia        

0.063 GDP* 100.412 164.662 0.066 0.61 0.543 

internet 1.771 0.888 0.216 1.994 P<0.05 

* log transformed.  

 

2003-2012 
  Unstandardized Coefficients Standardized Coefficients t Sig. R2 

group  B Std. Error Beta    

Top world       

0.276 GDP* -1461.77 446.388 -0.297 -3.275 P<0.05 

internet 121.544 25.935 0.425 4.687 P<0.05 

ASEAN       

0.551 GDP* 363.724 161.614 0.177 2.251 P<0.05 

internet 42.706 4.983 0.676 8.57 P<0.05 

Malaysia        

0.421 GDP* 6219.755 1339.622 1.141 4.643 P<0.05 

internet -50.131 23.01 -0.535 -2.179 0.102 

* log transformed.  

 

Standardized regression coefficients are presented in Table 4 to explain the importance of two predictors in 
predicting the number of publications. Independent variable with a high beta coefficient is highly important in 
contributing to the prediction of the number of total publications. Based on the beta values obtained, the beta 
coefficient in theworld’s top university was -0.408 and -0.297 for GDP and 0.423 and 0.425 for Internet 
usagebetween 1993-2002 and 2003-2012, respectively. This means that Internet usagehad a much more 
significant influence than the GDP in predicting the number of publications. The results showedthe same issuefor 
ASEAN universities meaning thatin these two decades, Internet usagehad much more significant effects than the 
GDP in predicting the number of publications. Interestingly, GDP had more power (1.141) than the number of 
internetusers (-0.535) from 2003 to 2012 in predicting the number of publications in top ten Malaysian 
universities.  

4. Discussion and Conclusion 
In this study, a comparisonwas made among the top university in each ASEAN country, top ten Malaysian 
universities and the world’s top universitiesregarding the relationship between economic growth and internet 
usagewithpublication productivity from 1993 to 2002 and 2003 to 2012. Shanghai Ranking (ARWU) was used to 
determine the top ten universities in the world as it is the first global ranking of universities to be publishedand 
one of the three most influential and widely observed international university rankings. Moreover, the numbers 
of publications were used to find the first university in each ASEAN country and top ten Malaysian universities 
because most of these universities were not listed in the ARWU, QS, or the Times Higher Education World 
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University Rankings.  

Publication productivity is an indicator of research output and could be used to rank countries and universities 
(Yazit and Zainab, 2007, Narin and Hamilton, 1996, Toutkoushian et al., 2003, Liu and Cheng, 2005, Meho and 
Spurgin). It can also be used to determine author’s productivity or the publication productivity of research 
groups and to assess the productivity of persons in a particular discipline (Liu and Cheng, 2005, Hart, 2000, 
Uzun, 2002, Gu and Zainab, 2001, Fox, 1983, Yi et al., 2008). World's best universities are mostly working on 
physics andastronomy. Institutes whichare working in these fields could publish more papers and get more 
citations. They could publish 144.2% and 709.5% more papers comparedto ASEAN universities in Nature and 
Science journals, respectively (see Table 1). They could alsoreceive 9.8 times more citations per week for their 
most cited papers (see Table 1).  

 

Table 5. ANOVA table 

1993 

ANOVAb 

group Model Sum of Squares df Mean Square F Sig. 

world 1 Regression 1.756E7 2 8781193.216 12.390 .000a

Residual 6.875E7 97 708732.439   

Total 8.631E7 99    

asean 1 Regression 1.656E7 2 8279590.609 52.212 .000a

Residual 1.126E7 71 158575.023   

Total 2.782E7 73    

my 1 Regression 57700.227 2 28850.113 3.281 .042a

Residual 853014.813 97 8793.967   

Total 910715.040 99    

a. Predictors: (Constant), internet, log GDP. 

b. Dependent Variable: total publication. 

 

2003 

ANOVAb 

group Model Sum of Squares df Mean Square F Sig. 

world 1 Regression 5.958E7 2 2.979E7 17.996 .000a

Residual 1.440E8 87 1655372.703   

Total 2.036E8 89    

asean 1 Regression 9.489E7 2 4.745E7 50.153 .000a

Residual 7.379E7 78 946035.347   

Total 1.687E8 80    

my 1 Regression 2.040E7 2 1.020E7 33.387 .000a

Residual 2.658E7 87 305522.329   

Total 4.698E7 89    

a. Predictors: (Constant), internet, log GDP. 

b. Dependent Variable: total publication. 

 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

177 
 

Publication trendfrom 1993 to 2012 in ASEAN and top ten Malaysian universitieswith 20.9 and 65.5% growth 
ispromising compared to the world’s top ten universities (1.9%). ASEAN and Malaysian universities havebeen 
averagely established over the past 66 and 37 years ago, respectively; while the top universities in the world have 
been averagely stabilised 327 years ago. This can be one of the reasons of high trend in publication productivity 
in ASEAN and Malaysian universities. In addition, the growth of publications might be overestimated due to the 
omitted variables, and a reverse causality from GDP to publications will be another possibility to occur.The 
number of publications in Malaysia increased dramatically after 2007 to 2012 (almost 5 times) (see Appendixes 
1 and 2). One of the main reasons for increasing the number of paper publications in Malaysia could be greatly 
concentrating on enhancing the quality of research in the universities which are specific for researching like 
University of Malaya. Specified in the 10th Malaysia Plan, 1% of Malaysia GDP will be spent on the 
development and research projects. Furthermore, the other important reason could be the change of dissertations 
direction from conventional into research-based. PhD students have enhanced 10 times in the past years (there 
were about 4000 students in 2002, while they have increased to 40,000 in 2012). The top ten universities in 
Malaysia are shown in Table 1. It should be mentioned that the first five universities shown are ranked as the 
research universities and get more government funding.  

Thefindings of this study showed a positive and significant correlationbetween GDP and the number of 
publications in ASEAN and Malaysian universities. This finding was in line withthe findings of previous 
research studies that showedpositive and significant correlationbetween education and economic growth 
(Mankiw et al., 1992; Barro, 1991; Bils and Klenow, 2000). Interestingly, there is a negative and significant 
correlation between the number of publications (articles and letters) and economic growth in top ten Malaysian 
universities from 1993 to 2012. Besides, Jin and Jin showed in their recent study that the publication productivity 
affect the economic growth differently in various fields.In top ten universities located in the United States and 
United Kingdom, GDP could not have positive effects to increase the number of publications. While the 
significant effects of GDP on the number of publications were seen in Malaysian universities especially from 
2003 to 2012.  

However, it should be noted that only the effects of GDP and internet usageon publications of recent years were 
evaluated in this study. Since the educational effects are accomplished over longer horizons, further investigation 
of the educational effects using the data that correspond to the stock of publications in earlier years would be 
important.  

Science managers and policy makers in ASEAN countries shouldspend much more percentage of their GDP on 
development and research projects as Malaysia does.Moreover, increasing the number of PhD students and 
changing the universityprograms to paper-based dissertations could be another solution to increase the number of 
publications. Furthermore, it is necessary to find out different ways to improve the quality and visibility of 
theresearch studiesand invest more on research studies that their outputs lead to more rapid economic growth. 
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Abstract 
It is evident from the experience of operating the construction machinery (excavators, bulldozers, loaders etc.) 
that quite often the machinery and its operators are working under severe conditions. Working under threat of 
rock fall, on unstable or contaminated grounds, or debris handling tends to increase the impact of adverse 
occupational environment on the operators’ health. When the operators are at risk, it is advisable to deploy 
remote process control technologies on the work sites. This is what brings research and development of modern 
remote control systems to the top of the chart in order to improve the productivity of machinery, enhance the 
safety and quality of the jobs carried out. The use of remote control will exclude the adverse impact of 
aggressive environment during the process operations. The research allowed to establish that the design specifics 
of the construction and road-making machines enable them to go far beyond the standard process layout giving 
into a much wider range of application, up to aggressive environments. A crawler excavator model was devised, 
imitating the visibility range of the process areas for the manual and remote control systems. Implementation of 
remote control for construction and road-making machines may become a step towards a completely new level 
of interaction within the man-machine-environment system. 

Keywords: aggressive environment, elimination, machine, safety, control system 

1. Introduction 
The designers developing modern construction and road-making machinery have to take into account a variety of 
functionality indices determined by psychophysical capabilities of operators, to ensure efficient and safe 
operation within the man-machine-environment system. 

It is due to the fact that, as long the industry development intensifies and new machinery is conceived, the 
operators’s activity is becoming increasingly complex and subject to stresses. The functional specifications of 
construction and road-making machinery do not at all times meet the requirements of the sites where it is 
operated. This results in deployment of substandard process layouts, which, in turn, leads to impaired efficiency 
and increased labor consumption (Khmara and Shatov 2012; Romanovich and Kharlamov, 2009). Such 
production sites feature specific operational conditions, whether natural and climatic or due to the highest level 
of man-made impact. Ensuring quality and safety of the operational tasks under such conditions becomes a real 
challenge, and the environment conditions set thresholds for the operator’s work. On great many occasions, 
when the personnel’s actions prove to be wrong, it is not due to poor skill level (though the there are many 
problems on this side as well) but to the mismatch between the machinery’s design features and human 
capabilities (Scopylatov & Yefremov, 2013). The physical environment of the production site has to correlate 
with the human performance features, and only then one can expect high productivity from him/her (Munipov & 
Zinchenko, 2001). Certain conditions demand from operators to use their psychophysical capabilities to the 
utmost extent, which, under adverse operational environment, may provoke erroneous actions, resulting not from 
poor skill level but from the mismatch between the machinery’s design features and the operational environment, 
on the one side, and human capabilities. 

Adverse factors in the operational environment provoke occupational diseases of operators, often resulting in 
permanent disability (Poroznuk et al., 2012). The operators of construction and road-making machinery are 
subjected to continuous vibration loads, noises, and dust, which can give rise to hand-arm vibration syndrome, 
hearing disturbances, diseases of peripheral nervous system, locomotor and respiratory diseases. Unfortunately, 
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the design of modern digging and road-making machinery fails to ensure protection of operators from adverse 
factors caused both by operational environment and the machines (Zorin et al., 2009). 

A wide range of operational tasks require to limit the presence of operators on the production site (Kajita et al., 
2006). Listed below are examples of construction and road-making machinery operation involving increased 
adverse effects: 

- mining and concentrating mills, mines, ore dressing mills, open pits for commonly occurring minerals, 
construction material works; 

- animal burial sites (anthrax); 

- waste dumps, sanitary landfills for solid household waste and toxic chemicals; 

- demolition of buildings and debris handling; 

- mitigation of radiation accidents and incidents involving detection of uncontrolled radiation sources. 

Various transport, digging, filling, compacting, and crushing machinery is used at the above sites, all subjected to 
aggressive environment and quickly going out of service. 

If we consider a specific machine as a complex unit of equipment, the principal natural, climatic, and 
environmental factors produce the following impact on it: 

- High temperature: reduced viscosity and modified structure of diesel fuel, lubricants, pressure and process 
fluids, impaired cooling of internal combustion engines, accelerated ageing of rubber seals and other insulating 
materials. 

- Low temperature: increased viscosity of diesel fuel, congealed lubrication oils and solid greases, frozen 
condensate in pneumatic systems, reduced toughness of steels, hardened and embrittled rubber seals. 

- Increased humidity: accelerated corrosion of steel parts, reduced insulation resistance, water intrusion into fuel 
and process liquids, mold build-ups. 

- Reduced humidity: thickening lubrication oils, drying out seals, fracturing insulation materials. 

- Sun radiation: changing coefficient of friction for friction materials, accelerated ageing of polymer coatings. 

- Wind: drying of materials, increased heat output of machine parts and extra strain on them. 

- Dust: changing coefficient of friction for friction materials, clogging of ducts and reduction of air flows, 
impaired cooling and ventilation, build-up on heated surfaces reduces heat exchange, and intensely heated items 
may become a source of ignition. 

- Aggressive environment: accelerated deterioration of materials. The following groups of environments is 
among the most widespread: potent oxidizers (nitric, chromic acids etc.); mineral and organic acids (phosphoric, 
acetic acids, etc.); alkali; organic compounds (petroleum products, etc.); halogen compounds. Aggressive 
environments can produce chemical transformation, deterioration, cracking, stiffening, etc. 

Therefore, research of machinery operation and operators’ activities within the single man-machine-environment 
system emphasizes the importance of finding new ways to reduce the risk of human errors and enhanced 
operational safety of construction and road-making machinery. 

2. Materials and Methods 
Working under complicated operational conditions relies on operation, upkeep, and maintenance costs of 
machinery. If insufficient capacity, inappropriate or unreliable equipment is selected, early failures may occur 
which, under urgent work pressure, may prove to be critical. 

Special operational conditions for machinery are accounted for at the stage of design and manufacture. Modern 
equipment is manufactured in various climatic options as regards their fitness for operation in various 
macroclimatic zones: for cold, moderate, arid, or humid tropical climate. Standard machinery greatly outnumbers 
the specialized options, which is due to overwhelming proportion of brown field areas with moderate climate, as 
well as to manufacturing industrial facilities, production cost of machinery etc. In this connection, it is necessary 
to adapt standard machinery to special operational conditions by means of special refit and by changing their 
modes of operation (Karakulev et al., 1991). Such necessity arises during operation of standard machinery in 
climatic areas with high temperature fluctuations or when it is required to operate such machinery in a variety of 
meteorologic conditions (Kudryavtsev, 2006). 

To adapt process systems to their operational conditions, proven methods are used to refit such systems, thus 
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obtaining high efficiency of standard equipment under special conditions. The solutions improving the efficiency 
of machinery have to be coordinated against each factor affecting the productivity (purpose, operational 
environment, operating mode, technical condition, technologies deployed) and the duration of the machinery 
operation, as well as any possible variations of all these factors. Therefore, the aggregate range of impact for 
each specific factor builds into the set of positive/adverse factors affecting the productivity of process systems. 

Analysis of the man-machine-environment system enables to suggest a way to reduce the impact of aggressive 
environment on such system: 

- Develop a set of activities which have to include the selection and setup of specialized equipment; 

- Remove the operator from the potential hazard area where the operations are carried out by implementing 
remote control; 

- Comprehensive integration of technology to improve efficiency, safety, and enhance quality control of the 
processes and remake them into a single high added value production line. 

This is what brings research and development of deploying modern remote control systems in construction and 
road making machinery to the top of the chart in order to improve the productivity of machinery, enhance the 
safety and quality control of the jobs carried out. There is a widespread solution for such tasks: a team of 
equipment enabling two operation modes, direct or remote, depending on the operational conditions (Michael, 
2012; Martin, 2011). 

3. Informative Part 
1) Currently the electronic control systems of construction and road making machinery are monitoring and 
optimizing the operation of the engine, hydraulics, all sensors and operating controls, and ensure that 
information is shown on the display. The consistent operation of such electronic control systems is due to digital 
communication and control features applied. Operators may use the electronic control system to adjust the 
operating force and receive feedback about the condition of and load on such machinery resulting from 
interaction with the objects (Safford, 1973; Robert S. et al., 2002). Reliable feedback is ensured between the 
operator and equipment, to monitor the reaction force when actuators contact the working surface. The existing 
level of construction and road making machinery and the capabilities of radio electronic features enable creation 
of a set of radio devices which can be applied to provide remote control over operation of specialized machinery 
under a variety of conditions. 

The capability to handle the necessary process operations is the key functionality for construction machinery 
remote control systems. It can only become possible subject to a fail-free control of the actuators of such 
machinery, which requires a homogeneity and optimization of operation for all units and modules. The 
construction machinery control system operation can divide into the following tasks: 

a) Principal: a set of control features to carry out the machinery operational cycle (its core function). 

b) Auxiliary: a set of auxiliary features enabling control between the operational cycles. 

c) Visual and spatial control of process operations. A system of cameras, microphones, positioning sensors, and 
data from the electronic control console enables visualization of parameters and positioning of the machinery 
and of the working members of its actuators. 

The remote control system must be capable to handle the above tasks. At the same time, it must ensure feedback 
regarding the force impacting each of the actuators.  

The coordination between the operations of such machinery can be ensured using the Master-Slave system 
already widely spread in modern construction equipment (Hirabayashi, 2006). 

A typical Master-Slave system is a team of coordinated devices consisting of the following systems: 

Master: controls one or several other devices (servo units). 

Slave: is set up to operate under control, ensuring that the operating forces are applied consistently with the 
gearing diagrams of the operational equipment and using the installed feedback system, and features a set of 
information features to ensure detection of mechanical loads during the operations. 

Master-Slave system enables control of motions of working members and sends signals describing such motions 
of each working member, enabling their realtime positioning (Hirabayashi, 2006). Feedback ensures adequate 
effect, based on the force applied by the operational equipment to the working surfaces. Such interaction ensures 
the degree of “sensitivity” between the components of the man-machine-environment system, thus promoting the 
process quality. 
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Also, there are a wide variety of remote controllers for construction and road-making machines. Examples are 
listed in the following patents (US №6219589B1/2001, EP №0976879B1/2006, US №5448479/1995, US 
№6907029B2/2005, WO №091395A2/2008, WO №078811A1/2002, US №7890235B2/2011, US № 
8272467B1/2012). Common feature in the present inventions is the using the remote control unit or organized 
remote stationary point for the remote control. 

 
Figure 1. Remote controllers for construction and road-making machines: 1. the remote stationary point for the 

remote control; 2. the remote control unit 

 

2) Generally speaking, the proposed modern single-purpose remote control systems for construction machinery 
operate as follows (fig. 2.): The electronic control unit 1 gathers (detects) and generates a control command uk1(t) 
based on the inputs and source information e(t) about the condition of the controlled equipment 3 taking into 
consideration the feedback channel 4 data. Then formed information uk1(t) is supplied to the control channel 2, 
the operation of which is determined by radio RC, or laser channel LC. The control channel 2 is determined by 
the corresponding output data uk2(t). Then commands are transmitted to the control object 3. As a consequence 
arising from this distortion e1(t), the information uk2(t) comes to the object may be slightly different from uk1(t). 
Signals in the facility management are also affected the possibility of distortion e2(t). The feedback channel 4 
detects adequate effect, based on the force applied by the control object 3 to the working surfaces, and returns 
the operational data to the electronic control unit 1. 

 
Figure 2. The scheme of a remote control system of construction machines 

 

The necessity to use a wide radio frequency range to ensure a reliable communication channel without cross 
distortion or jamming, is a serious drawback of remote control systems. The operational conditions may impose 
limitations on the radio channel if side electronic noises are present (Ustinov et al., 2006). 

3) To assess the ergonomic features created by application of construction machinery remote control, a 3D model 
of a crawler excavator using SolidWorks CAD software. The range of visibility is one of important ergonomic 
features for any vehicle. The range of visibility means the excavator’s design feature describing the objective 
possibility and conditions for the operator to perceive visual information information for a safe and efficient 
control of the vehicle. To this end, the visibility diagrams were drawn for various operational conditions and 
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means of control (manual or remote) for such machinery. 

Based on orthogonal drawings of the excavator, a 3D model is built based on the following list of parameters: 
viewing angle, eye transition and staring time, visibility sector. The principal visibility range indicator is the 
distribution of attention between the preferred and occasional surveillance items. 

- the preferred surveillance items include: operational positions of the shovel, shovel boom, levees, vehicles etc.; 

- the occasional surveillance items include: tracks, control console, information panels etc. 

And to carry out the visibility range for the excavator under two control modes, visibility diagrams were drawn 
for civil structure dismantling. Dismantling a building in cities with an excavator is a widespread practice, as 
certain other controlled demolition techniques (such as pinpoint blast) sometimes are impossible to use. In this 
case the process visualization for different types of control will enable to feel the difference between the 
conditions of the two control modes (Volkov, 2013). 

 
Figure 3. Process visibility from the excavator cabin 

 

Inside the excavator cabin, a virtual point is selected to model the operator’s glance, the visibility degree from 
the workplace will depend on the position of the cabin and operator’s seat inside it, design of window apertures 
and quality of glasses and mirrors; it is also necessary to account for the possibility for the operator to change the 
position of his/her torso (e.g. upfront or leaning forward). 

 

Figure 4. Process visibility from the remote control point 
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The remote control system grants a freedom of choice for the remote control point, thus enabling the operator to 
select both a convenient and safe position from which visual monitoring over the process operations is possible. 

Therefore, the visibility diagrams enable to assess the adequate visibility of the preferred and occasional 
surveillance items under different control modes. The operator using remote control is able to continuously 
monitor the changing conditions of the working area and give a more substantiated judgment on such factors as 
safety and quality of work, thus improving the efficiency of the machinery operation. The working area image 
can be delivered using 3D models or with extra cameras and data read from computers, which, in turn, enhances 
the possibilities to monitor the process system as a whole (Steven & Curtis, 2012; CMT, 2013). 

4. Discusission 
We established that the design specifics of the construction and road-making machines enable them to go far 
beyond the standard process layout giving into a much wider range of application, up to aggressive and 
hazardous environments. Such conditions may become incompatible with the normal psychophysical loads on 
construction machinery operators, resulting in a variety of adverse effects. There are modern examples of 
successful deployment of remote control over machinery. In 2010 Brodrene Gjermundshaug Anlegg AS. was 
busy reclaiming the territory of a former military firing range on the territory of the actual Dovre National Park 
(Norway). The hazard consisted in the occurrence of many unexploded shells in the ground. One of the operators, 
Havard Thoressen, said: “It was quite a strange bit of experience, learning to do my normal job sitting in a steel 
box miles away from the place I am actually working at. It took me about two weeks to get used to the new way 
of working. First we had some difficulties to retain control over everything, but now there are no more problems” 
[CM, 2010]. This is the justification for remote control system implementation in operation of construction and 
road-making machines in aggressive environments, to reduce psychophysical loads on the operators and enhance 
their safety. 

5. Consclusion 
Operational and design are the two types of requirements applied to the construction machinery remote control 
systems. 

Operational requirements consist in fail-safe and reliable operation of all remote control systems under the given 
weather and climatic conditions. The importance of this condition is due to the fact that the current development 
of equipment mostly targets its improved precision and implementation into control systems of high speed 
computers assuming an increasing amount of the operators’ functions. Such control systems are complex and 
contain many different components. Whereas a failure of any single component may disturb the operation of the 
entire system, it is, therefore, of utmost importance that all components and the system as a whole should be 
highly reliable [Bogomolov, 2008]. 

Design requirements consist in quality of the installed features’ operation. It must have minimal dimensions and 
weight, resist overloads, and be immune to vibration. These features should be operable under a wide range of 
temperatures, humidity, and pressure. 

Remote control features fitted on the construction machinery will increase its base cost up to 30%. Taking into 
account the process operations carried out by the machinery and the conditions of such operation, the 
development of remote control sets for such machinery must be based on the value added. This consideration is 
viable both to design new machinery and to retrofit the existing equipment. For the latter, to avoid excessive 
costs, onboard equipment may be installed without any material redesign of the machinery. The consideration of 
extra costs is overshadowed by the totally different level of safety and comfort offered by the remote control 
systems. 

At this stage of the research we established that the design specifics of the construction and road-making 
machines enable them to go far beyond the standard process layout giving into a much wider range of 
application, up to aggressive and hazardous environments. Such conditions may become incompatible with the 
normal psychophysical loads on construction machinery operators, resulting in a variety of adverse effects. 
Justification was provided for remote control system implementation in operation of construction and 
road-making machines in aggressive environments, to reduce psychophysical loads on the operators and enhance 
their safety. 

Further research will focus on the technical aspects of the project safe and effective system of remote control of 
Construction and Road-Making Machines. 
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Abstract 
In this work, a new technique based on Genetic Algorithm for designing multivariable PID filter controller has 
been developed and applied to gasifier control of ALSTOM benchmark challenge II. The coal gasifier is the 
main component in Modern power generation. Coal gasifier involves several performance and robustness 
requirements in addition to actuator constraints under three operating loads (no-load, 50% and 100% load). The 
proposed GA optimises the tuning parameters of PID constants in terms of robustness and performance. The 
optimised controller meets all design objectives under all operating conditions. Robustness of the controller is 
tested for step and sinusoidal pressure disturbances applied at the inlet of throttle valve along with increase and 
decrease of calorific value of fuel fed-in (coal). Simulation results obtained confirmed the superiority of 
proposed technique for gasifier problems. 

Keywords: ALSTOM gasifier, MIMO system, gasifier performance, gasifier control, PIDF controller, Genetic 
Algorithm 

1. Introduction 
Coal gasifier plays an important part in clean coal power generation. It converts coal into syngas under high 
temperature and pressure. Control of gasifier becomes vital in producing syngas with higher efficiency. In this 
context, ALSTOM, the UK power generation centre, posed the benchmark challenge II to design controller for 
gasifier that incorporates pressure disturbance test as well as coal quality variation test. The MATLAB 
SIMULINK model (Dixon et. al., 2006) given by ALSTOM controller design should satisfy the design objective 
for output magnitude and rate of constraints at the input under three operating loads (no-load, 50% and 100% 
load). In this paper, optimised Proportional Integral and Derivative filer controller is designed. Even though, 
many optimisation algorithms exist, Genetic Algorithm is mainly used to solve global optimization problems 
existing in power systems. In spite of its high computation time, GA based techniques are highly preferred, 
because GA works with population of solutions rather than with single solution. In this paper, the parameters of 
Proportional Integral Derivative controller with filter approach are optimised using Genetic Algorithm and 
multiobjective problem existing in gasifier is converted into single optimisation problem and can be taken as 
objective function. 

1.1 Gasifier Plant 

Gasifier is a chemical reactor with five inputs (coal flow, air flow, steam flow, limestone flow and char extraction 
flow) and four outputs (pressure, temperature and calorific value of syngas and bedmass). Coal reacts with steam 
and air to produce low calorific value fuel gas and char. Limestone is added to capture sulphur content in the coal. 
Oxygen in the fluidising air combine with carbon present in char to form carbon monoxide and carbon dioxide. 
Though several endothermic and exothermic equations occur, the main equations involved in gasifier are 

C+O2                CO2                                (1) 
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C+1/2 O2                   CO        (2) 
Equations 1 and 2 are exothermic gasification. 

The carbon-dioxide reacts more with carbon to form carbon-monoxide. Also steam reacts 

with carbon to form carbon-monoxide and hydrogen. 

C+CO2    2CO                                       (3) 
                             C+H2O                          CO+H2O                   (4) 

Equations 3 and 4 are endothermic reactions.   

The un-reacted char is added to the bed, which is maintained at a constant height and will be removed 
periodically. The fuel gas is filtered and combusted in a gas turbine to generate electricity. As a result, one of the 
disturbances is a change of downstream pressure (Pressure test) at the gas turbine throttle valve. The coal quality 
of syngas also affects the power generation (model error test). The objective of benchmark challenge II is to 
control the gasifier system with step and sinusoidal pressure disturbances (Psink) with increased and decreased 
coal quality variations. The objective is to control the gasifier maintaining the steady state value of output 
variable within the limit as well as maintaining the rate of constraints at the input as shown in table 1 and 2. A 
group of authors attempted different methods such as Model predictive control (Al Seyab et. al., 2006), H∞ 
(Gatley S.L, 2006), optimal PI controllers (Gatley et. al., 2004, Simm et. al., 2006, Koteeswaran et. al., 2014, 
Xue Y et. al., 2010), Fuzzy gain scheduled controller (Yong wang, et. al., 2009) and suggested  suitable   
controllers. While these methods have provided desirable solutions, certain segments remained unattempted 
especially with respect to coal quality variations as shown in table 3. 

 

Table 1. Output variables with allowable limits 

Output variables Steady state value 
for 100% load 

Steady state value 
for 50% load 

Steady state value 
for 0% load 

Limits 

Calorific value of syngas (CVGAS) 
in MJ/Kg 

4.36 4.49 4.71 ±0.01 

Bed mass(MASS) in Kg 10000 10000 10000 ±500 
Fuel gas pressure (PGAS) in bar 20.1 15.5 11.2 ±0.1 
Fuel gas temperature (TGAS) in K 1223.1 1181.1 1115.1 ±1 
 

Table 2. Input variables with allowable limits 

Input variable  Maximum value in Kg/s Minimum value in Kg/s Peak rate in kg/s2 
Coal flow (WCOL) 10 0 0.2 
Air flow (WAIR) 20 0 1.0 
Steam flow (WSTM)  6 0 1.0 
Char Extraction (WCHAR) 3.5 0 0.2 
 

Table 3. Various controller methods for ALSTOM benchmark challenge II 

S.No. Authors Controller methods Change in calorific value with a wide 
band of ± 18% at three operating 
loads- 0%, 50% and 100% (Coal 
quality test) and pressure 
disturbance test 

1 Anthony 
Simms et. al., 

Multi objective optimization approach Results are not shown for coal quality 
test. Results are available only for 
pressure disturbance test. 

2. Sarah 
Gatleyet. al., 

H-infinity design approach Results are not shown for coal quality 
test. Results are available only for 
pressure disturbance test. 

3.  Wilson et. al., state estimators to improve on the base 
line performance 

Results shown for  +18% coal quality 
variations 

4. Y. Cao et. al., Model Predictive controller Results shown for 100% load 
exceeding the specified output limit  
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5 Yong Wang  Study on Fuzzy Gain-Scheduled 
Multiple Mode Predictive 
Control of ALSTOM  
Gasifier Problem 

Results not shown for coal quality test. 
Results are available only for pressure 
disturbance test. 

    
6 R.Kotteswaran 

and 
L.Sivakumar  

 
 Performance evaluation of optimal PI 
controller for ALSTOM gasifier during 
coal quality variations 

Results shown for +18% to -7% for 
sinusoidal disturbance at 0% load . 
 

 

2. Proposed Genetic Algorithm based PID Filter Controller  
PID controllers are widely used for complex chemical processes and engineering systems.  

The structure of PID controller is given by 

C(s) = Kp(1 +		 +Tds )=P(1+I( 	)+Ds)                                                   (5) 

However, one of the most common problems associated with PID is with the synthesis of derivative action. The 
ideal derivative has very high gain and susceptible for noise accentuation (Aström et. al., 1995). Hence the 

authors have chosen PID filter controller whose derivative action is represented as D =	 	
. Here Tf is called 

filtering time The transfer function of a PID controller with a filtered derivative is give in equation (6) 

C(s) = Kp(1 +		 +		 			) = P(1+I( 	)+D( ) )     (6) 

and are schematically shown in Figure 1. 

 

 

 

 

 

 
 
 
 

Figure 1. Schematic for PID filter controller 

 

2.1 Problem Formulation and Implementation 

PID tuning can be performed using techniques like empirical methods such as Zeigler Nicholas method (Aström 
et. al.,1995), analytical methods like root locus technique (Blasco et. al., 2000) and optimisation methods such as 
Lopez and Ciancone methods (Marlin et. al., 1995). The PID values obtained through these methods can be 
applied to a system operating in an particular operating point. When the system is operating under different 
operating zones, genetic algorithms can be used to tune PID parameters taking all non linearities and process 
characteristics into account. 

Genetic Algorithms are the optimisation techniques which apply the law of natural selection to achieve 
polulation in a search space (Deepa et. al., 2009). The search space is the objective function. They use 
probalisitic transistion method to obtain population of solution called individuals or chromosomes that evolve 
iteratively. Each iteration is called generation.  
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2.2 Objective Function for Pressure and Coal Quality Disturbance 

For the proposed PID filter controller, step disturbance in Psink is applied to closed loop system and IAE 
(Integral Absolute errors) are calculated for over 300 seconds. The objective function for step and sinusoidal 
disturbance in Psink are given in equations (7) and (8). 

f1(x)step = (t) – (t)│                      (7) 

                             f2(x)sine = (t) – (t)|               (8) 

similarly the objective function for coal quality change is given in equation  (9). 

                             f3(x)CV of coal = (t) – (t)│                            (9) 

where f1(x) step is the objective function for step disturbance of -0.2 bar applied at Psink 

f2(x) sine is the objective function of sinusoidal disturbance of amplitude 0.2 bar and 0.04Hz frequency applied 
at Psink. f3(x) cv of coal is the objective function for disturbance at fuel fed-in. 

yjisp (t) is the steady state value for output number i at operating load. 

i=1 means CV of syngas; i=2 means bedmass output; i=3 means pressure output of the syngas; i=4 means 
temperature output for syngas; also j=1 means 100% load; j=2 means 50% load and j=3 means 0% load.  

yij (t)= measured output value at the three operating loads. 

D(x) = f1(x)step+f2(x)sine+f3(x) CV of coal is the fitness value. 

The objective is to minimise D(x) 

2.3 Objective Function for Output Constraints 

When the disturbances are applied, the controller must be tuned in such a way that output limits should not 
exceed. 

                               Cstep =                               (10) 

    Csine =                                   (11) 

where = measured variable  for output i at operating point j 

 = steady state value for output i at operating point j. 

Di = allowable deviation of output i 

Combining equations (10) and (11), the output objective function is given by  

O = max (Cstep, Csine ) 

Therefore, the overall objective function is to minimise D(x) if O <1.  
The procedure for optimising PID filter controller with genetic algorithm is given below: 

1. The PID tuning parameters (P,I,D,N) must be encoded in real numbers or vectors or binary strings 

2. Population size and limits are noted  

3. Normalised Geometric selection is applied to select any random values of parameters based on fitness value. 

4. Reproduce the selected parameters to get optimised solution. 

5. Arithmetic crossover and uniform mutation are performed to alter the parameters to optimised values. 

6. Calculate the fitness value D(x) for each iteration 

7. Repeat steps   8-10 for ‘n’ off springs 

8. Using fitness function, find value of error in the Generation.  

9. The parameters with highest fitness value are chosen as the final parameter values. 

10. If the obtained values are not up to the mark, repeat step 2 
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The flow chart for GA based PID tuning is shown in Figure 2 and tuning parameters obtained by proposed and 
other methods are given in Table 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flow chart for PID tuning using Genetic Algorithm 
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Table 4. Tuning parameters by various controller methods 

Parameter  Baseline 
PI[Dixon 

2006] 

Multi objective 
PI controller 
[Xue et. al., 

2010] 

Optimal PI 
[Kooteeswaran 

et. al., 2014] 

Multivariable 
PID [Farag 

2006] 

Proposed GA based PIDF 
controller 

CV_Kp  -0.1226e-
03 

-0.016972 -0.2937e-03 0.000044 -0.002098 

CV_Ki  0.80e-03 -0.024813 0.747e-03 0.000068 0.000362 

CV_Kd - - - 0              0 N=100 
BM_Kp  0.145070 0.18498 0.227116 -0.000367 0.000260 
BM_Ki 1.032797 1.741 1.857655 -0.000113 0.000147 
BM-Kd - - - 0 

 
              0.2163021  N=100

Pr_Kp  0.201e-03 0.0003055 0. 1558e-03 1.16e-05 
 

0.000189 

Pr_Ki  0.656e-04 0.00001077 0. 51e-04 0.000118 0.000011 
Pr_Kd - - - 0.00026               0.00001      N=100
Tg_Kp  1.701288 2.2825 1.692696 2.622e-02 1.724918 
Tg_Ki 0.009479 0.097237 0.009555 0.3881 0.009927 
Tg_Kd - - - 0.512         0.151923 N=0.001574
 
3. Simulation Results and Discussion 
The performance of gasifier during coal quality along with step and sinusoidal disturbance in PSINK is of prime 
concern according to challenge II. Coal quality is allowed to change incrementally within the range ± 18% with 
respect to design value of the coal, and the transient performance of the gasifier output variables are monitored 
using MATLAB/ SIMULINK simulation tools. A step disturbance of -0.2 bar from the steady value of Psink and 
sinusoidal disturbance of 0.2 bar as amplitude and 0.04 Hz are applied along with ± 18% calorific value of coal. 
Further, an auto tuning option has been chosen. 

 The simulation responses pertaining to the change in calorific value of the fuel along with step and sinusoidal 
disturbance in Psink are shown in figures 3 -14. For the purpose of analysis, the input and output limits within 
which the input and output variables should lie during transient region are shown in Table 1 and 2. 

3.1 Step Disturbance at Psink Coupled with ±18% CV of Coal Variation 

Figure 3 shows that the output variables (pressure, temperature and calorific value of the syngas) are reaching 
the respective set point values (11.2 bar, 1115.1 K and 4.71 MJ/Kg) corresponding to 0% load. Figure 4 shows 
that the input variable flow rates for coal air and steam are also within the allowable limits corresponding to 0% 
load. Similar figures for input and output variables corresponding to 50% and 100% loads are shown in Figure 4-
8. It is observed that Coal flow rates are deviating from the allowable band at 100% load for coal quality 
variation in the negative direction. 

3.2 Sinusoidal Disturbance Coupled with Coal Quality Variations 

Figure 9 shows that the output variables (pressure, temperature and calorific value of the syngas) are reaching 
the respective set point values (20 bar, 1223.2 K and 4.36 MJ/Kg) corresponding to 100% load. The input 
variable flow rates for coal air and steam are also within the allowable limits corresponding to 100% load. 
Similar figures for input and output variables corresponding to 50% and 0% loads are shown in Figure 10 to 
Figure 14. 

However the following deviations have been observed during the sinusoidal disturbances: 

 Coal and steam flow rates are deviating from the allowable band at 0% load for coal quality variation in the 
negative direction. 

 Temperatures of syngas are not within the limit for 100% load when the coal quality is increased to +18%. 

It has been observed that GA based PIDF controller applied to lower order modelling provides better results 
during all situations as compared to (Dixon et. al., 2002, Simm et. al., 2006, Farag et. al., 2006, Koteeswaran et. 
al., 2014). 
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Figure 3. Output and Input response for +18% coal quality change with step disturbance for 100% load 

 

                 

Figure 4. Output and Input response for -18% coal quality change with step disturbance for 100% load 

 

     

Figure 5. Output and Input response for +18% coal quality change with step disturbance for 50% load 
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Figure 6. Output and Input response for -18% coal quality change with step disturbance for 50% load 

 

           

Figure 7. Output and Input response for +18% coal quality change with step disturbance for 0% load 

 

        

Figure 8. Output and Input response for -18% coal quality change with step disturbance for 0% load 
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Figure 9. Output and Input response for +18% coal quality change with sinusoidal disturbance for 100% load 

 

              
Figure 10. Output and Input response for -18% coal quality change with sinusoidal disturbance for 100% load 

 

               

Figure 11. Output and Input response for +18% coal quality change with sinusoidal disturbance for 50% load 
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Figure 12. Output and Input response for -18% coal quality change with sinusoidal disturbance for 50% load 

 

  

Figure 13. Output and Input response for +18% coal quality change with step disturbance for 0% load 

 

   

Figure 14.  Output and Input response for -18% coal quality change with step disturbance for 0% load 
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4. Conclusion 
Considering the four inputs (char flow rate, coal flow rate, air flow rate and steam flow rate) and four outputs 
(pressure, temperature, calorific value of syngas and bed mass), an appropriate 4x4 MIMO model has been 
formed for gasifier. PID controllers have been augmented with these models and a simulation setup has been 
made in MATLAB environment for various disturbance analysis. The overshoot and under shoot related to 
various process parameters such as pressure, temperature and calorific value of syngas (the transient 
performance requirements of gasifier) are found to be well within the limits during step and sinusoidal variations 
at Psink (output side) along with coal quality variations for different loads (0%, 50% and 100%). The variation 
and rate of variation of the input variables (manipulated variables) are also found to be well within the specified 
limits. These results fulfilled the requirement of challenge problem II.  
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Abstract 
The article considers spline approximation as one of efficient methods of modeling economic dynamics. Spline 
approximation of economic dynamics allows carrying out qualitative and accurate transition from discrete values 
of a lattice function to a continuous model of a process, which allows calculating values of a studied index at any 
time point (interpolation). Spline representation improves the quality of economic dynamics modeling while 
saving the real values of the studied process at each time point. In this article, differentiation of spline models is 
used for analysis of the economic indexes growth rate. Correlations are detected and itemized by comparison of 
derivatives. The possibility of detecting "latent trends" is demonstrated by differentiation of spline models of the 
dynamics using the example of economic indexes of the oil and gas market of Russia. For example, in the first 
case, we consider spline models of the dynamics of export prices for oil and natural gas. Here, the correlation of 
the studied indexes is obvious and is detected by both calculation of the correlation ratio and visualization of the 
studied rows of dynamics with spline models. As an opposite example, we consider the dynamics of the volumes 
of oil and natural gas export. In this case, we gain the correlation ratio close to zero, which is to evidence 
absence of correlation. Modeling of the studied dynamics with cubic splines also does not detect any correlation 
between the dynamics of volumes of the oil and gas export. Our assumptions about "latent trends" are also 
confirmed by differentiation of spline models – the correlation between the change rate of the volumes of the oil 
and gas export is detected. Use of spline functions at economic dynamics modeling is determined with such 
positive properties of theirs as continuity, flexibility, differentiability, the property of minimal curve, etc.  

Keywords: correlation, approximation, dynamics, splines, derivative, rate, export, oil, natural gas 

1. Introduction 

Modern processes in the economy flow with permanently changing accelerations being exposed to the impact of 
an unstable set of factors. For analysis of correlations, the classical econometrics (Pinto, 2011) uses the popular 
correlation method. Depending on the value and the sign of the correlation ratio, the conclusions on presence and 
proximity of the correlation are made. However, the correlation ratio allows evaluating the interdependence of 
the studied indexes only in general terms, i.e. on the average for a whole row or a part of the row.  

The values of the indexes of the economic process are usually represented in the form of discrete values of a 
temporal row, i.e. are described with a certain lattice function. However, the lattice, discrete, or table 
representations of the economic variables do not allow carrying out qualitative analysis of the continuous 
economic dynamics for a number of reasons, namely: 

• there is no term “derivative”, representing the trends of an economic process; 

• the conceptual absence of interpolative “smoothing” of the lattice, i.e. the impossibility to find the values of 
the function within the intervals between the nodes; 

• the impossibility to forecast the behavior of the economic indexes through extrapolation of the continuous 
analytical model; 

• The impossibility to determine the phase relations in each economic process, build phase patterns, find 
phase parametric interdependencies between the behavior of certain indexes, etc.  

For the analysis of the continuous inertial dynamics of the economic process, the necessity rises to build such a 
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model, which could detect unambiguously interpreted analytical and quantitative correlations, allow deducing 
formal consequences from them, detect the properties, construct laws, and forecast the development of the 
process. Such opportunities for a researcher are found at modeling economic dynamics with splines (Wang and 
Yu, 2014; Oh, Kim and Hong, 2008; Sekigawa, 2011). 

Splines are piecewise-polynomial functions determined on an interval [a, b] and having a finite number of 
continuous derivatives within this interval. The word “spline” means a flexible ruler used for drawing smooth 
curves through the given plots on a plane. 

Spline appeared in the approximation theory as auxiliary means for proving the Weierstrass theorem and direct 
theorems of the theory of polynomial approximations as far back as in the times of Lebesgue and Jackson. 
Spline-based approximations (Schoenberg, 1968) also naturally occur at researching quadrature formulas. Spline 
approximation (Schoenberg, 1970) was also systematically studied and actively propagated by Schoenberg 
(Schoenberg, 1979) in the problems of numerical mathematics (Schoenberg, 1983).  

2. Materials and Methods 
Use of spline models can efficiently complement the correlative approach to the correlations analysis. 
Comparison of the first two derivative cubic splines approximating the studied dynamics can detect the “latent 
trends” of the economic dynamics.  

Mathematical splines are a set of correlated “pieces” of power polynomials, which represent a process in 
intervals between nodes. Splines consist of intervals of a small order polynomial, which converge in the given 
nodes of the process (the nodes of its lattice function). A mathematical spline of qth order is continuous and has a 
(q – 1) continuous derivative, qth derivative can be subject to discontinuity in the junction plots (lattice nodes) 
with the finite jump (Ahlberg, Nilson and Walsh, 1972). The pieces of a spline converge in the nodes in an 
optimal way, so that the values of the function and all its derivatives to the left and to the right would coincide, 
i.e. ( ) ( )( 0) ( 0),  0,1, 2... ,  1...k k

i if x f x k q i n     . Then ( ), '( ), ''( ),...f x f x f x  become continuous functions 
throughout the whole interval [x1..xn]. 

At modeling continuous economic dynamics, the model accurately goes through the discrete nodes of the 
process; thus, an approximating polynomial with further interpolation of the function values at any plots between 
the nodes is obtained. 

The following sequence of actions is suggested in the economics as the method of analysis of correlations by 
differentiation of spline models (Ilyasov, 2009): 

1) Economic processes are analyzed for presence of correlation dependence; 

2) Mathematical models of the economic dynamics are built by approximation with cubic splines (Ilyasov, 
2008); 

3) By differentiation of the obtained spline models, we obtain the models of the growth rate of the studied 
dynamics; 

4) By visualization of the derivative spline models (Ilyasov, 2013) of the studied dynamics, we make 
conclusions about the presence of correlation and about the correspondence of the results of the analysis to 
the calculated correlation ratios.  

3. Results 
As the empirical base of the research, we take the economic indexes of the oil and gas sphere. At that, in one 
case we are going to consider the situation with strong correlative dependence, which is close to functional. In 
the other case, we will take two rows of dynamics, for which the correlation ratio is close to zero.  

For example, multiple researches evidence the presence of strong correlation between export prices for natural 
gas and oil. Having analyzed the data on the average export prices for crude oil and natural gas in 2000-2012, we 
found that the correlation ratio between the said pair of prices is equal to r = 0.982301. The obtained value of the 
correlation ratio proves strong correlation between average export prices for crude oil and natural gas, which is 
close to functional.  

The next step is to build mathematical models of dynamics of export prices for oil and gas. We are going to carry 
out the modeling by approximation with cubic splines. 
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Table 1. Export of crude oil and natural gas by the Russian Federation during 2000-2012 

Years Crude oil Natural gas 
 Quantity, MT Average export price, 

USD/BL 
Quantity, 

BCM 
Average export price, 

USD/TCM 

2000 144.4 23.94 193.9 85.84 
2001 164.5 20.78 180.9 98.25 
2002 189.5 21.02 185.5 85.69 

2003 228.0 23.81 189.4 105.51 
2004 260.3 31.02 200.4 109.05 
2005 252.5 45.21 209.2 151.36 
2006 248.4 56.32 202.8 216.00 

2007 258.6 64.28 191.9 233.66 
2008 243.1 90.68 195.4 353.69 
2009 247.5 55.61 168.4 249.27 
2010 250.7 74.11 177.8 268.48 

2011 244.5 101.74 189.7 338.88 
2012 240.0 103.14 178.7 348.33 

 

The main property of splines, which allows proposing this approach for analysis of correlations, is their 
continuous nature and differentiability. By differentiation of spline functions, we obtain a more sensitive tool for 
analysis – the derivatives of the spline functions. Involvement of derivatives in the process of modeling trends of 
an economic process is more preferable rather than table (lattice) representation of data and use of such concepts 
only as finite differences, gains, growth rates, etc. The necessity of such an approach is obvious, as economic 
processes are indeed continuous and inertial.  

 

Figure 1. The dynamics of average export prices for natural gas and crude oil between 2000 and 2012. 
Approximation with cubic splines 
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Comparison of the curves of dynamics of the export prices for natural gas and oil in Figure 1 represented by 
cubic splines shows that the prices for gas and the prices for oil demonstrate synchronous fluctuations, which 
evidences existence of stable correlation between the specified pair of prices. The previously found correlation 
ratio also confirms the high degree of association closeness.  

 

 
Figure 2. First derivatives of cubic splines approximating the trends of export prices for crude oil (the broken 

line) and natural gas (the full line). The data on prices are between 2000 and 2012 

 

The next move is to compare the behavior of the first derivatives of the models representing the dynamics of 
export prices for natural gas and crude oil. The first derivative has rather logical economic content and meaning. 
It is a continuous trend of the process and indicates the rate of change of the studied index.  

The dynamics of the price growth rate, as it is seen in Figure 2, also demonstrates synchronous and proportional 
amplitude of fluctuations. In this case, we do not see any considerable differences in the results of the correlation 
analysis based on both the correlation method and the method of comparison of the growth rate of the studied 
pair of prices – a strong positive correlation is observed. 

More interesting situation is when results of the correlation analysis do not match the conclusions made as a 
result of comparison of the first two derivative spline models. As an example, let us consider the dynamics of the 
volumes of the natural gas and crude oil export from Russia during 2000-2012. 

In this case, the correlation ratio equals to r = 0.156027. With such a value of the correlation ratio, econometrics 
denies existence of any correlation between the studied dynamics rows. 

The data in Table 1 demonstrate the complex nature of the studied dynamics – there are intervals here with both 
oppositely directed dynamics and synchronization of the growth directions. In this case, we cannot identify any 
regularities in the fluctuations of the studied dynamics using econometric methods. 

We will build the models of the dynamics of volumes of the oil and gas export by approximation with cubic 
splines. Then, we will carry out transition to the models of their growth rate by differentiation of the spline 
models, which will allow detecting the “latent trends”. Figure 3 demonstrates the asynchronous behavior of the 
fluctuations of the export volumes growth rate – as the volumes of oil export decrease, the volumes of gas export 
grow. In this case, two assumptions can be made: 

1) Due to the interchangeability of oil and gas, decrease in the export of one of the energy sources is 
compensated with proportional increase in the volumes of export of the other one.  

2) A chart of the first derivative spline model of the crude oil export volumes dynamics can be built by 
shifting the chart of the first derivative spline model of the natural gas export volumes dynamics one year 
backwards.  
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Figure 3. The first derivatives of cubic splines approximating trends of volumes of the crude oil and natural gas 

export from 2000 until 2012 

 

In order to substantiate the first assumption, we will find the correlation ratio between the values of the first 
derivative spline models of the dynamics of volumes of the crude oil and natural gas export using the data of 
Table 2. The obtained result r = 0.118777 does not confirm the first assumption. 

In order to verify the second assumption, we will find the correlation ratio between the values of the first 
derivative spline models of the dynamics of volumes of the crude oil and natural gas export shifted one year 
backwards. The obtained value r = 0.734616 indicates quite close correlation between the volumes of the oil and 
natural gas export. Thus, the dynamics of the volumes of the natural gas export by the Russian Federation reacts 
to the decrease in volumes of crude oil export by proportional decrease with a delay of up to one year. 

Probably, the revealed correlation could have been detected at calculation of the correlation ratio between the 
original values of dynamics of the volumes of the crude oil and natural gas export when shifting the latter one 
year backwards. However, in this case, we only obtain the value r = 0.286268882. It is obvious that spline 
approximation and transition by differentiation to the models of the dynamics growth rate were efficient. 

 

Table 2. Export of crude oil and natural gas by the Russian Federation during 2000-2012 

Years Crude oil Natural gas 
 Quantity, MT Values of the first 

derivatives of spline 
models 

Quantity, 
BCM 

Values of the first 
derivatives of spline 

models 

2000 144.4 19.67 193.9 -17.89 
2001 164.5 20.98 180.9 -2.91 
2002 189.5 31.99 185.5 5.40 
2003 228.0 42.34 189.4 6.76 
2004 260.3 10.66 200.4 12.64 
2005 252.5 -13.87 209.2 1.91 
2006 248.4 9.36 202.8 -14.00 
2007 258.6 -4.42 191.9 1.94 
2008 243.1 -9.09 195.4 -15.12 
2009 247.5 8.69 168.4 -13.76 
2010 250.7 -2.97 177.8 19.56 
2011 244.5 -6.37 189.7 -0.44 
2012 240.0 -3.53 178.7 -16.43 
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4. Discussion 

The modern approaches to the analysis of economic dynamics (Lemmens, Croux and Stremersch, 2012) require 
applying efficient tools, which would not be limited to detecting common regularities and correlations and would 
provide the researcher with the opportunity to detect also the “latent trends”. This would allow to solve problems 
related to usage of the analysis results at planning and forecasting more efficiently, thus minimizing alternative 
losses of market players. One of such tools is the spline approximation approach (Zhanlav and Mijiddorj, 2010) 
to mathematical modeling of dynamics (Sarfraz, Zawwar and Nisar, 2010). 

Among all the spline functions, the cubic splines were preferred, as they have such an attractive optimization 
property as internal optimality (Korn and Korn, 1973). This property of cubic splines is called the property of 
minimal curve or of minimal standard. For cubic spline functions S∆(y,x), it is expressed by the Holiday’s 
theorem, which shows that spline buildup minimizes the integral:  

2

''( ) min
b

a

f x dx   

Approximation with splines (Valenzuela and Pasadas, 2011; Kano, Fujioka and Martin, 2011) allowed obtaining 
qualitative models without the typical of econometrics procedures of smoothing and averaging the values of 
original dynamics (Aatola, Ollikainen and Toppinen, 2013; Benedictow, Fjaertoft and Lofsnes, 2013). 

The special role of derivatives in mathematics and physics allows finding their efficient application also in 
economics at analysis, search for correlations, and forecast of economic behavior. The economic rationale of the 
first derivative is that it represents the trend or the rate of growth of an economic index; the second derivatives 
evidence changes in the growth rate, i.e. acceleration or slowdown of the index growth. Involvement of 
derivatives in the process of modeling the economic conjuncture allows seeing its trends much sooner and 
managing them, especially if we take into account the continuity and inertia of economic behavior. For 
qualitative description of processes, it is important to involve continuous analytical models, which have the 
properties of differentiability, smoothness, flatness, etc.  

5. Conclusion 

The method of correlations analysis suggested by the authors has a number of deficiencies, which can be 
eliminated in the long view: 

1) There is no mechanism of correlation of values of the correlation ratios calculated for the derivative spline 
models with the correlation ratios for the original rows of dynamics; 

2) The complexity of the method for an economist who does not have sufficient mathematical skills; 

3) The greater labor input of the method if compared to the standard correlation analysis. 

Despite the specified and other probable deficiencies, the authors believe that the value of the method resides in 
the sensitivity of this approach to local changes in the economic dynamics. It is also important for the modern 
economy to identify regularities in the fluctuations of the growth rate, and probably in the accelerations. The 
parameters of the interdependencies of economic indexes can vary greatly inside even a short interval; they 
cannot be qualitatively described with a single polynomial regression. As a response to it, spline representation 
of a parametric pattern of the correlation also demonstrates local reaction to the fluctuations of the factor 
attribute against the background of the general trend. 

The continuity and differentiability of spline functions along with the open dynamic pattern also identify the 
"latent trends" of the process through the growth rate (the first derivative) and growth acceleration (the second 
derivative). The analysis of extremes of the first and second derivatives will be able to detect both event-related 
elements and small crises in the original dynamics. 
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Abstract  
Unpowered drop test is very important for reusable launch vehicle (RLV) autolanding technology development. 
One of the challenges is to design an autolanding trajectory with enough robustness against uncertainties of drop 
conditions, aerodynamic characteristic and disturbances from control system and environment. In this paper, a   
solution including trajectory generation and control design is proposed for a drop test RLV demonstrator. Firstly, 
the drop test and vertical flight trajectory are introduced. Also, parts of the drop flight, segments of landing 
trajecory and trajectory design parameters in groups are shown. Secondly, an online trajectory generation method 
including self-adapted capture segment plan and landing trajectory optimization following UAV auto-landing 
experience are illustrated in detail by designing groups of parameters. Then, simple but practical gain schedule 
control laws are presented. Finally, mathematic simulation and analysis based on both RSS and Monte Carlo 
methods indicate that the solution proposed has shown an acceptable robustness and can provide enough 
capability for the demonstrator to land saftly. 

Keywords: Reusable Launch Vehicle (RLV), auto-landing, on-line trajectory plan, RSS analysis, Mento Carlo 
Analysis 

1. Introduction 
Unpowered drop test is always used for validating the auto-landing ability of a newly developed RLV. The 
vehicle will be dropped away from the carrier about 7-8 km high above the ground, and slide along an arranged 
trajectory until landing on the pointed runway. Without propulsion system on board, energy control of such a 
low lift-to-drag vehicle is very difficult. That is why the vertical auto-landing trajectory should be carefully 
designed before the test, to ensure the safety and enhance the robustness and reliability. 

Shuttle unpowered auto-landing trajectory design method (Tsikalas, 1982) is worth learning because of the 
successful development and applications of Shuttle. The nominal trajectory comprises four segments: steep 
glideslope, circular flare, exponential flare and shallow glideslope. During the steep glideslope segment, energy 
and trajectory dispersions caused by TAEM flight will be removed by establishing and stabilizing expected 
velocity. The circular flare employs a circular arc to linearly increase the flight path angle from steep to shallow. 
The exponential flare is necessary for avoiding acceleration discontinuity during the transition onto the shallow 
glideslope. And in the shallow glideslope, the vehicle flies with a relatively small vertical velocity until the 
landing flare sets the craft on the runway. 

With the same segment settings, an Auto-landing I-load Program (ALIP) is developed for X-34 (Barton and 
Tragesser, 1999), which enforces physical constraints such as loads, vertical descent rate, continuity, and 
smoothness reduces the design problem to a two-point boundary value problem(TBVP) with conditions on the 
initial and final dynamic pressure. The ALIP is able to decrease design time and add substantial robustness to off 
nominal conditions. 

In this paper, a developed auto-landing solution for an unpowered drop test RLV demonstrator is proposed, 
including a drop test trajectory design method and classic control laws. In the second and third section, an 
on-line trajectory generation method based on the ALIP is illustrated, which is improved for better safeties in 
these two aspects: 1) to increase robustness of guidance against drop conditions, a self-adapted capture segment 
is added in front of the steep glideslope segment; 2) to ensure the touchdown performance, the position and 
dynamic pressure of the final plan point of TBVP, which is set to be the starting point of the shallow gideslope 
segment, is determined according to UAV auto-landing trajectory design experience. In the forth section, classic 
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gain scheduling control laws which are simple but focus on engineering are introduced. In the last section, the 
Root Sum Square (RSS) Method and Monte Carlo Method are used for simulation analysis and evaluation of the 
proposed solution in multi-disturbance circumstances.  

2. Vertical Flight Trajectory Design 
The design of vertical auto-landing trajectory of a drop RLV demonstrator is a two-point boundary value 
problem, with the initial and ending states specified. The design would process the velocity profile depending on 
the height profile, in order to meet the constrained state of touchdown. With the vehicle pointing directly to the 
runway, the whole flight comprises 4 parts: free flight, attitude stabilizing, capturing, and landing. The landing 
segment also comprises 6 segments: Steep Glideslope, Circular Flare, Exponential Decay, Shallow Glideslope, 
Landing Flare and runway running, as shown in Fig. 1. 

 

 1
  2



 
Figure 1. Vertical flight trajectory of drop test with the demonstrator pointing toward the runway 

 

 During the Free Flight Segment, the vehicle will not have any control input, in order to prevent the 
interference between the carrier aircraft and the demonstrator, ensuring the safety of carrier aircraft; 

 During the attitude stabilization segment, the attitude of the demonstrator will be controlled to a prescribed 
value; 

 During the Capturing segment, a trajectory would be generated according to the current position of the 
demonstrator, the height and horizontal displacement would be controlled, with the reduce of the initial 
position error; 

 During the Steep Glideslope Segment, a trajectory following will be performed, stabilizing the 
demonstrator flight in the glideslope; 

 The segments of Circular Flare and Exponential Decay will control the demonstrator from a large path 
angle to a smaller one; 

 Vertical velocity control will be performed at the final Shallow Glideslope segment, to satisfy the 
constrained descending rate of touchdown. 

Considering the flight states in each segment, the segments contain the need of trajectory design starting from 
the Capturing Segment, and ending at the Exponential Decay segment. The mathematical representation of the 
autolanding trajectory is in ground axes, with the prescribed touchdown point D as the origin, using the direction 
pointing to the farther end of runway as X, and the lateral direction to the right size of the runway as Z, up as Y. 
The relationship between vertical altitude (h) of the demonstrator and the downrange distance, X, can be 
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expressed as the following equations. 

Circular part of Trajectory Capturing: 

 22 )( NPN XXRHH     
MXX                                (1) 

Landing Steep glideslope: 

)(tan 1 AA XXHH    
AXX                                  (2) 

Steep glideslope: 

)(tan 1 XXHH BB    
BXX                                 (3) 

Circular flare: 

22 )( KK XXRHH   
CXX                                (4) 

Exponential Decay and shallow glideslope: 

 /)(
2tan XX

DY
CeHXH   

LXX                              (5)  

The description of parameters in the equations is presented in Tab. 1, the first 10 parameters define the trajectory 
geometry of landing segments, and parameters 11-14 define the trajectory of capturing segment. The last 
parameter indicates the drop point of the demonstrator.  

 

Table 1. Trajectory design parameters 

Symbol Unit Description 

1  rad Steep glideslope 

2  rad Shallow glideslope 

L(XL,HL)  m Horizontal coordinate of starting point of Shallow Glideslope  segment 

R m Radius of the arc 

K(XK,HK) m The coordinate of origin K 

C(XC,HC) m The coordinate of starting point of Exponential Segment 

HDY m Proportion Factor of Exponential Flare 

B(XB,HB) m Coordinate of starting point of the arc 

  m Decay rate of the Exponential Flare 

A(XA,HA) m Coordinate of the touchdown point 

RP m The radius of the arc of Capturing Segment 

N(XN,HN) m The coordinate of origin of the arc of Capturing Segment  

M(XM,HM) m The coordinate of the finishing point of arc trajectory 

P(XP,HP) m The coordinate of the starting point of Capture Segment 

F(XF,HF) m Coordinate of the drop point 

 

The parameters in Tab. 1 can be grouped into 4: 

Group 1: Steep glideslope, Shallow glideslope, Horizontal coordinate of starting point of Shallow Glideslope 
segment can be determined considering the aerodynamics of the demonstrator, flight envelop constrains and 
engineering experience. 
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Group 2: X coordinate of Starting point of Exponential Decay (XC), Decay rate of the Exponential Flare ( ) 
need iteration of optimization based on the restriction. 

Group3: Proportion Factor of Exponential Flare HDY, Origin of the circular flare arc K, the radius of the arc R, 
the altitude of the starting point of circular flare HB, and the touchdown point A can be determined considering 
the continuous of trajectory and the restriction of XC and . 

Group 4: Coordinate of the starting point of Capturing Segment N, the radius of the arc RP, the finishing point of 
arc trajectory M can be generated by the online self-adaption algorithm based on the current position (P) of the 
demonstrator at the end of the attitude stabilization segment. 

3. Parameter Selection 
Offline trajectory design needs strict restriction of dropping window, while the online trajectory design reduces 
its dependence on the pre-designed trajectory, expanding the envelop of initial value constraints, providing the 
trajectory phase with the maximum robustness, with enhancing the safety and reliability of the demonstrator. So 
the self-adaption method is used to calculate the capturing segment parameters while the offline method is used 
in the calculation of parameters in landing segments. 

3.1 Group 1 

a)  

Supposing the dynamic pressure and the path angle in Steep Glideslope stay the same, selected steep glideslope 
angle maintain the balance of gravity component and the drag. The motion equations of the demonstrator are 
given by: 

                                (6) 

where q is the dynamic pressure, S is the wing span, CL is the lift coefficient, CD is the drag coefficient, m is the 
demonstrator mass, g the gravity acceleration, and the path angle  is given by 

                                    (7) 

Obviously, the path angle  at any altitude is inverse proportion to the lift-to-drag ratio, meaning that the 
smaller the lift-to-drag ratio is, the larger  will be, and the bigger the effection on  of the lift-to-drag ratio 
uncertainty will be. Thus, the path angle  better be picked as small as possible from which can meet the needs 
of the energy and stability requirements. 

b)  

Shallow glideslope angle  is determined by the velocity and descending rate of touchdown, the relationship of 
touchdown velocity, descending velocity and shallow glideslope angle  can be expressed as: 

                                  (8) 

The smaller  is, the smaller descending rate will be, and the easier realized the flare will be. Considering the 
demonstrator is accelerated in this segment, the parameter  should be picked according to the descending rate 
of the landing flare starting velocity of common UAV. 

c) Horizontal coordinate of starting point of flare 

Horizontal coordinate of starting point of flare XL, can be determined by the prescribed duration of the landing 
flare segment. The landing flare segment begins at altitude of 15 meters, and ends after 5 seconds, so XL can be 
given by: 

 
5

0
))(cos()( dtttVX L                                   (9) 

So, XL is determined by the velocity and path angle of the landing flare segment. 
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3.2 Group 2 

The iteration procedure of solving parameters of group 2 is shown in Fig. 2. In every interation step, with the 
initial altitude HA and dynamic pressure qA of the landing trajectory already determined by experience, trajectory 
geometry parameters, including coordinates of Points A, B, C, K and L, is derived from the guessed abscissa of 
starting point (XC) and decay rate ( ) of exponential flare segment. Then a simulation (Barton and Tragesser, 
1999) based on the generated trajectory is carried out, and the dynamic pressure in Point L and the normal 
overload at point C is calulated. If the dynamic pressure in Point L exceeds the constraint, parameter   will be 
adjusted for the next interation. If not, when the normal overload at point C exceeds the constraint, parameter XC 
will be adjusted for the next interation. Once the new parameter   or XC adjusted, next interation step begins. 

The adjustment of  is trying to find a realizable flight trajectory under the constraints of starting point of 
landing and starting point of flare. The adjustment of XC is processed in the whole flight trajectory, with little 
influence of experience factor of designers. If normal overload is added to the consideration of design, the 
change of normal overload will be smaller, making the trajectory smoother. 

3.3 Group 3 

After parameters of groups 1 and 2 and the initial altitude of landing segmants are determined, HDY, R , , and 
the coordinate of points A, B and K can be determined with derivation of geometry relation. 

The proportion factor of the exponential function is given by: 



/)(

2tan
LC XX

L
DY e

X
H 

                                   (10) 

 

 

Fig. 2. Flow-chart of solving the altitude phase 
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The radius R is given by: 

HDY

HDY

R

2

3
2

2
2 ))(tan1(


 


                              

 (11) 

The path angle at cross point of the Circular Flare and Exponential Decay ( ) is given by: 

)(tantan 2
1

4 
 DYH

 

                                
 (12) 

The coordinate of point C is given by: 

DYC HXH  2C tan                                 (13) 

The coordinate of point B is given by: 

)sin(sin 41   RXX CB                               (14)
 

)cos(cos 41   RHH CB                               (15)
 

The coordinate of point K is given by: 

1sin  RXX BK                                  (16)
 

1cos  RHH BK
                                 (17) 

The coordinate of point A is given by: 

1tan

)(


BA

BA

HH
XX

                                (18) 

3.4 Group 4 

After the parameters of landing segment determined as above and the altitude of point M picked based on 
experience, coordinates of point M and N and the radius RP can be calculated online with self-adapted algorithm 
based on demonstrator position, once its orientation is stabilized and the velocity is below constraint in capturing 
segment. 

a) The coordinate of point M is given by: 

1tan/)( AMAM HHXX                            
(19) 

b) The radius RP is given by: 

)(tan

)()(

1
1

22

MP

MP

MPMP
P

XX

HH
HHXX

R







                          
(20) 

c) The coordinate of point N is given by: 

1sin  PMN RXX                              
(21)

 

    1cosN M PH H R                                (22) 
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4. Gain Scheduling Control 
The gain scheduling control laws of the demonstrator are illustrated in Fig. 3 and Fig. 4. In the attitude 
stabilization segment, the pitch angle is controlled. While in the capturing segment, the altitude and vertical 
velocity are controlled, with the altitude command calculated according to equation 1 to 5 and the vertical 
velocity command generated following changes of the altitude command. 

 

e

sb

 

Fig. 3. Vertical Controller                          Fig. 4. Pitch Controller 

 

The demonstrator use IAS control (PI) in the velocity control loop, and the command is predetermined offline. 
The IAS is achieved by using the speedbrake, which will generate an additional moment to the demonstrator. 
Thus, a cross-link of speedbrake command ( sbcmd ) and elevator command ( ecmd ) is introduced to the pitch 

control law. Besides, the pitch angle rate, the normal overload and the axial overload are also introduced, to 
enhance the damping of the system. 

5. Simulation and Analysis 
In order to verify the auto-landing solution proposed in this paper, two methods are applied to conducte flight 
simulations and performance evaluations based on the demonstrator. One is RSS analysis method, which is used 
to find primary factors that can exacerbate the flight performance and the right direction to improve the solution, 
by evaluating how different uncertain factors affects the flight performance. The other is Monte Carlo method, in 
order to evaluate the robustness of the solution by finding out flight performance boundaries with existence of 
multiple uncertain factors. 

 

Table 2. Flight Performance and the RSS analysis results 

Type Name Symbol Unit Min Max 
Normal 
Value 

RSS 

Slapdown 

Performance 

Down Range departure XD m 200 200 0 164.81 

Cross Range departure ZD m -20 20 0 6.53 

Sink Rate VyD m/s -3 0 -0.8 0.62 

Ground Velocity VD m/s 0 97.22 85.79 10.12 

Roll Attitude GamaD deg -5 5 0.02 3.17 

Pitch Attitude ThetaD deg 0 10 7 0.74 

Rollout 
Performance 

Running Distance XH m 0 1300 633.17 265.91 

Maximum Lateral 
Taxiing Deviation 

ZH m -20 20 0 21.25 
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Inflight 
Performance 

Max Dynamic Pressure QU pa 0 13000 11175.46 803.49 

Max Normal Overload NyU g 0 2.5 1.59 0.62 

Max Angle of Attack AlphaU deg -5 18 8.47 4.26 

Max Angle of Sideslip BetaU deg -5 5 0.46 1.82 

 

 

(a)                                            (b) 

 

(c)                                             (d) 

 

(e)                                              (f) 
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(g)                                              (h) 

 

(i)                                              (j) 

 

(k)                                              (h) 

Fig. 5. Flight performance RSS value and the first five disturbances 
 

In RSS analysis, we primarily researched on the influences of 37 uncertain factors belonging to four categories, 
which are flight quality characteristics, aero-dynamic parameters, initial drop conditions, and turbulence; we also 
did our research on 12 flight performance items belonging to three categories, which are touchdown performance, 
taxiing performance, and in-flight performance. The definitions, units, expected boundary values, standard 
values and RSS computation results of all these performances are listed in Tab. 2. Fig. 5 shows the RSS analysis 
results of each performance item as well as the 5 most influential ones. We can see from the results that the 
velocity at touchdown point and the maximum lateral taxiing deviation are close to or even have exceeded the 
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expected performance boundary, the main influential factor of which is the wind field. Besides, the other items 
of flight performance are acceptable after being disturbed. Therefore, this design still needs to be improved. If 
not, more rigorous wind field condition of the unpowered drop test should be proposed for the safty of the 
autolanding; if improved, the anti-wind capability of the aircraft would be increased. 

As for the Monte Carlo method, we added sensor measurement errors in 10000 times of simulation. Fig.6 shows 
the statistical results of the primary flight performance parameters. Star signs are used to mark the expected 
performance boundary. We can see from the results that the average of the touchdown points, ‘x’ marks, is 
slightly to the right of the standard trajecory. The percentage of the touchdown points that are inside the expected 
area is 97.2%. The other flight parameters in addition to that can basically satisfy the flight performance 
boundary. Fig. 7 shows the vertical and lateral flight trajectories, which can apparently converge to the standard 
trajectory with the existence of multiple uncertain factors. This indicates that the solution has shown an 
acceptable robustness and can provide enough capability for the demonstrator to land saftly. 

Results of the aforementioned two simulations have shown that this autolanding solution is feasible and 
acceptable. And if the anti-wind capability can be increased, the flight performance would be better improved. 

 

(a)                                              (b) 

 

(c)                                              (d) 

Fig. 6. Primary flight performance boundaries and Monte Calro simulation results  

 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

214 
 

 

(a)                                          (b) 

Fig. 7. Autolanding trajectories results  

 
6. Conclusions 
To ensure a safe auto-landing of a unpowerred drop test vehicle, a new auto-landing solution is proposed 
including an on-line trajectory generation method and gain scheduling control laws.  

In the generation of autolanding segments, a self-adaped capture segment is considered, an iteration method 
optimizing the abscissa of starting point of flare segment and decay rate of exponential flare is introduced to 
reduce effects of human decision, and the end of shallow steep is setted to be the 15m high to improve touch 
down performance, all of which lead to a more robust trajectory generation process. Besides, the classic gain 
schedulilng control laws are feasible and reliable with simple but useful control mode and logic. 

RSS and Monte Carlo Methods are used for simulation analysis and evaluation of the proposed solution in 
multi-disturbance circumstances. Analysis results prove that the autoland solution is effective and robust to 
generate a smoothed and energy controllable trajectory for a safe autolanding with multiple uncertain factors.  
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Abstract 
Damping materials made of pressing wire, such as Metal Rubber (MR material), “metal-flex”, “spring cushion” 
etc. are used widely in vibration protection systems. They have high strength and damping, however they are 
non-linear and anisotropic. To use contemporary finite element software for calculation of vibration insulators 
made of wire damping material one should know constants of this material. Till this time this problem almost 
isn’t researched, there is only a few data in linear approximation. A Young modulus for pressure and bending, 
shear modulus, Poisson ratio, friction force for pressure and for shear, friction coefficient between wire material 
and steel plate are obtained for MR material made of stainless steel wire for different load directions by static 
experiment in the present research. An influence of deformation, relative density, wire diameter, pressing force, 
deformation in other direction on these constants is considered. Peculiarities of pressing wire material 
deformation process are discussed: a difference of Young modulus for pressure and bending, a stabilization of 
hysteretic loop for one direction during load in another direction, an energy dissipation coefficient for different 
load directions. Results of the present research not only allow calculation of vibration isolator made of MR 
material by finite element software, but give a method for research of other pressing wire damping materials. 

Keywords: MR material, Young modulus, shear modulus, friction force, Poisson ratio 

1. Introduction 
MR material (MR – Metal Rubber – is manufactured by cold pressure of wire spiral) are used widely for 
elastic-damping elements of vibration insulators (Ao et al, 2005; Jiang et al, 2008; Xia et al, 2009). It has high 
strength, high energy dissipation coefficient, ability to work under hugh and low temperature, in agressive media, 
in vacuum etc. Analogous wire materials are “metal-flex”, “spring cushion”, “wire mesh damper” (Gildas, 1989; 
Kozian and Schmoll, 1998; Al-Khateeb, 2002). These wire damping materials may be used in combination with 
squeeze film damper (Jiang et al, 2005). However these materials have large non-linearity and anisotropy (Ao et 
al, 2003). The only way to calculate elastic-damping element made of wire material by contemporary finite 
element software is to consider this material as anisotropic continuous media (Ulanov and Ponomarev, 2009) and 
to know constants of this material for different axis direction and dependencies of these constants on parameters 
of wire material and load. A present paper continues works (Yan et al, 2010a) and (Yan et al, 2010b) and contains 
a number of constant which is maximally possible in the present time.     

2. Method 
To obtain constants of MR material a static load experiment was used in the present research. Elastic-damping 
element with size 25 25 25  mm was used. To research deformation of shear and tension this element was 
glued to plane surface. X axis is a direction of pressing during MR elastic-damping element manufacturing. Y 
and Z axis are perpendicular to direction of pressing. Compression direction is positive.  

Parameters of wire material are diameter of wire wd  and relative density of material  . The relative density 
is ratio of density of manufactured elastic-damping element to density of material of wire (for MR it is stainless 
steel usually). Pressure of manufacturing of elastic-damping element depends on its relative density: 

1.7576press                                    (1) 

Hysteretic loop of damping elements made of MR material is significantly nonlinear (Fig. 1). To make results 
more common it is better to use relative coordinates such as stress and relative deformation. 
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Fig. 1. Hysteretic loop of elastic-damping element used in the present research for X axis direction.  =0.18, 

wd =0.1 mm 

 

Full stress consists from elastic stress L  and friction stress H . 

L H                                        (2) 

Here “+” is for load process with stress 1  and “-“ is for unload process with stress 2 . Elastic stress is a 
middle line of hysteretic loop described by equation 

L 1 2( ) / 2                                       (3) 

 Friction stress is difference between load (or unload) process and the middle line, thus  

H 1 2( ) / 2                                      (4) 

Equations (3) and (4) are correct if all wire contacts slip. For the beginning of unloading process it is not so. 
(Ulanov and Lazutkin, 1997) gives a range for correctness of (3) and (4) as min max[0.7 ;0.7 ]A A  (here maxA and 

minA  are maximal and minimal amplitude of deformation respectively). For one time loading in experiment 

maxA  and minA  may be much more than usual working amplitude of vibration isolator, so range 

min max[0.7 ;0.7 ]A A  is sufficient for practice. For Х axis a researched range of strain is [ 0.06;0.24]x   , for Y 

and Z axis [ 0.06;0.16]   . Usual working strain of MR material is less (Yan et al, 2013). Range of relative 

density is [0.18;0.3]  . Range of wire diameter is 0.1…0.25 mm. 

3. Results  
3.1 Young Modulus and Friction Stress for Pressure and Tension 

The elastic stress and friction stress for 0.18   and wd = 0.1 mm for Х and Y axis direction are presented at 
Fig 2 (Yan et al, 2010a). Equations (5) – (8) describe dependencies of stress on strain and relative density with an 
error about 5%. 
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Fig. 2. Elastic stress and friction stress for 0.18  , wd = 0.1 mm for Х and Y axis directions 

 
2 3 1.3(0.167 2.15 0.641 71.6 )Hx x x x        , MPa;                 (5) 

2 3 1.3(0.56 7.62 60.5 156 )Hy y y y        ,                           

MPa.                                       (6) 
2 3 1.7(11 33 376 2952 )Lx x x x x         ,                            

MPa;                                       (7) 
2 3 1.7(49.6 262 2560 11660 )Ly y y y y                                 

MPa.                                       (8) 

First efficient in equations (7) and (8) is analogous to Young modulus E.  

Because Z axis is similar to Y axis, it is possible to find stress Hz  as Hy  and stress Lz  as Ly . 

To obtain dependency of Young modulus on wire diameter the elastic force and friction force for wire diameters 
0.15 – 0.25 mm were divided by force for wd = 0.1 mm. These ratios are required coefficients of influence. 
They are described by functions  

287.8 30.8 1.19Hx w wf d d                                  (9) 
227.2 9.56 0.322Hy w wf d d                                (10) 

247.1 16.5 0.174Lx w wf d d                                 (11) 
27.1 1,90 0.881Ly w wf d d                                  (12) 

Thus to take into account an influence of wire diameter it is enough to multiply the function (5) by coefficient 
(9), function (6) by coefficient (10) etc. 

3.2 Young Modulus for Bending 

To obtain Young modulus for bending a process of deformation of ring-shape elastic-damping element was 
considered (Xia et al, 2005). For a deformation of ring made of linear material under load P is known 
(Timoshenko S. and J.N. Goodier, 1951): 

3 3

0.149 0.149b p
x x

P R R
E C

J J
  


                            (13) 

here   is deformation, R is radius of ring middle line, xJ  is ring section inertia moment, pC  is ring 

stiffness. For little deformation 1 2 1 2( ) / ( )pC T T a a   . It is possible to obtain segments 1T , 2T , 1a and 2a
experimentally by a hysteretic loop (Fig 3). 
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Fig. 3. Obtaining of 1T , 2T , 1a and 2a from hysteretic loop 

  

Dependency of Young modulus on   and wd  is  

10.5 (54.1 1.38)wE d    (MPa)                        (14) 

3.3 Shear Modulus and Friction Stress for Shear 

In a case of shear the hysteretic loop (if to exclude its ends) is more near to linear (Fig. 4), thus it is possible to 
use a linear dependency for its description. 

HG                                       (15) 

here H  is friction stress for shear.  

 

 

Fig. 4. Hysteretic loop of researched elastic-damping element for shear (  =0.18, wd =0.1 mm) and its 
dependency of shear in XY axis direction on strain in X axis direction. 1 - x =0; 2 - x =0.08; x =0.2 

 

Dependencies on relative density (for wd = 0.1 mm and the range of deformation [ 0,12;0,12]   , which 
excludes ends of the loop) for shear direction XY are 

1.76.65yxG   MPa, 1,30,151Hxy   MPa.                     (16) 

For shear direction YZ 
1,718,3yzG  , MPa, 1,30,301Hyz  , MPa.                      (17) 

Shear modulus and shear friction stress are independent on wire diameter. It is shown in (Yan et al, 2010b) that it 
is possible if during shear most of wires in MR material work on shear but not on bending. 

3.4 Dependency of Constants on Load in Other Direction 

Pressure in one axis direction increases force in each wire contact. Of this reason a stiffness and friction should 
increases in other axis direction. Dependency of shear in XY axis direction on strain in X axis direction is 
presented on Fig. 4.  
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In this case if strain x >0, it is necessary to multiply shear modulus yxG  and shear friction stress Hyx  on 
1.4(1 22 )x . 

Influence of pressure in X axis direction on elastic and friction properties in Y direction is researched for 
analogous wire material in (Choudhry, 2004). 

Because shear changes force in wire contacts insignificantly, there is no influence of shear deformation in Y 
direction on friction stress in Х direction. An elastic stress in this case should be multiplied on 

(1 1.25 )yx . 

3.5 Poisson Ratio 

For load in X axis direction the Poisson ratio is 03.0 zxyx  .  

Usually it isn’t necessary to take into account so little value, thus it is possible to assume that element made of 
MR material during its deformation in manufacturing pressing direction has no any pressure on its sides. 

If a deformation is in Y direction, one should differ two cases: initial load and multi-time deformation. For initial 
load there are hysteretic loops in X and Z directions too (Fig. 5). 

 

 
Fig. 5. Hysteretic loops in X and Z axis direction for initial load in Y axis direction 

 

It is possible to recalculate these loops in coordinates y x   (or y z   respectively). Recalculated loops 
are described by equations  

11 xyxx   ; 11 zyzz   ,                      (18) 

(here part with "+" is taken into account only for unloading process). In these equations coefficients   are 
analogous to Poisson ratio, coefficients    are residual deformation. 

For free surfaces of specimens equations (18) transforms into  

max0,67 (0,32 0,83 )x y y       ; 

max0,33 (0,16 0,41 )z y y                                   (19) 

If MR is glued to the load surfaces, coefficients of equations (15) are a little bit different: 

max0,67 (0,28 0,72 )x y y       ; 

max0,33 (0,14 0,36 )z y y       .                            (20) 

For multi-time compression in Y direction the structure of MR material becomes stabile. After 80...100 
deformation cycles residual deformation stabilize near values 

max max(0,92 2,3 )x y     ; 

max max(0,45 1,17 )z y     .                               (21) 

Hysteretic loops for X and Z direction in this case are absent, dependencies (15) transform to 

0, 49x y   ;   0,31z y                               (22) 

Thus Poisson ratio for multi-time compression are 49,0xy  and 31,0yz . 

Poisson ratio for tension in a range of possible strain 005.0    (if tension is more, structure of MR 
material will be destructed) is equal to 0. 
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3.6 Friction Coefficient 

Beside elastic-damping elements made of MR material, vibration insulator has many other steel details (cups for 
elastic-damping elements, unload springs, bolts for connection etc). Some energy of vibration dissipates on 
friction between these details and elastic-damping element. This process depends on friction coefficient f.  

This coefficient was obtained as a ratio between a force which moves an elastic-damping element along plane 
steel surface and a force which presses the element to this surface. The coefficient is independent on density and 
force direction (X axis or Y axis). If pressing stress is less than 0.25 MPa) the value of coefficient is 0.1, its 
maximal value is 0.125 for pressing stress 0.75 MPa. If pressing stress is higher, the friction coefficient continue 
to be constant. 

4. Discussion  
To explain obtained results one need to consider a structure of wire material (Zhu et al, 2011). A reason of 
increasing of Young modulus and friction stress for pressure is increasing of number of wire contacts during 
pressing. 

There are two processes which form the dependency of Young modulus and friction stress for pressure on wire 
diameter. When the wire diameter increases, inertia moment of each wire increases too, stiffness of each wire 
and sum of elastic force increases of this reason. However from another side, if the wire diameter increases for 
the same density of MR, number of wire becomes less in a unit of volume. It means that number of wire contacts 
decreases too. Length of parts of wire (curve beams) between contacts becomes more and stiffness of these curve 
beams decreases. Two these processes together provides maximum for Lf  coefficient.  

Two different processes exist for friction force too. From one side, when the number of contacts decreases, sum 
of friction force in all contacts decreases too. From another side, when the number of contacts decreases, contact 
force in each contact increases, and friction force in each contact increases too. Two these processes together 
provides maximum for Hf  coefficient. 

For MR material the Young modulus for bending is more than for pressure or tension, and friction stress is 
significantly less. During the bending a detail has neutral axis near which a strain is near to zero. In these 
conditions the wires in MR material almost have no sleep. It makes stiffness of elastic-damping element more 
and energy dissipation in it less.  

For example, for the same 0.18   and wd = 0.1 mm and deformation in Y axis direction (it takes place for 
ring-shape elastic-damping element, because during its manufacturing the ring is pressed in the direction of the 
ring axis) initial value of elastic stress near y =0 for pressure is 2.69 MPa, for bending it is 8.7 MPa, friction 
stress for pressure is 0.06 MPa, for bending is 0.005 MPa (Yan et al. 2010a). 

Equation for friction stress for bending (in contrast to Young modulus) isn’t obtained in the present research. 
This stress depends not only on density and wire diameter but on thickness of MR element and amplitude of 
bend. Perhaps it is possible to solve this problem theoretically: to consider the bending element as a sum of many 
layers with compression or tension in each of them with different amplitude. Thus this problem needs future 
research. 

Equations (5) – (12) and (16) – (17) allows approximate calculation of area of hysteretic loop (any mistake will 
be in the ends of loop, because many wire contacts still didn’t sleep there) and area under a line of elastic force. 
A first value is an energy dissipated during one cycle of loading, second one is potential energy of deformation, 
their ratio is energy dissipation coefficient  . Thus it is possible to compare this coefficient for different load 
directions. If to take only first parts in equations (5) – (8) (let we suppose that   and wd  are the same and 
strain is little), ratio of elastic stress for Y and X axis directions is about 49.6:11=4.5, ratio of friction forces is 
about 0.56:0.167=3.35, therefore ratio 34.1)5.4:35.3/(1:  yx

.  

Thus the energy dissipation coefficient is more in direction of X axis. 

Because the hysteretic loop for shear is near to linear, its area (with any mistake for the ends of loop) is about 
 H2 , and potential energy of deformation is 2 / 2G . Thus its ratio is  GH / .  

For the same shear angle   from equations (16) and (17)  

1.3 1.7

1.7 1.3

0.151 18.3
: 1.38

6.65 0.301yx yz

  
 

  . 

It is follow from equations (16) and (17) that   for shear is proportional to 0.4( )  . 

Values of x  and yx  are comparable. 
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For 0.1    ratio : 1.12yx x   . 

For 0.15   ratio : 0.82yx x   . 

Unfortunately till this time that few researchers who work on wire damping materials (Andrés and Chirathadam, 
2011; Li et al, 2010; Tian et al, 2008) obtained for researched materials the linear stiffness and energy dissipation 
coefficient only, and for one-dimensional load process. It isn’t enough to describe a behavior of material in 
contemporary vibration protection systems. 

5. Conclusions 
Results of the present research give constants for calculation of vibration isolators made of MR material by finite 
element software. It gives a method for research of other pressing wire damping materials (such as “metal-flex”, 
“spring cushion”, “wire mesh damper” etc). 

All these results are presented for MR material made of stainless steel wire. However sometimes another 
materials are used in MR (for example, copper wire to increase heat conductivity). Thus the constants will 
depend on properties of wire material and on part of materials in a wire body. This problem needs future 
research.  

If MR material is used in squeeze film damper, it is necessary to research how its constants will change in other 
media (such as oil). 

If MR material is too thin, during its deformation some wires don’t meet other wire, and increasing of number of 
contacts doesn’t take place. All results above are correct if H/ wd  ratio is more than 100 (here H if thickness of 
element in load direction). Elastic-damping elements for pipeline supports have H/ wd ratio about 10…30, it is 
necessary an additional research of its properties. 

All results above are for new MR material. An important problem is a life-time of vibration insulators made of 
MR material. Constants of material will change during its wearing. It depends (Ao et al, 2006) on number of 
load cycles, vibration stress, static preload stress, density of material, wire diameter, working temperature of 
vibration insulator. The present paper gives a method for future researches of these influences.   
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Abstract 
It is important to detect crop rows accurately for field navigation. In order to accurate weeding, cultivator 
guidance system should detect the crop center line precisely. The methods of vision-based row detection for 
lentil field were studied. Monochrome and color images were used in this research. The color images are 
transformed into grey scale images in two different formulas to make comparing among them and find an 
optimal one. In order to detect the center of the crop row rapidly and effectively, Hough transform and gravity 
center image processing algorithms were applied to acquired images.  

The field crop images were segmented into two parts by using optimal thresholding (plant and soil as a 
background), then Hough transform was applied on these binary images. Gray scale images were used in gravity 
center method. The center line detection algorithms were tested for two weed distribution density, include 
general and intensive. It was observed that both systems successfully detects and calculates the pose and 
orientation of the crop row on synthetic images. The mean errors between the calculated and manually estimated 
lines were obtained. Mean errors for Hough transform and gravity center methods were 8 and 10 mm with 
standard deviations of 7 and 12 mm in general distribution density and 12 and 16mm with standard deviation of 
11 and 15mm in high distribution density, respectively. Computational time for Hough transform and gravity 
center were 0.7 and 0.4 s for general distribution density and 1.2 and 0.8 s for high distribution density, 
respectively. 

Keywords: row detection, lentil, machine vision, weeding cultivator 

1. Introduction 
The presence of weeds in agricultural fields leads to competition between weeds and planted crops. Therefore, it 
is necessary to eliminate the weeds for better crop growth. The two widely used methods for weed control are 
chemical and non-chemical weed control. The inorganic chemicals are mainly used to eliminate the weeds in 
agricultural fields and to increase and protect the crop production. During a past few years, the primary concern 
in agriculture was organic production. In organic farming no herbicides are permitted, since they have adverse 
impacts on the environments, soil health, food safe and they cause water pollution and disorder population of 
healthy worms, and other soil organisms (Asif, Amir, Israr, & Faraz, 2010). 

Non-chemical weed control uses some mechanical technique to remove weeds. Manual weeding require labors 
for which is expensive and is not always available (Dedousis, 2007). Tractor driven cultivator was substituted for 
manual weeding. It almost improves operation efficiency and productivity. In mechanical weed control, weeding 
equipment is able to control the weeds between the rows. The lateral position of weeding cultivator tools 
relatively to crop rows, are usually controlled by the driver of the tractor. This task needs more concentration and 
could hardly be maintained during a long period, because driver has to give his attention to both tractor and tools 
position, therefore it exhausts the driver. The precision of the driver guidance between rows determines width of 
hoeing unit. If driver couldn’t be able to achieve the required driving accuracy, the mentioned width should be 
decreased, so inter-row untreated area would be increased. Weed control within the row and untreated area 
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requires a lot of manual labors, if we could decrease untreated area between rows, we will be managed to 
decrease the time needed for this manual working. Under these circumstances, developing an assistant system 
that can automatically detect rows and guide tools or vehicles, would be helpful. 

GPS-based and vision-based guidance systems are the most promising navigation methods for the autonomous 
guidance (Wilson, 2000; Hague, Marchant, & Tillett, 2000). 

GPS-based guidance system relies on prior predefined path information that had been already obtained by 
sowing machines. However, the coordinates of the crop rows in the real world are currently unavailable (Bakker, 
Wouters, & Asselt, 2008). GPS has a common limitation on obtaining local accurate position which is often very 
important for performing efficient automated field operations. The guidance system based on GPS requires more 
accuracy than common GPS receivers, RTK-GPS is expensive and isn’t available in all over the world. 

Navigation along the crop row is based on real-time sensed data. Machine vision can obtain this real-time 
information by detecting rows. In contrast to a real-time differential global positioning system (RTK-GPS), 
Machine vision is cheaper and has a higher precision. Furthermore, machine vision can provide local or relative 
information. 

In vision-based guidance, data is provided by images acquired from vehicle-mounted cameras. As most crops are 
cultivated in rows, it is the key to find guidance information from crop row structure in vision-based guidance 
systems, to precisely control tool or vehicle.  

CPU’s speed development in recent years copes with high computational load that is needed to vision-based 
tools and vehicles guidance. A machine vision-based guidance system manages to achieve accurate navigation in 
an appropriate time that is necessary for real time control. It also does not require a priori field information  

The problem of guiding automatically an implement in a farm using machine vision is not new, many 
technologies and algorithms of image processing were investigated to find guidance line from the row crops. 

Recent developed technologies could be divided into the two general categories: autonomous steering and 
guidance assistance. The main purpose of them, were to evaluate the position of the tool or vehicle in the field 
relatively to the rows (Leemans and Destain, 2006). 

Billingsley and Schoenfisch (1997) presented a method to steer a tractor by following cotton rows. At first they 
segmented image pixels by applying thresholding. The line position was determined by regression method. 
Hague et al. (2000) used Hough transform and Kalman filter methods for localizing the row structure and 
obtaining experimental automatic vehicle position based on image processing. 

Sogaard and Olsen (2003) mounted a camera on a hand operated vehicle and later on a cultivator to evaluate the 
accuracy of guidance system based on machine vision. At first they divided images into band strip. Then they 
calculated their center of gravity. The row position was calculated by weighted linear regression. The standard 
deviation was about 15 mm. Tillett, Hague and Mile (2002) applied a method similar to previous work. They 
used state vector and Kalman filter instead of regression to determine the row position. They succeed in getting 
the precision of 16 mm.  

The Hough transform is the most common crop row detection algorithm used. The Hough transform algorithm is 
used in line detection for its high robustness. The Hough transform was first proposed by Marchant and Brivot 
(1995) to detect the crop center line. 

Marchant (1996) applied the Hough transform to infra-red images to detect crop rows. Leemans and Destain 
(2006) used a mean shift algorithm to search the maximum value in the Hough transform domain, to identify the 
crop rows. To obtain good results for detecting several crop rows, an adapted Hough transform was combined 
with a priori knowledge of the spacing between rows, and then tested. Åstrand and Baerveldt (2005) applied a 
row detection method, which combined the Hough transform and the geometric model. The Hough transform 
was used for detecting crop row structures, while the geometric model determined the link between the image 
and the ground coordinates. Bakker et al. (2008) opposed a gray-scale Hough transform based crop row 
detection algorithm. At first color image were transformed into a gray scale images in their method. Then the 
Hough transform was applied on these gray images to detect the crop rows. They selected three rectangular 
sections of crop row spacing, and then he summed up the grey values of the sections and used the grey-scale 
Hough transform to find the row.  

Pla, Sanchiz, Marchant and Brivot (1997) offered an algorithm based on finding the vanishing point of the rows. 
Tillett et al. (2002) described an algorithm based on the periodic variations of brightness between the plants and 
soil in the parallel crop rows. 
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Han et al. (2004) described a guidance line detection algorithm. The algorithm first segmented images using the 
K-cluster algorithm, then detected rows with the moment algorithm and guidance line was selected based on the 
cost function. 

Kise and Zhang (2008) developed a stereo-vision system capable of performing three dimensional (3D) field 
mapping for measuring crop height and volume and detecting crop rows in 3D for tractor guidance.  

Jiling and Liming (2010) offered a vision-based row guidance method to guide a robot platform which was 
designed independently to drive through the row crops in a field according to the design concept of open 
architecture. Their method’s accuracy of row guidance was up to ± 35mm. 

Tillett et al. (2002); Åstrand and Baerveldt (2002); Bakker et al. (2008) applied their vision based crop row 
detection algorithms in a sugar beet field. Tillett and Hague (1999); Sǿgaard and Olsen (2003) tested their vision 
guidance methods for cereals. Some of the researchers tested their guidance system for Lettuce and tomato 
(Slaughter, Chen, & Curley, 1999), cotton (Billingsley & Schoenfisch, 1997; Slaughter et al., 1999) and 
cauliflower (Marchant & Brivot, 1995), soybean (Kise et al., 2005). But these vision based guidance algorithms 
were not evaluated for lentil. 

Different automatic guidance algorithms have been developed for agricultural applications. But as it was 
mentioned before above, Hough transform and gravity center were the most successful methods that were 
applied in most researches.  

In this paper, these two successful algorithms were studied on images that were acquired from lentil farm by an 
experimental platform constructed in University of Tabriz. The objective was to get the best image processing 
method to navigate weeding units automatically between the inter-row spaces of crop for improving the 
percentage of treated area, reduce labor cost and time.  

2. Materials and Methods 
A lentil experimental filed for performing the tests was prepared in research farm. Lentil seeds were sown 
manually to eliminate adverse effect of seed bouncing. Two bars were inserted into the ground on the sides of 
field and a rope was fastened on them. And lentil seeds were laid in the furrow exactly below the rope. The 
length of the experimental field was about 40 m. Three rows were sown at distances of 30 cm (figure 1). 

Two image acquisition systems were used. First system was a CMOS monochrome camera equipped with a near 
infra-red band-pass filter. It was used to remove visible wavelength to enhance the images. Second system was a 
CCD camera with color output to obtain sample images from lentil farm. The resolution of image was 640×480 
pixels. The focal length of the camera lens was 8 cm. The cameras were mounted on an experimental platform 
(figure 1).  

 

Figure 1. The experimental platform and lentil farm 
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The mobile platform was driven by a DC electric motor over the field. The platform consisted of two main parts: 
stationary and movable frames. Stationary frame was driven by a DC motor on 4 wheels. The motor speed could 
be controlled by PWM pulses adjusted by the computer. The cameras were mounted on the movable section of 
the platform. They were able to get the images and send them to computer to save them. One image frame per 
second was saved in the computer. The camera was directed downward at a specific angle 30˚, and the vertical 
distance from the camera to the ground was 100 cm. The covered area by one image was 1 m long in row 
direction and 1.5m wide. After acquiring the images, two crop-row detection algorithms were executed on a 
computer. 

Image processing was performed using an industrial laptop computer having an Intel Dual Core i7-2620M 2.7 
GHz CPU 8 GB RAM. 

Images were acquired at the Agricultural faculty Farm (Khalatposhan) in Tabriz, during growing season of 2012 
and 2013. To test the robustness of the system, they were taken under various weed and soil conditions .In three 
stage of plant growing tests were undertaken. The crop heights in the images were around 5(small), 16(medium) 
24(large) centimeters (approximate 1-3 weeks of growth time). 

Suitable ROI (region of interest) was selected to restrict the image processing and to reduce the processing time. 
This ROI was selected based on calibration process. A striped course textile with 10cm width vertical black and 
white strips, was used to calibration, as was shown in figure 2. This area should be selected as a rectangle with 
30cm width so three vertical strips were selected, image perspective model made the ROI figure to be 
trapezoidal. The corner coordinates of this Trapezoid were found in the image. These coordinates were used to 
separate ROI from the image. ROI selection is set manually as shown in figure 2. 

 
Figure 2. Calibration process 

 
2.1 Image Processing 
In order to detect the center line of the crop row in field images, several image processing steps should be 
applied to the field images, which include color transformation, image segmentation, noise removal, edge 
detection and line parameter calculation. 

2.1.1 Transform Color Images to Gray Images 

The crop-row image mainly consists of crops and background (such as soil). There is a big difference between 
the crop and background in color. Therefore, color was taken as the feature. But just gray-scale images could be 
used in image processing. The gray images with bimodal histograms can be segmented effectively by a threshold 
segmentation algorithm. The color field images, which were taken under natural conditions, were grayed by 
three color features. 

In the first color transformation method, the color images were transformed into a grey image by emphasizing 
the green value and decreasing the red and blue value. The green value was larger than the red and blue value. Its 
principle is shown as equation (1). 

I1(x,y)=2×G-B-R (1)

Where G, R, B were equal to the green, red and blue value of point (x, y) respectively in the color image. 
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I1(x, y) denotes the grey value of pixel(x, y) in the grey image, and were limited to [0, 255]. 

The second color transformation was performed using the Intel image processing formula. This formula is used 
for color to gray conversion in common image processing toolboxes like MATLAB.  

I2(x,y)= 0.212671R + 0.715160G + 0.072169B (2)

Gray-scale images were stored with 8 bits per sampled pixels, so color conversion decreased the image 
processing calculation load by two third.  

So we had three kinds of gray-scale images: two types of transformed images from color images and images 
acquired directly from monochrome camera equipped with a NIR band-pass filter.  

2.1.2 Segmentation  
Segmentation technique was used to separate the soil and crop by their color difference. After segmentation 
images were partially processed that includes just crops information. Other objects like soil, stone and residues 
were considered as background.  

A threshold segmentation algorithm was applied in this system for its simplicity and speed. The outdoor 
agricultural navigation system needs to be adaptable to various weather and lighting conditions. It requires the 
proposed threshold values selection has the robustness to the lighting variety as well, so adaptive global 
thresholding algorithm was used to perform the segmentation. Constant threshold values didn’t show satisfactory 
result in changeable condition. Otsu automatic threshold value calculation was applied on the image gray values 
as the flow chart of figure 3. The basic principle of Otsu is looking for the best threshold value to divide 
grey-level histogram of an image into two classes on the condition that between-classes variance is maximal. 

 

Figure 3. Otsu automatic threshold value detection method 

 

 

start

Choose a gray value T as a candidate for threshold value

Divide image to two class based on the selected threshold value T

Calculate normalized histogram for each gray-level value i (0-255), p(i) 

Calculate the normalized fraction of pixels for each class (summing)

Calculate the mean gray-level value and variance of the background and 
the object pixels

Make decision for continuing 
the process with a new T 

Print the candidate T as the optimal 
threshold value which the maximum 

variance was happened in

end 
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2.1.3 Noise Reduction 
To improve the resulted binary images and reduce the fine details in an image the median filtering was used. The 
median filtering reduced the details in the images by applying the image blurring operation. 

2.1.4 Edge Detection 
After converting the image into the binary images, edge detection was performed. To optimize and better edge 
information, Sobel edge detection was applied. The vertical and horizontal Sobel gradient operators were used to 
get better edge detection results. The Sobel edge detection was computationally simple so it was spent just about 
0.05- 0.07s for the Sobel implementation.  

2.2 Line Detection 
The center line of the crop row should be detected for tool navigation. Center line of the crop row was detected 
by two algorithm based on the Hough transform and gravity center.  

2.2.1 Hough Transform Method 
Binary images were used for Hough transform based row position detection method.  

The Hough transform is a line detection algorithm based on the relationship between point (x,y) and line 
(y=ax+b). For applying Hough transform algorithm, a set of points in image space were mapped to a set of lines 
in parameter space. If these points in image space are all located on the line (y = ax+b), the mapped lines in 
parameter space will pass the common point (a, b). This parameter space was not suitable for the studies like our 
research that ‘a’ approaches infinity as line approaches the vertical direction. So, normal representation of a line 
was used. It is named Hough space. 

Xcosθ+ysinθ=ρ (3)

In this study ρ and θ were position and orientation of the crop row.   

After transforming the points in the image space to Hough space, peak detection was performed on all the points 
of the space that are identified as accumulators. The peak point (ρ,θ) coordinate was the line parameters that we 
were looking for.  

2.2.2 Gravity Center 

Gray scale images were used in gravity center row position detection method. The gray images were divided into 
a number of horizontal strips as shown in figure 4. Three factors affect the number of strips: existence of 
minimum one plant in a strip, computational load, and accuracy. In order to reduce the amount of subsequent 
computations, it may be better choose the least number of strips. Exceeding number of strips causes more 
accuracy, because it makes more points for fitting line. Drilled crops like cereals and pea don’t have any given 
interval between crops so more strips can be selected. When strip numbers were exceeded more than 10, 
significant increasing in computational time was observed, so 10 strips were chosen (figure 4). It was just 4 
strips were shown in the figure 4 for convenience and better appearance.  

 

 

 

 

 

 

 

 

Figure 4. image division and their histogram distribution 
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The gravity center method was used for getting the center of the row for each image strip. The resolution of 
image was considered to be M ×N pixels. The image strip size is M ×k. I (i, j) was the grey value of the pixel in 
position (i, j), w( j) was the result of summation of column j : 

, 1,2,3, …  

 

(4)

And s was the sum of the grey values of the whole image strip: 

 

 

(5)

Right section of figure 4 shows the grey values distribution of each column. As can be shown in left section of 
figure 5, the grey values of crop’s area were higher than the background. Weeds roll in the both side of the crop 
row were the same in the distribution histogram. Weighted center of strips was the position of the column (j) that 
was encountered the condition of equation 5. 

2  

 

(6)

This process was continued for all the strips and weighted center points of strips were computed. The best fitted 
line to these points was estimated by using the regression method. So the crop center line was obtained. 

3. Results and Discussion 
The performance of the mentioned algorithms, were evaluated against three criteria: accuracy, robustness and 
computational requirements. The mean errors between the calculated and manually estimated lines pose (ρ) were 
obtained to detect the method accuracy. The orientation (θ) was used just for the acceptance basis of the process.  

Since the main purpose of the study was to achieve real-time automatic guidance of weeding cultivator in lentil, 
the time requirement was the most important issue.  

200 images were randomly chosen to evaluate those criteria.  Based on the experiments, the time costs of the 
image processing were mainly depended on the number of pixels were in the processing. So as were expected, 
time requirements were lower for images obtained in earlier weeks of growth time plant, because both plant and 
weed occupied lower area in the images. The average time costs of all levels of Hough transform image 
processing algorithm (segmentation, filtering and transformation) were 0.5, 0.8, 1.4s for small, medium and large 
size of plants, respectively. 

Both monochrome images acquired with a camera equipped with a band filter and gray-scale showed better 
robustness in different weather (sunny or cloudy) and soil (dry or wet) conditions. They showed almost constant 
results. These gray-scale transformation methods were tested by Hough transform method. Mean error were 7, 8 
and 15mm and standard deviation were 8, 10 and 19mm for medium size of plants with transformed images with 
filter, green-emphasized (equation 1)and ordinary gray-scale (equation 2) transformation methods, respectively. 
The experimental results indicated that the filtered images could overcome the impact of shadows better than 
others. Green-emphasized images was managed to omit shadow from the images, but sometimes it was observed 
that it omit some information of plant leafs covered by shadow, so it was confronted some errors.   

Segmentation time requirement was omitted in the gravity center and calculation load of this algorithm was so 
lower than Hough transform, so time costs were about 0.3, 0.45 and 0.7 for small, medium and large size of 
plants, respectively. 

The images that edge detection were applied on them in spite of showing the best time costs (about 2-3s) 
represented the weakest accuracy with mean error of 25-30mm. So these images weren’t used any more for the 
line detection.     

Two center line detection algorithms were tested for two weed distribution density, include general and intensive. 
Mean errors for Hough transform and gravity center methods were 8 and 10 mm with standard deviations of 7 
and 12 mm in general distribution density and 12 and 16mm with standard deviation of 11 and 15mm in high 
distribution density, respectively. Computational time for Hough transform and gravity center were 0.7 and 0.4 s 
for general distribution density and 1.2 and 0.8 s for high distribution density, respectively. 
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4. Conclusion 
The experimental result indicated that the band-filtered images had lower mean errors and could overcome the 
impact of shadows. 

It was observed that both algorithms successfully detect and calculate the pose and orientation of the crop row on 
synthetic images. Hough transform demonstrated better accuracy in the images including non-germinated gaps. 
The gravity center presented better time costs result. Lentil crops are sown with drill planters so its row seems 
continuous without gaps between plants in the row. In this ideal situation this algorithm showed better result. But 
the row with non-geminated gaps showed weak results with higher errors. Times costs for Hough transform 
algorithm was higher than gravity center method. 
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Abstract 
The research on community wastewater treatment through small aquatic-planting and grass-filtration constructed 
wetland in cooperating with oxidation ponds is aimed to establish demonstration models for eliminating organic 
contaminants under nature-by-nature process, simple technology and less expenses. There have been 7 small 
wetlands on 100-m x 5-m x 0.75-m small vertical flow construction wetlands (VFCW), 7 small wetlands on 
25-m x 5-m x 0.75-m small VFCW in cooperating with zero discharge, 2 experimental plots of planted mangrove 
forest and 5-consecutive oxidation ponds plus 3 herbivore fishes per square meter. 

For research operation, some municipal wastewater were pumped about 0.025-cms flow rate from Phetchaburi 
collected pond through 18.5-km HPDE pipe with separating receivers: firstly, to small grass and aquatic planted 
wetlands; secondly, to small constructed wetlands; thirdly, to the planted mangrove forest; and finally to the 
5-consecutive ponds in descending order of 20 cm by beginning the depth of 2.6 m at the first pond 
(sedimentation pond) till 1.8 m at the last pond, In basic principles, an influent has to flow continuously at height 
of one-third depth below surface of oxidation pond on hydraulic retention time (HRT), then flowing over weir 
crest about 5 cm. The effluent of each oxidation pond was monthly sampled for analyzing the water quality in 
order to estimate the efficiency of wastewater treatment. In the same procedures, the effluent from small 
wetlands as grown by aquatic plants as well as zero discharge had to collect for water quality analysis. The 
results found the wastewater treatment efficiency above 60 percentages for COD, BOD, and TSS. The usable life 
of plants for maximum wastewater treatment efficiency were specified at 90 days and 45 days for aquatic plants 
(Typha angustifolia Linn. and Cyperus corymbosus Rottb.), respectively. It was noticed that small wetland and 
oxidation pond were suitable for community wastewater treatment and gained benefits from the wastewater 
treatment system.  

Keywords: community, wastewater treatment, small wetlands, oxidation ponds 

1. Introduction 
It has been wondered why various types of obligatory engineering-device installation for wastewater treatment 
from municipals, industrial factories, hotels and livestock farms but polluted water is still expanded to every 
river, stream, canal, lake, reservoir and wetland. In other words, the failure of engineering tools cannot be 
specified what is the grassroots of problem. It might be just installed the wastewater treatment devices but they 
were ignored to operate because of economizing the capital, no plan for monitoring, directly smuggling 
wastewater to public water sources and no employment of environmental technologists. Moreover, Thai 
traditional human settlement along both riverbanks would be another cause to pollute community wastewater to 
stream water as the same as livestock-farm behaviors. This is why stream pollution gradual increasing day by 
day without stopping the situation. 

H.M. King Bhumibol has realized how big problems of seriously stream pollution around the country, and 
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initiated the Royal Laem Phak Bia Environmental Research and Development Project (Royal LERD) with 
applying the nature-by-nature processes at Laem Phak Bia Sub-District, Ban Laem District, Phetchaburi 
Province, Thailand in order to find simplicity technology and probable utilization of local materials or the 
cheapest expenses for encouraging the community wastewater treatment before draining into the streams. Under 
stated condition, small wetland and oxidation pond could be the most probable technologies for wastewater 
treatment from households, villages, communities and municipals. These technologies can be applied to high 
organic waste concentration, i.e. livestock farms, agro-industrial factories and slaughterhouses as well as 
industrial factories but pretreatment needs before or after draining wastewater or treated wastewater into the 
small wetlands and/or oxidation ponds which utilizing nature-by-nature processes. 

Theoretically, the nature-by-nature processes are implied as photosynthesis, thermo-siphon and thermo-osmosis 
processes for supporting naturally bacterial digestion of organic waste as the contaminants in wastewater from 
any point sources. This could be expected to serve need of the Royal LERD project to take small wetland and 
oxidation pond for disseminating the know-how on wastewater treatment to the concerned point sources around 
the country. 

2. Material and Methods 
2.1 Location of the Royal LERD Project 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Location of Phetchaburi municipal and the Royal LERD project site at Laem Phak Bia Sub-District, 
Ban Laem District, Phetchaburi Province 
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Phetchaburi drainage area is only one system among more 25 rivers in Thailand that composing of one river 
(Phetchaburi river) to transfer streamflow directly from headwater to the river mouth through five large 
communities and passing to municipal as a main city before taking the organic pollutants and toxicants to the 
Gulf of Thailand. For eliminating organic-toxicant wastes in Phetchaburi river, the Royal LERD project has been 
taken place for decreasing wastewater from fresh-food markets, local sweetmeat factories, municipal sewage, 
livestock farms, agro-industrial factories and households along the riverbanks by transferring 18.5-km HPDE 
pipes to the project site at Laem Phak Bia village as seen in Figure1. 

Wastewater from the above point sources flowed through municipal sewerage to four pumping stations which 
connect to Klongyang collection ponds. Then, wastewater was pumped through 18.5-km HPDE pipes to drain 
out to two lines: one to small wetlands; and the other to 5-consecutive ponds (Figure 1). 

2.2 Small Constructed Wetlands 

Small constructed wetlands were made in size of 100-m length, 5-m width and 1-m depth which furnished on 
each three 300-m-hole pipe in parallel to the bottom in order to allow treated wastewater flowing through outlet. 
Then after, gravel pavement was performed at about 10-cm depth, another 10-cm soil overtopping, following 
with 30-cm sandy soils (paddy soil: sand ratio equivalent to 3:1) for growing aquatic plants, and final 30-cm 
height for wastewater level which flow vertically through soils, sand, and gravel until running out from outlet. 

In accordance with research objectives, the small vertical flow constructed wetlands (small VFCW) was divided 
into four 20-m sections. Each section composed of three10-cm polyethylene pipes at every section in order to 
take the vertical flow of treated wastewater to analyze water quality as shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Hypothetical vertical flow constructed wetlands (5 x 100-m surface area and 1-m depth) and filling sandy 
soils (ratio of paddy soils to sand Is equivalent to 3:1) for growing Typha angustifolia Linn. and              

Cyperus corymbosus Rottb. as used for community wastewater treatment at the Royal LERD project site 

 

2.3 Five-Consecutive Oxidation Ponds 

Construct the consecutive oxidation ponds 1, 2, 3, 4 and 5 with the depth of them about 3, 2.7, 2.5, 2.3, and 2.1 
meters, respectively. Then wastewater was flown at the level of 20-cm difference by setting the water depth at 
2.7, 2.5, 2.3, 2.1, and 1.9 meters of ponds 1, 2, 3, 4, and 5, equivalent to 75 percent of pond volume. (Figure 1). 
Finally, continuity flow from Klongyang collection pond about 3,600 cubic meters per day was pumped through 
18.5-km HPDE pipes, diverting some part into constructed wetland at setting depth of 30 cm above water surface 
for 5-day stagnating and 2 days releasing. The other part was flown into 5-consecutive ponds for gradually 
decreasing the organic waste in wastewater by bacterial digesting process. 
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2.4 Samples Analysis 

Wastewater samples in terms of influent and effluent were collected every ten days, since the year of 2000, for 
analyzing the water quality indexes, i.e. COD, BOD, TDS, TSS, EC, pH, temperature, salinity, NPK, some heavy 
metals. At the same time, height measurement of Typha and Cyperus were conducted until the growth rate 
equivalent to zero which is the period (90 days of age) of maximum treatment efficiency. Typha and Cyperus 
were harvested at age of 90 days for determining the biomass and also to analyze plat nutrients and some heavy 
metals. Moreover, soil samples were taken before the experiment and after harvesting for analysis of plant 
nutrients and some heavy metals. 

3. Results and Discussion 
Owning to the Royal LERD project on community wastewater treatment has been launched since 1993 and 
beginning to collect the samples in the year of 2000 in every ten days for the first 5 years and monthly period after 
the year of 2003. The better illustration of analyzed data for this study were taken in account with representative 
climate and wastewater quality will be presented in the following sections. 

3.1 Biomass and Accumulative Plant Nutrients 

Due to Typha and Cyperus were planted in the 5-m x 100-m vertical flow constructed wetlands (VFCW) with 
35-cm spacing with about 25-cm depth of growing materials (paddy soil-sand ratio is equivalent to 3:1), the 
measurement of height growth was taken in every seven days as shown in Table 1 and Figure 3 . The indicated that 
average growth rate was more or less zero when their ages reached at about 90 days and 45 days for useful life of 
Typha and Cyperus, respectively. The aforesaid statement presented that Typha and Cyperus grew well in 
Phetchaburi municipal wastewater and also the maximum effective treatment in constructed wetland concept., 
although Typha was high evapotranspiration rate (Pedescoll et al., 2013; Phewnil et al., 2014) 

 

Table 1. Height growth and biomass of Typha angustifolia Linn. and Cyperus corymbosus Rottb. as used for 
community wastewater treatment at the Royal LERD project site in Phetchaburi province Thailand 

Plant age (days) 
Height growth (cm.)

Typha angustifolia Linn. Cyperus corymbosus Rottb.
7 96.1 a 85.5 a 

21 137.3 b 120.9 b 
28 168.5 c 162.1 c 
42 184.9 d 165.1d 
50 216.0 e - 
64 239.5 f - 
70 241.0 f - 
84 316.0 g - 

Biomass: dry weight (kg/m3) 
0.78 0.30 

( � 90 cut off) ( � 45 cut off) 
 

 

 

 

 

 

 

 

 

 

 

 

  (a) Typha angustifolia Linn.        (b) Cyperus corymbosus Rottb. 

Figure 3. Flowering stage of (a) Typha angustifolia Linn. and (b) Cyperus corymbosus Rottb. as used for 
community wastewater treatment at the Royal LERD project site in Phetchaburi province Thailand 
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3.2 Water Quality of Vertical Flow Constructed Wetlands 

The vertical flow constructed wetland (VFCW) has been used for 5 functions: firstly, soil media for filtration of 
larger materials; secondly, supporting unit for bacterial organic digestion processes to become inorganic matters, 
particularly plant nutrients and some chemicals; thirdly, accumulative chemicals of penetrated wastewater in 
vertical direction; fourthly, the air filling zone from the processes of thermo-osmosis, thermo-siphon and 
photosynthesis; and finally, phytoremadiation boundary by aquatic plant rhizomes. Such 5-function property of 
the soil-sand filtration wetlands caused the effect of the water quality indicators of influent greater than the effluent 
as seen in Table 2 and Figure 4, although the removal efficiency of  both aquatic plant species (Typha and 
Cyperus) were not different.   

 

Table 2. Water quality indicators of vertical flow constructed wetland (VFCW) as collected at the consecutive 
distances from head of constructed wetlands for community wastewater treatment in Phetchaburi Province 
Thailand. 

Parameter Unit Influent 
Effluent 

p-value 
Typha angustifolia Linn. Cyperus corymbosus Rottb. 

pH (-) 6.4 6.5 6.5 0.422 

Total suspended solid (TSS) mg/L 35.9 18.5 14.8 1.000 

Total dissolved solid (TDS) mg/L 460.0 466.2 449.6 1.000 

Dissolved oxygen (DO) mg/L 0.9 5.0 5.5 1.000 

Biochemical oxygen demand (BOD) mg/L 26.9 10.8 9.8 1.000 

Total nitrogen (TN) mg/L 7.1 4.2 4.6 1.000 

Total phosphorus (TP) mg/L 4.2 2.6 2.1 1.000 

Total coliform bacteria (TCB) MPN/100ml 1.7×105 2.8×103 3.3×102 0.148 

Fecal coliform bacteria (FCB) MPN/100ml 6.8×104 9.4×102 1.3×102 1.000 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Efficiency of vertical flow constructed wetland (VFCW) as collected at the consecutive distances from 
head of constructed wetlands for community wastewater treatment in Phetchaburi province Thailand 
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3.3 Wastewater Treatment Efficiency 

Naturally, wetland is the most effective technology for wastewater treatment by not only filtration the larger size of 
objects and toxicants and also encouraging bacterial organic digestion for becoming to inorganic matter for plant 
growing. 

1) Small Vertical Flow Constructed Wetlands 

After analysis of filtrated wastewater samples (3 replications) on 25, 50, 75 and 100 meters from the beginning 0 
to 100 m. of those 7 main plots, the results found the averaged values as shown in Table 3. For making clear 
understanding the function of the vertical flow on grass-aquatic plant filtration plots under the concept of 
constructed wetland, the water quality indicators was taken an account with BOD and COD as the representative. 
The results indicated that the values of BOD was gradually decreased from the upper parts of plots to the lowest 
values at the ends as shown in Figure 5, while COD had the tendency to increase and to get the maximized peak 
at 50-m length from the inlet, then slowly decreasing until 100-m point of outlet. In principles, the organic matter 
has to be digested by aerobic and anaerobic processes at the top-layer wastewater and the middle-layer soil 
growing media during vertical flowing to the bottom of constructed wetlands. The received products from 
bacterial digestion processes (causing the decrease of BOD) are expected to be inorganic materials as well as 
some elements and heavy metals which can be removed together with the treated wastewater and causing to 
increase more concentration of COD at 50-m length, but it trends to decrease because of less product from those 
organic digestion. In other words, the values of COD are depended on the values of BOD which are related to 
the rate of bacterial organic digestion.  

 

Table 3. Influences of infiltration process due to vertical flow of Phetchaburi municipal wastewater along with 
the 100-m plots of constructed wetlands 

No. Plant 
Species 

Distance
(m.) 

Averaged Values of Compound/Element (mg/l) 
Remarks

COD BOD N P SS pH Cd Pb Ni As 
1 Control Plot 0 95.20 43.70 7.10 4.20 35.90 6.4 0.02 0.13 0.13 17.40 Influent

25 164.00 5.70 - - - - 0.18 0.76 0.95 5.40 
50 277.00 7.20 - - - - 0.07 0.42 0.17 5.90 
75 253.00 6.90 - - - - 0.08 0.33 0.26 2.00 

100 190.00 5.70 4.80 2.60 40.40 7.6 0.08 0.34 0.18 8.70 Effluent
2 Typha  

 
0 95.20 43.70 7.10 4.20 35.90 6.4 0.02 0.13 0.13 17.40 
25 154.00 4.40 - - - - 0.07 0.36 0.26 2.40 Influent
50 209.00 2.60 - - - - 0.10 0.55 0.84 7.00 
75 180.00 1.70 - - - - 0.06 0.43 0.19 4.40 

100 141.00 2.10 4.20 2.60 18.50 6.5 0.06 0.39 0.16 24.80 Effluent
3 Cyperus  0 95.20 43.70 7.10 4.20 35.90 6.4 0.02 0.13 0.13 17.40 Influent

25 154.00 7.80 - - - - 0.05 0.27 0.24 13.80 
50 209.00 4.20 - - - - 0.15 0.70 0.83 2.30 
75 180.00 2.00 - - - - 0.14 0.50 0.89 9.60 

100 141.00 2.50 4.60 2.20 14.80 6.6 0.14 0.57 0.86 11.60 Effluent
 

 

 

 

 

 

 

 

 

 

Figure 5. Characters of BOD and COD as released by vertical flow through soil growing media of grass-aquatic 
plant filtration plots under the concept of constructed wetland; (a) control plot, (b) Typha angustifolia Linn. and 

(c) Cyperus corymbosus Rottb 
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Theoretical speaking, there are hidden two natural processes; firstly, aquatic plant photosynthesis during daytime 
to provide oxygen as the processing (Sooknah and Wilkie, 2004; Hadad et al., 2006; Tanji et al., 2006), and 
secondly, thermo-osmosis process produces oxygen to bacteria for organic digestion during photosynthesis 
process of very young leaves, containing aerenchyma cells, of aquatic plants (Deubigh and Raumann, 1952; 
Bearnan, 1957; Srivastav and Avasthi, 1975; Grosse, 1989; Buchel and Grosse, 1990; Grofse and Bauch, 1991) 
The size of the constructed wetland has been used for wastewater treatment from various point sources for long 
period of time in which it depends on the amount of polluted wastewater, space availability, and topographical 
characteristics but normally varying on depth 0.3 to 1.0 m, surface area 100 to 600 m2; mostly 
rectangular-shaped surface area and 1:1.000 slope (Tripathi and Shukla, 1991; Jenssen et al., 1993; Juwarkar et 
al., 1995; Ahn and Mitsch, 2002; Stottmeister et al., 2003; Maine et al., 2006; Yang et al., 2008; Li et al., 2009; 
Stefanakis and Tsihrintzis, 2012). The Photosynthetic rate of wetland plants were highly correlated with light 
intensity and temperature due to influence of oxygen evolving activities and disposal efficiency. The 
photosynthetic characteristics of wetland species can affect their ability to provide oxygen and remove pollutants 
(Huang et al., 2010). Furthermore, oxygen transfer and oxygen consumption in constructed wetland revealed 
with flowing techniques since areal-based oxygen consumption rates in vertical flow system was higher than 
horizontal flow system (Nivala et al., 2013; Bialowiec et al., 2014). The findings demonstrated that oxygen from 
thermo-osmosis process was important role for organic digestion in systems.  

2) Five-Consecutive Oxidation Ponds 

The Oxidation pond treatment system at Laem Phak Bia is wastewater treatment system of the municipality of 
Phetchaburi province that is a facultative type. It is designed to accept wastewater of about 10,000 m3/day. The 
system comprises a series of five large, shallow earthen basins: one sedimentation pond, three oxidation ponds, 
and one stabilization pond. The characteristics of this system are summarized in Table 4. The system Phetchaburi 
occupies an area of 154,178.5 m2. Each pond is separated by an earthen 3-m-width berm a ratio of vertical to 
horizontal distance of 1:2. Grass is planted at the edge of the pond to protect soil erosion. The outlet structure is a 
spillway that is constructed as far away as possible from the inlet structure. 

 

Table 4. Characteristics of the model of lagoon treatment system at Laem Phak Bia 

Order Pond Depth  ) m( Pond type Process/Treatment Retention time 
(days) 

1 Sedimentation 2.5 Anaerobic or 
Facultative 

Sedimentation and primary treatment 
through facultative digestion 

7 

2 Oxidation 2.0 Facultative Addition of O2 thorough themo-siphon, 
facultative digestion and bacteria removal 

7 

3 Stabilization 1.7 Aerobic Wastewater polishing and algae removal  7 

Total 21 
 

Wastewater from municipality is pumped via HDPE pipe for a distance of 18.5 km to the project area into the 
sedimentation pond. No additional pumping is necessary, from one pond and enters to the next from the bottom. 
The BOD concentration was decreased by anaerobic organic digestion process in 18.5-km. HDPE pipe 
(Poommai et al., 2013). Effluent was discharged after being retained in the system for 21-28 days as the natural 
purification processes occur. The rectangular weir was introduced to increase the efficiency by oxygen transfer 
into wastewater as flowing over the weir crest which presented 0.03-m depth showed the highest efficiency of 
oxygen diffusion and it decreased when water depth increased (Poommai et al., 2012). The quality of treated 
water meets the effluent wastewater quality standard. The Efficiency of the system is about 50-70% (Table 5). 
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Table 5. Water quality of lagoon treatment system for Phetchaburi municipal wastewater treatment 

Ponds Sample 

Stations 

Water Quality Indicator (mg/L) 

BOD SS Nitrate Nitrite Ammonia TKN Phosphate Potassium

Klongyang 

Collection Pond 

input 31.20 12.80 <0.01 0.013 <0.05 1.930 1.10 14.10 

output 45.07 17.73 0.067 0.013 <0.05 <0.05 3.03 15.77 

Sedimentation 

Pond 

input 42.20 16.40 0.037 0.003 <0.05 0.657 2.27 10.57 

output 21.50 21.87 0.153 <0.002 2.437 5.647 2.77 15.87 

Oxidation Pond 

No.1 
output 7.33 59.00 0.380 0.297 <0.05 <0.05 1.37 23.10 

Oxidation Pond 

No.2 
output 10.87 65.10 0.397 <0.002 <0.05 <0.05 1.37 18.87 

Oxidation Pond 

No.3 
output 8.50 38.17 0.137 0.018 <0.05 <0.05 1.07 22.87 

Polishing Pond output 16.40 54.90 0.177 0.006 <0.05 <0.05 0.43 26.60 

 

The treatment processes in lagoon treatment were photosynthesis and thermo-siphon. The thermo-siphon process 
produces oxygen during evaporation process that causes water surface cooling due to heat being absorbed about 
583 g-calories for evaporating 1 g of water, consequently cool surface water moving vertically down to the bottom 
of wastewater treatment ponds together with free oxygen to bacteria for organic digestion process (Mirmov and 
Belyakova, 1982; Mevi-Schutz and Grosse, 1988; Ameth and Stichlmair, 2001; Gehlin et al., 2003; Watanabe et 
al., 2012). Sedimentation pond was the primary treatment of influent where settleable solids were removed. The 
digestion of organic matters carried out by microorganism under aerobic, facultative and anaerobic conditions in 
oxidation ponds. Upper portion were an anaerobic zone maintained by oxygen generated by algae and penetration 
of oxygen from the atmosphere through thermo-siphon process. Symbiotic related exist in this zone. Bacteria use 
oxygen as an electron acceptor to oxidize the organic wastes to stable product i.e. carbon dioxide, nitrate and 
phosphate. Algae used these compounds and with sunlight to produce oxygen in photosynthesis. Middle portion 
were a facultative zone where the volume of oxygen fluctuates based on level of wind action and penetration of 
sunlight. Therefore, microorganisms in this zone must be capable of adjusting their microbial activity to the 
change of oxygen level. Bottom portion were an anaerobic zone because stagnant conditions prohibit oxygen 
transfer to this region. Organic acids and gases were the product from decomposition in this zone and became to 
carbon source and energy source for microorganism in the aerobic zone. The finally pond was a polishing pond 
where algae was removed through natural die off process due to lack of nutrients. Furthermore, effluent after 
treated wastewater flowed over weir crest that finding BOD under standard and also the decreasing of total 
coliform bacteria and fecal coliform bacteria, particularly the pathogenic bacteria decreasing down to almost zero 
MPN/100 ml. Because of the effect of solar radiation to dissolved oxygen (DO) and hydrogen peroxide (H2O2) 
which were employed for bacterial organic digestion process in wastewater treatment ponds. The solar radiation 
showed solar energy between 0-750 W/m2 all together with UV-A, UV-B, spectrum and net radiation 
(Pattamapotoon et al., 2013). 

3.4 VFCW Filtration of Toxic Chemicals 

It is remarkable that whenever the remediation technique has to be applied for extract some toxic chemicals 
which might be used for gaining specific profits, particularly for growing cash crops. In order to prove such 
principles, the roots (rhizomes) and stems of Typha and Cyperus were sampled for analyzing N, P, K, Cu, Zn, Pb, 
Cd and Hg, the analyzed results were shown in Table 6. The research results were indicated the amount of N, P, 
and K higher in stems than in rhizomes accordance with identification of Typha and Cyperus as 
hyper-accumulative aquatic plants of macronutrients like N, P, and K in its green stems rather than rhizomes. In 
contrary, the elements Cu and Zn which are the micronutrients for plant growth found higher values in rhizomes 
more than stems because of very slow translocation of Cu and Zn from rhizomes to stems, and mostly 
accumulating around rhizomes (Delgalo et al., 1993). Furthermore, the heavy metals (Pb, Cd and Hg) found in 
stems more than rhizomes of Typha and Cyperus since both species has been identified as fast growing aquatic 
plants that uptaking every elements for short period of time. This is why some heavy metals can be distributed to 
the green leaves of Typha and Cyperus as taken for experimenting under the phytoremediation technique and 
constructed wetland concept. 
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Table 6. Elements up taking by Typha and Cyperus on vertical-flow constructed wetlands during 1997-1999 at 
the Royal LERD project site 

No. Elements Unit 
Typha Cyperus 

Root Stem Root Stem 

1. N percentage by oven 0.87 0.87 0.69 1.11 
2. P percentage by oven 0.29 0.26 0.22 0.18 
3. K percentage by oven 0.90 3.42 1.18 3.97 
4. Cu mg/l 6.60 3.30 9.00 4.00 
5. Zn mg/l 24.60 16.00 66.30 16.00 
6. Pb mg/l 42.00 92.30 12.00 36.30 
7. Cd mg/l 10.30 0.00 7.30 6.40 
8. Hg µg/l 3.50 3.00 2.40 1.85 

 

Actually, wetland is occurred between the terrestrial and aquatic systems in order to absorb the toxic 
contaminants by humus, organic matters, and soils before draining away to stream or river. Aquatic plant has 
eventually to remove contaminants from wastewater and soils as growing units through root system under the 
osmotic pressure during the photosynthesis processing, then the elements are translocated to accumulate in all 
parts of vegetative organ, but it depends on the degree of toxic chemical contaminants and aquatic plant species 
(Tateuyama et al., 1967; Reddy et al., 1990; Rai et al., 1994; De Souza et al., 1999; Marin and Ayele, 2003; 
Pulford and Watson, 2003; Xia and Ma, 2006; Gupta and Sinha, 2007; Wahla et al., 2008; Thaipichitburapa et al., 
2010; Zaier et al., 2010; Chunkao et al., 2012). 

3.5 Royal LERD Project Benefits 

It is noted that the outcomes of BOD treatment efficiency equivalent to 88 % for oxidation ponds and 91 % for 
constructed wetlands. The main points to produce an effect were not only nature-by-nature process but also the 
techniques of 5-day stagnating on vertical flow and 2-day releasing the treated wastewater from soil-sand-gravel 
layering constructed wetlands. The BOD concentration of estuarine water in mangrove forest, over muddy beach 
and on-site seashore indicated as 5.7, 2.2 and 2.5 mg/L. Surprisingly, they were so much low when compared 
with wastewater from fresh food market (546.6 mg/L) and in the municipal culverts (164.1 mg/L) on which the 
constructed wetland was shown high treatment efficiency. 

The treated wastewater which obtained from oxidation ponds and constructed wetlands was still treated by the 
natural mangrove forest and called as "secondary treatment" of such treated wastewater before flowing into 
muddy beach and seashore in part of the Gulf of Thailand. It could be the vertical flow constructed wetlands and 
oxidation pond wastewater treatment that worked together with the King's initiative nature-by-nature process 
causing high rate of bacterial organic digestion processes. Consequently, the abundances of fishes, crams, crabs, 
muscles, shells and other marine animals have been existed on the Royal LERD project site nearby areas. 
Benefits from the Royal LERD Project can be described as follows: 

1) Benefits from solid waste disposal or the concrete box system include compost that can be Utilized to grow 
flowers. Compost can ideally be mixed with a binding agent and compressed into cubes and used to restore 
deteriorated mangrove areas. Biological gas, namely methane, from the system was reported to be as high as 60% 
of the total gas generated under the condition of absence of oxygen. This gas can be utilized for various activities 
in households such as cooking, lighting and fueling engine.  

2) Benefits from wastewater treatment systems are utilization of oxidation ponds for aquaculture. Fish farming 
can be carries out without providing any feedings. The measurement of Nile tilapia (Oreochromis niloticus) 
growth was taken from the third pond in which the water quality was in effluent standard. The fish growth model 
found that the predicted fish weight revealed with biochemical oxygen demand (BOD), Dissolved oxygen 
demand (DO), water temperature, concentration of plankton, and ammonia (Dampin et al., 2012) Fish are also 
safe for consumption. Treated wastewater can be used to grow plants and grass that withstand flooding. The 
productivity of the grass was also found to be high enough to feed cattle. 

3) Benefits from sludge include usage of sludge with soil as a substrate to grow flowers and plants. Supakata et 
al. (2011) showed that using moist sewage sludge as a new source for growing rice was an alternative 
community wastewater treatment with agricultural benefit and ease management (saved time and space). The 
finding presented moist sewage sludge piled at the depth of 30 cm could be used to grow rice (Oryza sativa) with 
sufficient nitrogen. Furthermore, Semvimol et al. (2014) presented that gas volume from sludge of oxidation 
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ponds for community wastewater treatment in which organic matters of both units were digested through the 
nature-by-nature process in anaerobic condition produced gas 1.8 ml/g (oven dry weight), methane concentration 
in range 545,686-9,560,606 mg/L.  

Socially, the social behavior that causes solid waste and wastewater problems included activities related to food 
preparation and consumption. People are aware and accept the project. Dissemination of environmental 
knowledge and public relations must gear toward specific social target group that included commercial, industry, 
tourism, recreation and the mix. The latter group was mostly the agricultural community. 

3.6 Dissemination of Research Results 

The Royal LERD project is aimed to disseminate all research results of community wastewater treatment and 
garbage disposal to the people of Thailand in order to manage their home environment and also to human 
settlement, villages, urban areas, fresh-food markets, shopping centers, factories as the same as schools, colleges, 
medical centers, scientific laboratories, tourism facilities, government offices and public areas. The dissemination 
program has been planned on 5 manners as follows: 

1) On-Site Studies 

There have been recorded the academic visitors a half of million people that came to on-site visit at the Royal 
LERD project site on Laem Phak Bia sub-district, Ban Laem district, Phetchaburi province, Thailand as shown in 
Table2. The typicality of on-site visitors was composed of school boys and girls, school teachers, university 
professors, technocrats, researchers, environmentalists, local administrators, high ranking administrators, policy 
makers, general population, foreigners of all continents from Asia, North America, South America, Europe, Africa 
and Australia. 

2) Short-Course Training 

Actually, the community wastewater treatment and garbage disposal under the King's initiative nature-by-nature 
processes can be said as easy in practicing but they are very difficult to understand due to the scientific 
mechanisms. Therefore, short-course training program would be necessary to organize for some government and 
private sectors, local administration offices, schools and universities to know how to manage community 
wastewater treatment and garbage disposal. There were a lot of the said units that request to train the personnel for 
on-site and out-site programs as shown in Table2, approximately more than 7 programs per year. 

3) Academic Servicing 

Academic servicing would be the most important program for disseminating the in-depth knowledge on how 
community wastewater to be treated and garbage to be disposed in terms of scientific processing driving forces 
from nature-by-nature process. Such intention could be brought to ease the community wastewater treatment and 
garbage disposal and also to transfer knowledge to another people without doubts. However, there were academic 
servicing more than 5 programs per month onto industrial factories, schools, universities and production 
companies as shown in Table2. It would be noted that the Royal LERD project on community wastewater 
treatment and garbage disposal under the nature-by-nature processes have been known since 1990 among the 
practical men in the whole country. 

4) Publishing Materials and VDO Dissemination 

The Royal LERD project has prepared the publication of brochures, leaflets and articles that concern with 
knowledge on how to treat the community wastewater and to dispose the community garbage under the 
nature-by-nature processes. Moreover, the project team sent the papers to participate both the national and 
international conferences on oral presentation and poster sessions as the same as submitting the research papers to 
publish in both the national and international journals. In order to make clear on know-how to eliminate the 
community wastewater and garbage, the VDO cassettes have been made in both Thai and English versions for the 
visitors to learn before looking around the demonstration areas and also distributing as a gift to specified groups. 

5) Radio Broadcasting and TV Telecasting 

Generally speaking, the Royal LERD project for community wastewater treatment and garbage disposal under the 
nature-by-nature processes is one part of all 4,350 Royal projects that spread out around the country. They are in 
groups of agriculture (cropping, livestock, aquaculture), poverty elimination, water and irrigation, reforestation 
and headwater rehabilitation, public health and environmental protection. Undoubtedly, there must be at least one 
article to be telecasted on TV and broadcasted on radio every day. 
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4. Conclusion 
The community wastewater treatment with small vertical flow constructed wetlands under the King's initiative 
on nature-by-nature processes has been conducted since 1990 by transferring wastewater from Phetchaburi 
municipal (BOD more than 1000 mg/L) through drainpipes (BOD about 450 mg/L) to Klongyang collection 
pond (BOD 230 mg/L) and then flowing along 18.5-km HPDE pipe by pumping before becoming the Influent 
(BOD about 70 mg/L) of growing Typha and Cyperus in the small VFCW units. Due to vertical flow through soil, 
sand and gravel media at 0, 25, 50, 75 and 100 m. length of constructed wetlands, the results found BOD 
gradually decreasing but COD increasing to meet the peak at the length of 50 m for all study units as used for 
serving in phytoremediation technique. In so far, the cutting periods were found 45 days for Cyperus and 90 days 
for Typha. The study was also paid more attention on the accumulation of macronutrients (N, P, K) and heavy 
metals (Pb, Cd, Hg) in stems more than rhizomes but opposite direction on micronutrients (Cu and Zn). In 
conclusion, the oxidation pond and vertical flow constructed wetland together with the phytoremediation 
technique would be characterized as the most valuable community wastewater treatment system. 
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Abstract 
In wind turbines, although the construction, implementation, and analysis of Adaptive Disturbance Tracking 
Controller is simple, the main problem of using ADTC theory is the requirement of wind speed information. The 
idea of estimating the wind speed from rotor speed is discussed in another works. It is also observed that an 
accurate model of the wind turbine is needed to use the simple estimator due to a restriction in ADTC theory. If 
an accurate model of the wind turbine is available, linear control theories can be used to design the controllers 
since these theories are well established. The idea of using an adaptive controller actually came from the fact that 
an accurate model of the wind turbine is not available. In this paper the modification of the ADTC theory is 
discussed to incorporate the very simple reduced order wind turbine model to estimate the wind speed. 
Keywords: wind energy, turbines, controllers, ADTC theory, speed estimation 

1. Introduction 
The idea behind the simple wind speed estimator is to use the disturbance generator model to design a wind 
disturbance estimator. A method to estimate the wind speed using rotor speed is proposed. Also, it is observed 
that the simple wind speed estimator alone does not full the conditions required for the implementation of the 
adaptive controller and hence the stability of controller with simple wind speed estimator cannot be guaranteed. 
The output feedback is used to make the plant look like minimum-phase to the adaptive controller. The wind 
turbine is assumed to be a linear, time‐invariant, finite dimensional plant represented as: x A x B u Γ u 																																																																				 1ay C x ; x 0 x  

And the reduced order model of wind turbine is expressed as: x A x B u Γ uy C x ; x 0 x                              (1b) 

Where, x  is an N ‐dimensional plant state vector, u  is M‐dimensional the control input vector, y  is P
‐dimensional the sensor output vector. x  Is m dimensional m  lower order plant model state vector, y  is the P  dimensional model output vector. A , B , C  are the state, input, output and disturbance matrix 
of plant with appropriate dimensions. A , B , C  are the state, input, output and disturbance matrix of the 
lower order plant model with appropriate dimensions. u  is an M ‐dimensional disturbance input vector, and 
will be assumed to come from the Disturbance Generator: u θzz Fz ; z 0 z 																																																																									 2 								 
Where, z  is N ‐dimensional the disturbance state. 

All matrices in equations (lb) and (2) have the appropriate compatible dimensions. Equation (2) can be rewritten 
in a form that is not a dynamical system, which is sometimes easier to use: 
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u θzz Lφ                                   (3) 

where,  is a vector composed of the known basis functions for the solution of , i.e.,  are the 
basis functions that make up the known form of the disturbance, and  is a matrix of appropriate dimension. 
The method for tracking persistent disturbances used in this paper requires only the knowledge of the form of the 
disturbance, the amplitude of the disturbance does not need to be known, i.e. ,  are unknown. In this 
chapter, a step disturbances of unknown amplitude that can be represented in the form of equation (3) as 1 
is considered, with ,  unknown. 

Now combining equations 1a and 1b we get a new augmented plant model: 

mx

Dz
	 	 A Γ θF 0 xz 	 	 B0 	u                       (4) 

In equation (4) we augmented the lower order plant model with the model of disturbance generator. Using the 
augmented plant model in equation (4), a state estimator can be designed as: 

mx

Dz
	 	 A Γ θF 0 mx

Dz
	 	 B0 	u 	 KK 	 y ˆmy

                (5) 

The estimator equation (5) can also be broken down into wind disturbance estimator and state estimator as: x A x B u Γ θz K y y  

                                                                    (6) z Fz K y y  
Using the wind disturbance state estimation, the estimated wind speed can be expressed as: 

Du 



                                    (7) 
Our control objective will be to cause the output of the plant y  to asymptotically track some linear function 
of estimated disturbances of the form given by the disturbance estimator. We define the estimated output tracking 
error as: 

                                    ˆ  ̂ p De y Qu                                (8) 

To achieve the desired control objective, we want 0ˆy t
e  . Consider the plant given by equation (la) with 

the disturbance generator given by equation (2) and respective disturbance and state estimator given by equation 
(5) and equation (6). Our control objective for this system will be accomplished by an Adaptive Control Law of 
the form: 

          
ˆ ˆ P e y D D x mu G e G G x  

                     (9) 

Where  and  are adaptive gain matrices of the appropriate compatible dimensions, and  is the state 
feedback gain matrix. Now we specify the gain adaption laws, which will produce asymptotic tracking: 

                                 
ˆ ˆ

ˆ
e y y e

T
D y D D

G e e

G e


 

  
  


                                (10) 

Where  and  are arbitrary positive definite matrices. Our Adaptive Controller is specified by equation (9) 
with the above adaptive gain laws represented by equation (10). 

2. Developing the Simple Reduced Order Wind Turbine Model 
For the implementation of the state estimator, we require a nominal model of wind turbine. Commercially 
available software such as BLADED (gl-garradhassan.com) can be used to develop a complex model of wind 
turbine with many degrees of freedom. Also, a FORTRAN code, called FAST (Fatigue, Aerodynamics, Structure, 
and Turbulence), is available from National Wind Technology Center (NWTC) to model a wind turbine of 
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sufficient complexity (wind.nrel.gov). Although, these modeling tools have been used to develop a model of 
wind turbine to some accuracy, it is not always possible to use these tools to model an arbitrary turbine. The idea 
of Adaptive Disturbance Tracking Control was first motivated by the use of the least possible detailed 
information from the wind turbine. To further emphasize this idea, a simple and reduced order model of the wind 
turbine is developed that includes the drivetrain model of a wind turbine from available data. The drive‐train 
model is the simplest model that can be used for the control development in Region II operation of wind turbine. 
A simple wind turbine model having drive‐train mode is developed based on (A. D. Wright), (P. Novak, T. 
Ekelund, I. Jovik, and B. Schmidtbauer).The aerodynamic torque on a wind turbine is given by: 																									                                       (11) 

Let QG be the generator torque applied,  be the rotor speed and  be the total rotational inertia of the 
turbine, including rotational inertia of generator, rotor, high‐speed shaft, low‐speed shaft, and gearbox. The 
generator speed is related to the rotor speed by gearbox ratio  . Since, the power coefficient depends on 
blade pitch  and  , the  further depends on wind speed  and rotor speed  , we can express 
the aerodynamic torque as a continuous function of wind speed, blade pitch angle and generator speed for 
simplicity as: 																																													 , ,                                    (12) 

now, equation (12) can be extended using Taylors series expansion about its operating point as: , , . . .            (13) 

Where , ,  are the operating point wind speed, blade pitch, and rotor speed respectively. , , 
 are the perturbation in wind speed, rotor speed and blade pitch respectively, and H.O. . Are the higher 

order terms of the expansion. 

Now the perturbation in aerodynamic torque can be expressed as: , , , ,                        (14) 

In Region II the blade pitch is kept constant so we can omit this variable in equation (13). From equations (13) 
and (14), we can get: 

                             (15) 

in equation (15) we omit the H.O. . Because we are interested in simplified linear model of wind turbine. In 
region II, the generator torque is used as control input. Based on this information, the equation of rotational 
motion of wind turbine can be expressed as: 																																																																							                              (16) 

assuming generator rotational acceleration as zero at equilibrium, the perturbation of equation (15) can be 
expressed as: 																									 , ,             (17) 

where  is the operating point generator torque at operating point generator speed. In equilibrium, the 
operating point aerodynamic torque must balance the operating point generator torque to prevent the generator 
acceleration. So, equation (17) can be expressed as: 

           (18) 

Now assuming perturbed rotor speed as the state variable, perturbed wind speed and perturbed generator torque 
as inputs, and perturbed rotor speed as output, the state space representation of equation 18 can be written as: 

 x A x B u Γ u 				y C x ; x 0 x 	                     (19) 

where, x Ω , A  , B , and Γ  . 
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3. Stability and Convergence of ADTC with State Estimation and State Feedback 
3.1 Problem formulation 

Assume a linear, time invariant and finite dimensional plant of equation (la) and disturbance generator of 
equation (2). 

We define the estimator as: 

 

.

ẑ L y L z L u
where	z ≡ z

Tw ez                              (20) 

Where, w ≡	 xz  

Now taking reference from equation (4), the state space equation for w can be written as: 

 

 

 

       (21)    

 

 

 

 

 
Define the ideal trajectories as: 

                           
w Aw∗ Bu∗y∗ C	0 w∗																																																																													e∗ Cw∗ 0 (22) 

With, 

2

* 1
*

*
* 2 * * *

* *
1* 2 *

 

;

( )

D
D D

D z D

z D Z

S

x S
w Z

z I

u S z G z z Tw TSz

u s G T S z G Z


    
     

    
    

   
 

Let, w ≡ w w∗ 	Matrixu ≡ u u∗y ≡ y y∗e ≡ e e∗ ez ≡ z	 z∗ Tw Tw∗ T w 

which combined with equation (21) results, 
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w ≡ w w∗ 	Matrixu ≡ u u∗y ≡ y y∗e ≡ e e∗ ez ≡ z	 z∗ Tw Tw∗ T w																																															(23) 

Now assume, z H z or H T 0 I  
This implies 

                                   ˆ ˆ               D D Dz H z H Tw H e                      (24) 

 

  z z H e 
Define: 

.

ˆ ˆ

ˆ ˆ

D D

y D

u z

e y Qu




 
 

Substituting values of u ∧ and ∧  we obtain: 

		 ˆ ˆye y Q z  																																 e QθH e													 
					 y

D D

e

y Q z Q H e    																 e e∗ QθH e                   (25)     

                      e QθH e 

                           ⇒ e C w QθH e 
Adaptive control law is: u G e G ϕ G z 
and we defined: u ≡ u u∗ 
 
substituting values of u and u∗ we get 

 0 
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G∗C G∗T w	 G∗ G∗QθH e	 h 
Estimator error is expressed as: 

e z Tw
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T e

z
 L u T Aw Bu                     (27) 												 	 L C	0 L T TA w L e L TB u 

In equation (27) choose L ≡ TB  where ∃T ∋ TA L T L C  0  (uniquely solvable when σ A ∩σ L φ  with L  chosen appropriately stable. Then, 

       e L e                                  (28) 

Let, 

                  Let T ≡ T  T  then H T     0 I ⇒ H T 0 and H T I . 

                    Also,     																																																L TB T B and T ∋ TA L T 

  L C 0 ⇒ T A L T L CT F L T T Γθ 0 

Closed loop analysis 

Combining equations 21 and 28 we get: 

 

where,                                                                                 (29) 

 

A
 																														 B  

Lemma 1 A, B, C  is ASPR ⇔ A,B, C  is ASPR 

Proof of Lemma 

from the expression of CB, CB, andCB we have CB CB CB now, P s 	≡ C sI	 A B 

 

A
 																																															B 																								 
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 P s 	 C sI	 A BG∗T B ≡ P s                         (30) 
using the expression from equation 30 we can use the relation: A BG∗T , B, C  is ASPR ⇔ CB 0 and P s  minimum phase. 

To use this relation we have to prove that P s  minimum phase ⇔ P s  minimum phase. In another word, 
State Feedback does not change minimum phase of a transfer function. This is proved in following lemma. 

Lemma 2 

State Feedback does not change the minimum phase nature of the transfer function. 

Proof of Lemma 

Assume a square transfer function. The transmission zeros of A, B, C  are λ∗ ∋ rank A λ∗I BC 0   

rank A λ∗I BC 0   rank 

* 0
( )

0
Nonsingular

B I

I

I

G

A

C

  
 




  
 

 

 rank A BG λ∗I BC 0  ⇒ Transmission zeros of A BG, B, C  

Are the same as those of A, B, C # 
Now using Lemma 1 and Lemma.2 , CB 0 and P s  minimum phase will guar‐ antee that ∃G∗ ∋ ABG∗C, B, C  is SPR consequently, we have the following theorem: 

4. Solvability of the Matrix Matching Conditions 
We have the ideal trajectories: 

                               
w Aw∗ Bu∗e∗ Cw∗ 0 																																																																																										(31) 

with 

 

(32) 
from equations (31) and (32) we get the following matrix matching conditions 

⇔ 1S F A 1S B 2S A BG∗T 1S BS 																																																																				CS 0 (33a) 
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⇔ S F 	 A BG∗ S BS Γ θ				CS Qθ                      (33b) 

These Matrix Matching Equations can be uniquely solved for when CB is nonsingular (which 

It is when B 0). 

New Adaptive Controller: 

     

u G e G z G ϕ
.

z
 	 L ˆye L z L u                            (34) 

With                               
G eeγ ; γ 0G eϕ γ ; γ 0G ezγ ; γ 0  

From equation 27 we have, 		e ≡ y QθH z ⇒∧ z 
                    L e L z                                 (35)   
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Choosing L ≡ TB where T ∋ TA 22L T L C 0  (uniquely solvable when σ A ∩ σ 22L φ  . 

With 22L  chosen appropriately stable ⇒ e 22L e 
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ˇ

* *
*ˆ ˆ; ˆe

h

G G z zy G z ze z         

         G∗ C w QθH e 	 G∗ T w e 	 h 

                        G∗C G∗T w	 G∗ QθH e	 h                   (37) 
Since the expression for u is same in equations (2)6 and (37) are same, the adaptive controller also remains 
same in both conditions. In another word we can use the adaptive control law represented by equation (9) with 
gain adaption law of equation (10). 

5. Controller Implementation 
After The theory of adaptive disturbance tracking control with state estimation and state feedback is 
implemented on the National Renewable Energy Laboratory (NREL)’s 5  onshore wind turbine model that 
was used in previous sections. Since a nominal reduced order model is needed to implement the controller as 
discussed in previous sections, the wind turbine model is linearized with generator  (Degree of Freedom) 
only to get a one state turbine model. The one state linearized model is augmented with the disturbance generator 
model as in equation (2) to get the augmented model as in equation (4). Based on this augmented model an state 
estimator is designed using equation (5). This state estimator estimates the generator speed and wind speed. The 
schematic for implementation of adaptive disturbance tracking controller with state and wind speed estimator 
and state feedback is in figure (1). Figure (2) shows the Simulink implementation of state and wind speed 
estimation, and state 

 

Figure 1. Figure Schematic for ADTC implementation with nominal plant model feedback and adaptive 
controller implementation 

 

The values of γ  and γ  in equation 10 are set to 0.0001 and 15000 respectively by trial and error method to 
get the best simulation results. Both the step wind and turbulent wind profiles lying well under Region II 
operation region is used to evaluate the performance of the controller. The performance of adaptive controller is 
compared with the existing fixed gain baseline controller. 
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Figure 2. Simulink implementation of controller 

 
6. Step Wind Profile 
A step wind profile varying from 6 m/s to 10 m/s is used for the simulation which is well within Region II 
operation for the wind turbine under study. The step wind profile, estimated 

 

Figure 3. Step wind speed and estimated wind speed with estimation error 

 

wind speed profile and estimation error is in figure (3). From the figure it can be observed the the state estimator 
does decent job in estimating the wind speed. Also, the estimation error is nearly zero. 

In Region II control,  tracking is the most important controller function to ensure the maximum power 
capture. The  for step wind profile is in figure (4). For this particular wind turbine model, the optimum 

 is 7.55. From the figure we can observe that the adaptive controller has better  tracking compared to 
the baseline controller. The components of estimated output tracking error in equation (27) are in figure (5). In 
this case the value of tracking ratio (Q) is 1.12. The figure shows that the adaptive controller with state estimator 
and state feedback is performing decently to track the estimated disturbance.  

 

Figure 4. Tip Speed Ratio for step wind 

 

 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

257 
 

The estimated tracking error of equation (27) is in figure (6). It is observed that the 

 

 
Figure 5. Rotor speed and Q ∗estimated wind speed 

 

Tracking error is almost zero as desired. The amount of power captured in Region II operation is compared in 
figure (7).  

 

Figure 6. Estimated tracking error 

 

It is difficult to compare during the transitioning period, the adaptive controller capturing more power during 
steady state. The plot of generator torque is in figure (8). The torque command for adaptive controller is more 
aggressive compared to the baseline controller. This aggressiveness is attributed to the tendency of adaptive 
controller to track the step wind profile. The generator speed is compared in figure (9). There is some 
discrepancy in generator speed in lower speed region; this is because different approaches taken by the controller 
to track the rotor speed. In case of adaptive controller, the wind speed is directly tracked where this is tracking in 
indirect in baseline controller. Also, the baseline controller uses another region called Region 1.5 in lower wind 
speed conditions whereas adaptive controller does not assume this region. 

 

 

Figure 7. Generator power for Region II step wind 
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Figure 8. Torque command for step wind 

 

7. Turbulent Wind 
Identify Performance of the same controller for step wind profile described in previous section was also assessed 
using turbulent wind profile generated from the turbines. For this, the turbulent wind profile with mean wind 
speed of 7.5 m/s is chosen. 

 

Figure 9. Generator speed for step wind 

 

 

Figure 10. Turbulent wind speed, estimated wind speed, and estimation error 

 

Figure (10) shows the turbulent wind profile used for simulation, estimation of wind speed using the disturbance 
estimator, and error in wind speed estimation. It can be observed that the estimated wind speed is close enough 
and also the estimation error is negligible. The performance of adaptive controller is compared with the baseline 
controller for turbulent wind profile. Figure (11) shows the comparison of TSR. In this figure the ideal TSR is 
the desired TSR for the wind turbine model used which is 7.55. Since it is difficult to observe the performance 
of controllers in turbulent wind case, the rms value of TSR is calculated to assess the performance with more 
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clarity. The rms value of TSR was found to be 7.84 for adaptive controller and 8.26 for baseline controller 
which concludes that the adaptive controller has better performance. The comparison of generator power is 
shown in figure (12). As in case of TSR, the rms value is calculated to have clarity in performance of controllers. 
The rms value ideal generator power is found to be 1.6973 MW. This ideal generator power is calculated using 
the ideal value of rotor speed required to track the desired TSR of 7.55. The rms value of generator power for 
adaptive controller is found to be 1.6619 MW whereas that of baseline controller is 1.279 MW which 
concludes that the adaptive controller is producing slightly more power compared to that of baseline controller. 

 

 

Figure 11. TSR comparison for turbulent wind 

 

The estimated tracking error for turbulent wind is in figure 13. It can be observed that 

 

Figure 12. Generator power for turbulent wind 

 

The estimated tracking error is negligible as expected from the theoretical analysis. 

The generator speed profile is compared in figure (14). In this figure, the ideal generator speed is calculated with 

the desired TSR of 7.55 and the turbulent wind profile used for simulation using the relation λ  and 

multiplying Ω with gear box ratio of 97 for this particular wind turbine model used. From the figure we can 
observe that the generator speed profile using adaptive controller is closely following the ideal generator speed 
profile compared to the baseline controller .The generator torque command produced by the controllers are in 
figure (15). As expected, the adaptive controller has more aggressive torque compared to that of baseline 
controller. This is because the adaptive controller tries to follow the varying turbulent wind profile. 
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Figure 13. Estimated tracking error for turbulent wind 

 

 

Figure 14. Generator speed for turbulent wind 

 

 

Figure 15. Generator torque for turbulent wind 

 

8. Conclusions 
The drawback of the simple wind estimator with output feedback is addressed in this chapter. The structure of 
wind speed estimator is slightly changed to incorporate a nominal reduced order plant model which does not 
have to be accurate. The nominal plant model is then combined with the disturbance generator model to design a 
state estimator where the wind speed is treated as one of the estimated state. It was also emphasized that the 
nominal model can be very simple having only one state. It is also observed that the estimated state must be used 
in feedback loop to ensure the stability and convergence of the controller. From the simulation results we 
observed that the proposed estimator closely estimates the wind speed. Also, the proposed control algorithm with 
adaptive control accompanied with state feedback has slightly better performance that the baseline controller 
while maximizing the power captures. Although the state feedback is used just to fulfill the stability requirements, 
this can also be used to achieve other advance control objectives such as damping the tower motions, and 
minimizing the drive‐train torsion. Also, the state feedback does not necessarily have to be fixed gain; it can 
also be adaptive. 
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Abstract 
The paper concerns the problem of grain mixture analysis based on processing images synthesized during 
line-by-line scanning of each object in color sorting systems. The paper presents a hardware-software complex 
for sorting objects in the real time. The hardware part of the complex consists of two blocks: light source and 
device for reception and processing of images. The light source is a laser, passed through optical fiber and 
linearly expanded across the entire width of the photoseparator’s chute. Linear laser scan produces significant 
intensity of illumination. It is sufficient for working on the transmission of radiation through objects. The 
software part of the complex also consists of two blocks: the thresholding algorithm and an automated program 
for finding the optimal parameters of sorting on the basis of that algorithm. The algorithm calculates the number 
of connected defective pixels with arbitrary shape. Automated program works on the basis of pre-formed images 
of the objects of two classes: good and defective. As a result, the program displays in tabular form the most 
optimal sorting parameters. The program shows the dependence of the loss of good product from the missouts of 
the defective objects. The customer gets a clear choice of the most suitable sorting results. This complex was 
tested for sorting of unshelled rice seeds via transmission. It is shown that the complex allows to effectively 
detect hidden seed defects: red pigmentation, immaturity, fungal diseases, and others. 
Keywords: laser sorting, object recognition, image processing 

1. Introduction 
The technologies of sorting elements of grain mixture (EGM) used in today's color sorting machines (Satake et 
al., 1998) are based on the following principle: constant material flow is sorted basing on the analysis of one, 
two or three spectra of reflected electromagnetic radiation. The objects are illuminated either by broadband light 
from a single source, or by several light sources of the respective spectral range - usually LED or other type 
lamps. To register the data, the CCD or CMOS image sensors can be used. They allow to quickly identify 
defective objects and immediately remove them from the material flow, usually by means of an air-valve system. 

In such sorting systems, thresholding algorithms (see, for the example (Gonzalez and Woods, 2002; William, 
2001; Sahoo et al., 1988; Lee et al., 1990; Cseke and Fasekas, 1990)) are usually sufficient. As an accept/reject 
criteria these algorithms often use such properties of the EGM as the reflected radiation intensity, the number of 
defective pixels, lateral dimensions, etc. Such systems, however, cannot be applied in any case. It is, therefore, 
necessary to develop new hardware systems and elaborate optimal sorting algorithm parameters. 

As for the hardware, new approaches suggest using laser illumination systems. As lasers produce narrow beams 
of coherent light of a single wavelength, it is possible to analyse the objects not only by the amount of light 
scattered from the surface, but also by the transmitted light after short-term exposures, and by their luminescence 
spectra (Algazinov et al., 2013; Algazinov et al., 2014). 

Using fibre optics to calculate various source laser light emission will further add to the benefits of laser systems, 
as it allows for flexible programme control over the laser illumination spectra. 

Another way to improve the EGM sorting system is to automate the process of choosing the optimal sorting 
parameters. The choice is based on the analysis of a large number of object images, synthesised by the sorting 
equipment.  



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

263 
 

Thus, the aim of this paper is to describe a hardware-software complex for color sorting, basing on laser 
illumination, which can be used to solve the problems that the existing sorting equipment is not able to cope with. 
During the test the complex was applied to sort shelled rice grains.  

2. Materials and Methods 

The initial registration of data as well as the image processing and analysis of the EGM was performed using the 
constructed hardware-software complex with laser illumination system, integrated into an original color sorting 
machine F5.1 (Chuiko et al., 2009; Babishov et al., 2013). The flow chart of the complex is shown in Fig.1. 

Fig. 1 shows that the complex includes a video module (VM) connected to a personal computer (PC). The VM 
main element is a line-scan image sensor combined with a computing unit based on a dual-core processor. 

 

 
Figure 1. Flow chart of the hardware-software complex 

 

The image sensor used in the complex is a Hamamatsu CMOS linear image sensor of high sensitivity S11108 
(Hamamatsu, 2013). Its photosensitive area consisting of 2048 pixels, each with a pixel size of 14 × 14 μm. 
When all the 2048 pixels are active, maximum line rate of the sensor is 4.67 kHz. 

The output data is then digitalized by the analog-to-digital converter (ADC) and passes to a special signal 
processing processor - dual-core Analog Devices ADSP-BF561 Blackfin processor (AD, 2009). The integrated 
development environment Analog Devices VisualDSP++ 5.0 with Update 9.1 (AD, 2007) was chosen for 
software development of VM with BF561 processor. 

The software for the dual-core processor functions in real time and includes the following elements: connection 
to the PC, linear image sensor control, linear sensor image analysis and processing, connection with the other 
modules of the sorting machine. 

During the sorting process, the VM registers transmitted laser light line-by-line, converts received video data 
into digital format, processes the lines (frames) of the image using special algorithms and determines whether the 
objects are pure or should be removed from the material flow. 

The connection interface between the PC and the VM is the industrial interface of RS485 standard. The 
communication protocol is Modbus RTU protocol, with the operator's computer as the master device and the 
video module as the slave device.  

The described complex creates a two-dimensional image of each object of the material flow. Linear monochrome 
sensor is used to form the lines (frames) of every single object coming in. Processor BF561 accumulates in 
SDRAM memory all images. After accumulating enough images of various object classes, they are transferred to 
PC, in which images can be further processed by the software described below. 

Illumination by a narrow laser light beam was provided using cylindrical lenses (Fig. 2). The lens LJ1695L2 and 
LK1982L2 (Thorlabs) was chosen for this purpose. The choice of these lenses was determined by photoseparator 
geometry and required parameters of the laser line. In this case, the formed laser line had length 400 mm and 
width 2 mm. Laser diodes ATC-S1-0-FS-665-5-F200 and АТС-С5000-200-AMF-808-5-F200 (ZAO 
Semiconductor Devices) were chosen as the illumination sources. The first one has wavelength 650 nm with 
optical power 1 Watt, and the second one is 808 nm with optical power 4 Watts. These wavelengths were the 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

264 
 

most suitable for our special task (shelled rice sorting). 

 

 
Figure 2. Optical lenses for laser light linear sweeping 

 

The radiation summation from different laser sources is one of the main advantages of the proposed lighting 
system. We use optical fiber from Thorlabs with diameter 200 μm and numerical aperture 0.22. The radiation 
from each laser source using focusing optics was introduced into common fiber (Shulgin et al., 2014). The 
benefits of such a system are obvious, as it provides flexible computer control over the laser illumination spectra. 
The system also allows to place lasers and the optical circuit in any place. 

To apply laser light linear sweep effectively, the resulting intensity received by the linear sensor, was distributed 
evenly along the width of the chute with the help of special software. This allows to apply uniform sorting 
parameters for the whole width of the chute. Apart from the programmed distribution of the laser light sweep, it 
is also necessary to set correctly the background light to detect the objects edges effectively. 

To analyse EGM and sort them into classes according to their biological features, various spectrum analysis 
methods were applied - reflectance spectroscopy, transmitted light spectroscopy, luminescence spectroscopy 
(Schmidt, 2007). Reflectance, luminescence and transmitted light spectrum, were registered using experimental 
equipment based upon the fiber optic spectrometer USB4000-VIS-NIR (Ocean Optics). The detailed description 
of the equipment is given in the following papers (Sarycheva et al., 2012; Algazinov et al., 2013; Algazinov et al., 
2014). 

Spectral analysis for color sorting machine application forms two object classes: pure and defective. 

Pure and defective objects recognition algorithm is an essential element of the VM software. Thresholding 
algorithms seem to meet all the requirements (Gonzalez and Woods, 2002; Sauvola and Pietikainen, 2000; 
Bichsel, 1998). 

After an image frame is processed, a so called binary image is created, where pixels can be denoted only 0 or 1 
depending on the pixel type - pure and defective. Further processing is performed upon the binary image. The 
next stage of the image frame processing within the sorting process includes finding defective areas (formed by 
the defective pixels) and determining their size. The material is thus sorted according to the size of the defective 
area on the object.  

We have tested the most uniform variant of the sorting algorithm, when the defected area can be any shape. We 
can also call this algorithm the number of connected defective pixels. If the number of such pixels exceeds the 
set limit, then the object is rejected and removed from the flow. 

The algorithm is thus based on two sorting criteria: the intensity threshold and the number of connected defective 
pixels. These criteria are then sent using Modbus protocol from the PC to the VM processor. 

Before the sorting, it is, of course, necessary to adjust the sorting machine parameters to fit the objectives. In our 
work, we use automated search for each algorithm parameters based on the large number of object images of two 
classes: pure and defective.  

Automated search for best sorting parameters presupposes determining best intensity threshold values and the 
number of defective pixels as a dependency of lost pure objects and accepted defective objects. This task is 
performed separately by the PC basing on the image analysis of a large number of objects of each class. We 
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should also point out, that image frames of pure and defective objects are stored separately. 

3. Results 

Lets assume that there is a model sample of pure objects' images N and defective objects' images M. The search 
algorithm works as follows. First, the threshold T and the number of connected pixels C is set. All the images are 
then binarized according to the threshold T. With the given parameters {T,C} let the pure object images N1 be 
recognized as defective, and the defective object images M1 be classified as pure. Ratio Q=N1/N is the pure 
objects loss, and the ratio P=M1/M is the defective objects missout. Thus, Q and P are the functions of {T,C}, i.e. 
Q=Q(T,C), P=P(T,C). 

Apart from the object images the PC receives also the information about the background level of the captured 
objects. Let Tbkgr be the background level of the sample objects. If the defective objects are brighter (lighter) than 
pure ones, the threshold T varies in the range [Tbkgr, Tmax]; if the defective objects are darker, [0, Tbkgr], where 
Tmax = 255 for 8-bit grayscale images. 

For each T from the interval above, missouts Q(T,C), and losses P(T,C) are calculated as functions of the number 
of connected defective pixels C. For each object image for the given threshold T the maximum number of 
connected pixels is determined with the brightness interval (T,Tmax] (for light defects) or [0,T) (for dark defects). 
The values are added to an array and sorted in descending order. Pure and defective objects are analysed 
separately. The defective pixels array for pure objects is then presented as {C1, C2, …, CN}, with Ci > Ci+1. 
Similar array is formed for defective objects {C1, C2, …, CM}. Then for any set number of defective pixels C the 
number of object images from the initial sample that will be recognized as defective, can be easily determined. 
Indeed, let C lay within the interval Ck > C > Ck+1, then with the set {T,C} k object images (either pure or 
defective) will be recognized as defective. Thus, there is no need to analyse the whole sample every time C 
changes. 

 

 
Figure 3. (a) - characteristic graph of losses (curve 1) and missouts (curve 2) with the set threshold T and various 

number of connected defective pixels C. (b) - typical dependency P(Q) with various threshold T (for example, 
curve 1 – T=60, curve 2 – T=80, curve 3 – T=100; threshold gradation is equal 256). The dependency Pmin(Q) is 

also demonstrated (curve 4) 

 

Characteristic for such threshold T, dependency of pure product loss Q(T,C) and defective objects missout P(T,C) 
presented in form of function of the number of defective pixels C is shown in Fig.3(a). The higher the number of 
defective pixels C with the given threshold T the less losses Q and the more missouts P there will be. The losses 
and missouts' graphs will have an overlap region. If the graphs do not overlap, then, with the set threshold T the 
objects are completely parted in two classes. In this case, values {T,C} appear, where C is some number of 
defective pixels from the graphs’ partitioning region, and the analysis is thus completed. Complete partitioning, 
however, is hardly ever possible with any threshold T, and losses and missouts' graphs always have an overlap 
region (Fig.3(a)). 

Lets examine, with the given threshold T, the overlap region of losses' curve Q and missouts' curve P. In the 
overlap region there is a parametric dependence P(Q), because for any number of defective pixels C form the 
overlap region P(C), Q(C) are determined. Subsequently applying all C values from the overlap region of the 
losses and missouts' curves (Fig.3(a)), it is possible to form a dependency P(Q). Typical dependencies P(Q) for 
various thresholds T are shown in Figure 3(b). Function P(Q) will always monotonely decrease with growing Q, 
because with constant T, the higher are the losses Q of pure objects, the lower the missouts of defective objects 
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P. 

This results in a set of dependencies PT(Q) for each threshold value T. 

Each curve PT(Q) crosses the X-axis at some value Q=Qmax(T) (Fig.3(b)). Then the minimum value from the set  
Qmax(T) is determined, defined as 

min
maxQ . Value 

min
maxQ  is the minimum level of pure product losses at which the 

number of defective objects' missouts P equals 0. The only way to reduce the number of losses to even lower 
values than 

min
maxQ  is to introduce certain permissible level of defective objects' missouts P. To optimize the 

process, it is necessary for any given value of losses Qi<
min
maxQ  to find the minimal value of missouts Pmin(Qi). 

To determine the minimum missouts values Pmin(Qi) we need to find the minimum value from functions PT(Q) 
with constant Q=Qi and all possible values of the threshold T. Thus, dependencies Pmin(Qi), Topt(Qi) are obtained, 
where Topt(Qi) is the value of index T, i.e. the value of the sorting threshold, at which PT(Qi) has minimal value 
Pmin(Qi). Qi acquires values from the range [0, 

min
maxQ ]. 

In actual process, the range [0, 
min
maxQ ] is discretized with a step-size ΔQ. It is usually enough to select ΔQ=0.01, 

which fits the step-size of 1% loss. 

From the loss function Q(T,C) (Fig.3(a)) with T=Topt and a given value Qi the number of defective pixels Copt(Qi) 
is found. Therefore, {Topt(Qi),Copt(Qi)} are the threshold values and the number of connected defective pixels, 
which yield the losses Qi and missouts Pmin(Qi). 

For the sorting process it is vital to determine not the amount of defective objects missouts Pmin at the given 
value of losses Qi, but the quantity of dockage in the sorted grain mixture as compared to the initial grain 
mixture at the given value of losses Qi. Let us show, how this difference can be determined by the found 
parameters Qi и Pi=Pmin(Qi).  

Assume that the initial EGM batch consists of Nr defective and Na pure objects. Lets now introduce parameter 
γ=Nr/Na. Then the quantity of dockage in the initial batch will be β=Nr/(Nr+Na)=γ/(1+γ). 
After the sorting, with losses Qi and missouts Pi, the sorted grain mixture will contain rir NPM   defective and 

 1a i aM Q N   pure objects. Lets introduce  / 1i im P Q  . Then for the sorted material m  , the 
quantity of dockage will be  / 1m m    . 

As we can see, the less is m with constant [gamma], the less is the quantity of dockage [lambda] in the sorted 
material. To determine how much the quantity of dockage will reduce after the sorting, we need to know not only 
the value of m, but the value of [gamma] as well, i.e. the quantity of dockage at the initial stage. 

As the quantity of dockage in the initial material is usually small, the value of [gamma] is not big. Then   . 
As losses Pi and missouts Qi are usually under 0.5, we may assume that m≤1, an then mγ is also small, and 

m m    . Thus, when the quantity of dockage in the raw material is small (≤10%) index  ii QPm  1/  
shows, how does this quantity change after the sorting. 

By the set of values Qi, Pmin(Qi) we determine m(Qi)=Pmin/(1-Qi) and get the following set of optimal sorting 
parameters: Qi, m(Qi), Topt(Qi), Copt(Qi). These parameters are shown in a table with the step-size ΔQi=0.01, 
starting with Qi=0. Each of the following set of parameters is put into the table provided that the growth of 
losses goes together with better sorting quality, i.e. if m(Qi) reduces as compared to the previous value. From the 
table we can choose the best parameters as to the number of losses and the exit product purity depending on the 
certain objective. 

Objects under examination: pure objects - shelled white-grain rice, provided by State Scientific Institution 
All-Russian Rice Research Institute, Krasnodar, Russia. Defective objects - grains with hidden structural defects: 
contaminated grains, unripe grains, cracked grains, chalky grains, and red rice grains. Pure objects sometimes 
look completely similar to the defective ones (Fig.4) This can be explained by the fact, that, for example, a 
contaminated grain is damaged from the inside, and the defect does not show on the hull.  

 

Figure 4. Unshelled "Ametist" rice grains and defective grains (from left to right): pure grains, grains 
contaminated by fungi, red rice grains, unripe grains 
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The reflectance spectra analysis has demonstrated that it is very difficult to separate pure rice grains within the 
visible spectrum, even if more than one spectrum is analysed. 

The transmittance spectra analyses yielded much better results. The transmitted light intensity for the defective 
grains in the visible spectrum is over 20% lower than for the pure ones. The best contrast ratio was registered, 
when the wavelength was 660 nm. 

The spectral analysis data, therefore, demonstrates that shelled rice grain sorting can be successfully performed 
only by analysing the transmittance spectrum. The hardware-software complex described above allows to do this 
using laser light sources. As a result of the complex operation, several hundred images of pure and defective 
objects were obtained. The transmittance spectra analysis algorithm also allows to eliminate grains with very 
small defective areas (for example, slightly contaminated grains). 

The results of the automated search for the best sorting parameters algorithm described above are shown in Table 
1. 

 
Table 1. Best sorting parameters for shelled rice 

Losses Q, % Dockage reduction m Threshold Topt 
The number of 
defective pixels Copt 

0.00 0.495 8640 96.0 

1.00 0.129 4480 22.8 

2.00 0.084 4480 19.0 

3.00 0.050 4800 20.8 

4.00 0.045 4800 18.0 

5.00 0.040 5120 18.8 

… … … … 

32.00 0.000 8320 21.0 

 

The first column of Table 1 contains the percentage of pure grain loss compared to the initial state of the batch. 
The second column shows dockage reduction index, i.e. dependence of the resulting and initial quantity of 
dockage. The third and the fourth columns contain the determined best sorting parameters of the threshold and 
the number of defective connected pixels. We should note, that when the transmittance method is used, defective 
objects will be darker than the pure ones. Hence, the pixels with brightness lower than the threshold values will 
be recognised as defective.   

The Table demonstrates the flexibility of the automated search algorithm, as the consumer can choose any 
sorting parameters he finds appropriate.  For example, if the consumer considers the 5% loss after the first 
sorting appropriate, then the expected percentage of the rejected defective objects is 96%, which demonstrates 
high efficiency of the sorting process. However, most of the lost objects can be regained during re-sorting of the 
rejected material. The final loss percentage will thus be minimum. 

4. Discussion 
Spectral analysis showed that unshelled rice seeds with hidden defects can not be sorting by reflecting method 
with high accuracy. The best result of separation can be achieved by registering the radiation passed through the 
seeds, since in this case there is maximum contrast between the good seeds and bad. So, the color sorting 
machines which used only reflecting method in visible and near infra-red spectral ranges are ineffective for 
solving such problem. 

At the other point, some works (Grundas et al., 1999; Arkhipov, 2003; Hill et al., 1996) demonstrate that seeds 
with hidden defects can be recognition by using x-ray radiography. However, at present time these x-ray systems 
have some restrictions. First of all, such systems can not perform sorting in real-time scale. They can only reject 
all seeds in samples. Moreover, x-ray devices are complicated and respectively expensive. Also, the special care 
must be apply during working with x-ray devices. Our complex has no such disadvantages. Indeed, sorting in 
real-time scale gives us possibility do not reject all seeds, but reject only defective one. Therefore, we can 
significantly improve initial quality of seed batch. Also, laser sources do not require such special conditions for 
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health safety as x-ray systems. 

It should be noted that the using of laser sources for separation tasks is not new. The interesting schemes of laser 
sorting are proposed in some works (Ruymen et al., 2005; Calcoen et. al., 2010; Adams et. al., 2009). In these 
works, the laser beam is deployed to the entire width of the scanning area by the use of a special fast-rotating 
mirror. Reflected from the object radiation again falls on the same mirror, and then it is directed by different 
optical devices in the receiving detector. Obviously, high performance sorting requires that the laser beam ran 
across the scan area with a frequency of several thousand times per second, and respectively, high rotational 
speeds of the mirror is needed. In addition, the photodetectors are unlikely to be able to provide high resolution 
for sorting small objects (1-5 mm). 

The above disadvantages are partially removed in the scheme described in the work (Dirix et al., 2010). In that 
scheme, the rotating mirror is only intended to sweep the laser beam and does not redirect the reflected light to 
the photodetectors. Photodetectors are located in a separate block. This fact allows to simplify the optical system 
of the device. In addition, CCD image sensors can be used instead of simple photodetectors. As a result, the 
resolution can significantly improve. However, this scheme also requires a high speed rotation of the mirror 
prism. 

Most of the above mentioned solutions which used laser illumination can be implemented only in conveyor 
separators. At the other hand, there are many color sorting machines in the market, which have inclined chutes 
for product feeding and can not use such laser systems, because they are too bulky. Almost all world leaders 
(Buhler Sortex, Satake, ASM and other) have color sorting machines with inclined tray which use only lamps or 
LEDs as lighting. We propose hardware-software complex with fiber laser system, which can be organically fit 
in color sorting machine with inclined chutes. In our experiments, we use color sorting machine from 
Voronezhselmash (www.vselmash.ru). 

The radiation summation from different laser sources in one optical fiber is one of the main advantages of the 
proposed lighting system, which allows to sort in a few wavelengths. The angle between input laser beam and 
fiber is an important factor of the proposed lighting system. In work (Shulgin et al., 2014), it is shown that this 
angle must be non-zero. In this case, there are only ring mods from optical fiber. At the same time, axial mods 
are not excited and, accordingly, speckle structure with low spatial frequencies is absent. This fact ensures the 
stability in time of the output light along the width of the scan line. 

Work (Upadhyaya, 2007) describes the issue of the presence of red rice as a weed for white rice in North 
America.  The same problem is present in the Krasnodarsky region of Russia (Vasilieva et al., 2013). At the 
other hand, in work (Kawube et al., 2005), chemical and manual sorting method for rice seeds is described in 
order to increase the yields, because there is a lot of seeds with diseases. All these facts show that our system 
may be perspective and demanded for the solution of such problems. 

Thresholding algorithms are considered as one of the easiest and popular in real-time systems (see, for example, 
Palumbo et al., 1986; Sahoo et al., 1988; Lee et al., 1990; Glasbey, 1993; Trier et al., 1995; Sezgin et al., 2004). 
These works consider techniques with fixed threshold. At the same time, there are more complicated methods 
(Parker, 1991; Yang et al., 1994; Shen et al., 1997; Sauvola et al., 2000; Yang et al., 2000; Bradley et al., 2007), 
which is called adaptive thresholding. The adaptive thresholding technique is more effective in situation when 
the illumination varies spatially. Such situations are likely in color sorting machines. In our present work, we use 
fixed thresholding method, which shows good results. The adaptive thresholding techniques are not required in 
our work, because any spatial irregularity of illumination was eliminated by the software correction coefficients. 
These coefficients remain unchanged during sorting because illumination is stable in time. 

There are much more effective algorithms for object recognition: neuro-network algorithms (Gonzalez and 
Woods, 2002; Principe et al., 2000; Osowski, 2000), support vector machine algorithms (Scholkopf, 1998; 
Burges, 1998). These methods works as algorithms with training. The complexity of these algorithms imposes 
certain conditions on their application in machine vision systems with real-time response. Indeed, these 
algorithms require appropriate hardware with much more high-performance computing resources. At the same 
time, our work represents special method for automated searching of the optimal parameters for certain 
thresholding algorithm. The flexibility of this method is that the user can choose a suitable quality of the final 
product as a function of losses of good objects. From a practical point of view, our approach can be considered 
as algorithm with training for two classes of objects (good and defective). 

5. Conclusion 
A new hardware-software complex with fibre optic laser illumination system was suggested. Its main feature is 
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the laser light sweep with a stream of high density. Such system allows to sort objects according to their 
structural properties illuminated by transmitted light.  

The software for the automated search for best sorting algorithm parameters was created. The said algorithm 
consists of two parameters: threshold and the number of connected defective pixels. The search results are 
presented in form of a specialised table, using which the consumer can consider various sorting options and 
choose the most suitable. 

Despite of successful work, the proposed complex has some limitations. It is known that the intensity of the 
transmitted light considerably depends on the thickness of the object. Therefore, the complex will have some 
difficulty in sorting product, in which there is considerable variation in thickness of objects. Indeed, if accepted 
objects vary in thickness, so that the intensity of the transmitted through them radiation overlaps with the 
intensity of the defective object, there will be difficulties in recognition. We will receive a lot of defect missouts 
or large losses of good product. Successful sorting of the unshelled rice is due to the absence of the great 
variation in thickness. 

Thus, the modernization of the complex is needed for taking into account the thickness of the objects. 
Modernization must be for the hardware part of the complex and the software one. Upgrading the hardware in 
the first place is to add another laser source. This is possible by entering into a single optical fiber laser sources 
from two different spectral ranges. Working with two sources will allow to exclude the influence of object’s 
thickness. Also, two video-modules (with filters) are needed to introduce in the complex for receiving signals 
from both sources. 

Software must also be modernized, because we will need to calculate the relationship of the radiation 
transmittances of the two spectral ranges for different types of objects (good and bad). In this regard, the sorting 
algorithm and automated program for finding of optimal sorting parameters will be upgraded. 

These improvements are the subject of our further research. 
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Abstract 
The research is aimed to determine the appropriate insulated materials and the thickness of insulated boxes for 
keeping in-box temperature around 70 oC. The experiments were conducted by taking amount of 500 g river 
gravels (number 3) to heat in Hot air oven at 100 oC for 24 hours before putting in the 0.027 m3 (30x30x30 cm) 
insulated boxes. The in-box (T1) and out-box (T2) ambient air temperature were recorded by automatic data 
locker from beginning to the end of experiments. The relationship between time (t) and in-box temperature by 
graphical techniques in order to select the appropriate insulated material under the criterions of The King's 
Royally initiative nature-by-nature process, simplicity technology, and low expense (or local materials using for 
constructing technology), Also, the relations between Q (heat conduction) of temperature differences (in-box and 
outside box) in varying time (t) as same as the insulated material thickness was evaluated from graphical 
products of fixing T1 (equivalent to 70 oC) and Q of varying ambient air temperature. The results found that rice 
straw as the appropriate insulated material tether with the minimum rice-straw insulated thickness of 6 cm in 
which the in-box temperature could be kept long enough for psychrophiles, mesophiles, thermophiles, and 
hyper-thermopile to complete the digestion of carbohydrates, proteins, celluloses, hemicelluloses, and fibers. 
Moreover, the research result was also pointed out the values of ambient air temperature (from -10 oC to 70 oC) 
is inversely related to thickness of the rice-straw insulated boxes, by taking the minimum thickness of 6 cm for 
T2 equivalent to 30 oC. 

Keywords: insulated materials, heat conduction, box technology 
1. Introduction 
Thailand has been confronted on community and industrial solid waste disposal as well as infectious garbage in 
all parts of the country, especially populated cities, populated communities, and industrial estates due to the 
population growth and tourism promotion. In consequence, such solid wastes were over the carrying capacity 
because of sanitary landfills which located in good land for agriculture, particularly paddy areas and non-steep 
slope areas. It is realized that the failure of unqualified local management agencies, and people participation 
could be the reason why handling solid wastes did not success as appeared at the present time. Expectedly, the 
garbage disposal techniques are mostly used the machineries for sanitary landfill works in order to obtain the 
disposed products in terms of organic fertilizer, fermented objects, exchanging toxicants to non-toxic materials, 
sterilization, eliminating bad smells, disease spreading control, and treating leachate. Unfortunately, there has 
been very less sanitary landfill that could be achieved the target according to the failure of local administration 
and working experiences. It is no doubted that the landfill problems have been found scatteringly in all parts of 
the country, not only waste contaminants but also forming the visual pollution to the residents and tourists. In 
facts, every administer of the local administration offices really need to solve those problems but the success 
seems far distance to get the achievement due to politically discontinued measures as well as the discipline of 
residents and visitors concerning with garbage disposal management plan. However, the most important issue 
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would be placed on changing behaviors of stakeholders for their lifestyle in relation to garbage disposal 
management rather than issuing the obligations which is King Bhumibol's motto for community garbage disposal 
in Thailand. The King also stressed that it has to be taken in longer time, but it would be worthwhile in the future 
time (LERD 1999, 2000, 2011). 

Accordance with community garbage composition is normally comprised of organic, recycling, and hazardous 
materials which are existed their own particularity. In principles, the recycled wastes can be reused by direct 
modifying for appliances, and also through industrializing processes for new products (Ahmed, 2004; 
Okot-Okumu & Nyenje, 2011; Phetchaburi Municipal, 2011; and Thapa, 1998). In addition, both the recycled 
and hazardous wastes have been paid more attention on how to get rid of them in terms of promoting the 
extension programs and declared obligations. In part of organic matter point of view, the landfill technique is 
applicably used for all over the word instead of using for energy (Geng et al., 2010; Chang & Chang, 1998; 
Fernandez-Rodriguez et al., 2014). As stated before, developing countries are still in using landfill technique for 
community garbage disposal, but land constraint is still existed in populated cities and communities (JICA, 1981, 
1982, 1991; Bhuiyan, 2010). Followings found toxic contamination not only landfills but also the surrounding 
areas (Finnveden et al, 1995; Hao et al, 2008; Koroneos & Nanaki, 2012; Keenen et al., 1984). This is the reason 
why King of Thailand has to pay attention on using the concrete box technology for community garbage disposal 
that can be applicable in house gardens, towns, big or small cities, flatlands, uplands, highlands, arid areas, and 
islands (LERD, 1999, 2000, 2011, 2012). 

LERD (1999, 2000, 2011, 2012) emphasized that the King's Royally Initiated Laem Phak Bia Environmental 
Research and Development Project, Laem Phak Bia sub-district, Ban Laem District, Phetchaburi province, 
Thailand has been announced to become the learning center of research and development on community garbage 
disposal and wastewater treatment. The said research and development projects, especially community garbage 
disposal, have to follow the King's words on applicable nature-by-nature process, simplicity technology, and 
useable local materials for constructing technology or very low expense. For serving the King's intention, the 
research and development on community garbage disposal project has been conducted since 1990 together with 
the environmental education promotion and academic servicing at the Royal LERD's Learning Center itself and 
also in all parts of the country. (LERD, 1991, 2000, 2011) However, the simple technology was used for making 
organic wastes to become inorganic materials (garbage compost) through aerobically bacterial organic digestion 
process by using Royal Concrete Box technology (RCB technology). The strength of RCB technology is that it 
can be constructed in limited area in small size and even concrete floor of populated city, So, the RCB 
technology is applicable everywhere, even in the populated areas and concrete ground floors. Unexpectedly, 
when it was constructed in highland areas (elevation above 700 mMSL) in Chiangrai province which is normally 
cool climate. It was functioned to digest only carbohydrate (at temperature 30-40 oC) and proteins (at 
temperature 40-50 oC) of the organic home garbage but no digesting cellulose and hemicellulose at temperature (> 
50 oC) and fiber as well. Actually, RCB technology could release temperature above 70 oC as found during the 
bacterial organic digestion processing in which the carbohydrates, proteins, celluloses, hemicellulose and fiber 
were become to inorganic materials (LERD, 1999, 2000, 2011, 2012; Metcalf & Eddy, 1972; Nopparatanaporn, 
1992; Steger et al., 2007; Ugwuanyi et al., 2005; Wilson, 1977).  

Naturally, either aerobic process or anaerobic process, the heat has exactly to liberated during the bacterial 
organic digestion processes in landfills, garbage piles, and litter bins as stated by Keenen et al. (1984), Botkin & 
Keller (2010), Atchley & Clark (1979), Ugwuanyi et al. (2005), Tchobanoglous et al. (1993), Wilson (1977), 
Steger et al. (2007), Metcalf & Eddy (1972), Nopparatanaporn (1992), Fernandez-Rodriguez et al. (2014), Geng 
et al. (2010), and Appels et al. (2010). The liberated heat quantity and producing time are relied on the content 
and proportion of carbohydrates, proteins, celluloses, hemicelluloses, and fibers in their composition of 
community solid wastes (Ariunbaatar et al., 2014; Finnveden et al., 1995; Chang & Chang, 1998; Koroneos & 
Nanaki, 2012; Swati & Joseph, 2008; Chunkao, 1998). In parallel conditions, the liberated heat plays a 
significant role in activating on both the aerobes and anaerobes for specific functions to their processes in 
organic digestion for converting the fresh dead plants and animals to become the inorganic materials as nutrient 
sort for plat growth (Prabuddham, 1985; Botkin & Keller, 2010; Atchley & Clark, 1979). However, elongation of 
liberated heat is very necessary to complete the maturing organic compost through the natural processes of 
bacterial organic digestion (Ariunbaatar et al., 2014; Appels et al., 2010; Swati & Joseph, 2008; Atchley & Clark, 
1979; Ugwuanyi et al., 2005; Steger et al., 2007; Fernandez-Rodriguez et al., 2014), in other words, the 
prolongation of heat liberation during bacterial organic digestion processes from the beginning to the end is 
expected to keep in-box temperature equivalent to ambient air up to more 70 oC which provides the conditions 
for completely fermentation of all kinds of organic wastes. 
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The aforesaid description brought to take part for elongating liberated heat from bacterial organic digestion 
processing in order to achieve the completion of community solid wastes, especially in parts of carbohydrates, 
celluloses, hemicelluloses, and fibers. Hence, using insulated boxes are needed to prolong liberated heat from 
organic waste digestion to enhance the digesting activities of psychrothermopiles, mesothermopiles, thermopiles, 
and hyper thermopiles one way or another. So far as stated before, an attention has to focus on liberated-heat 
concrete boxes due to rapid re-radiation to transfer through the 3 cm thick concrete walls to the cooler air outside 
boxes that making difficult to apply the concrete box technology in highlands or the areas with low temperature 
all-year periods. For research experiences of LERD (1999, 2000, 2011, 2012) from northern highland of 
Thailand (Doi Tung in Chiangrai province, elevation above 1200 mMSL), the temperature inside concrete boxes 
has been measured below 50 oC and found the existence of high-pertained cellulose and fiber of dead plants still 
fresh after fermenting 30 days due to the concrete boxes not being all-the-time keeping the liberated heat during 
bacterial organic digestion processing as stated by Botkin & Keller (2010), Metcalf & Eddy (1972), 
Tchobanoglous et al. (1993), Atchley & Clark (1979), and Appels et al. (2010). If the RCB technology was 
covered with insulated materials, the heat liberation was expected to elongate for making the shorter solid 
retention time (SRT). In consequence, the bacterial organic digestion process could be fully functioned on 
carbohydrates by psychrophilic bacteria, proteins by mesophilic bacteria, celluloses /hemicellulose by 
thermophilic bacteria and fiber by thermophilic bacteria/ hyperthermophilbacteria (Swati & Joseph, 2008; 
Zupancic & Ros, 2003; Chunkao, 1998; Shahriari et al., 2013; Juteau, 2006). 

As mentioned before, this study is aimed to find the insulated materials to reduce heat transfer between objects 
of differing temperature in thermal contact in which it can be achieved with specially engineering method 
concerning with suitable shape and insulation capacity (thermal conductivity) of materials. However, the thermal 
conductivity plays role in heat conductive transfer in which the Fourier's law of heat transfer have been applied 
Fourier's law of heat conduction by Holman (2009), Sellers (1965), Chunkao (1979), Gates (1965, 1980), and 
Hartman (1994) in the content of "the law of heat conduction states that the time rate of heat transfer through a 
material is proportional to the negative gradient in temperature and to the area at right angle to that gradient, 
through which the heat flows". It can be illustrated in equation (1) and showed the hypothetical views in Figure1: 

Q/t   =   - kA (T1 - T2) / X                              (1) 

where: 

Q =  heat transfer, cal/cm 

k =  thermal conductivity, cal/cm2/sec/oC 

A =  surface area, cm2 

T1 =  hot temperature, oC 

T2 =  cold temperature, oC 

X =  thickness of insulated material, cm 

t =  time taken, sec 

q =  Q/t, cal/cm/sec 

According to vary X (thickness) of materialized surface area, and q = Q/t, then equation (1) can be rewritten as: 

q     =   - kA (T1 - T2) / X                                  (2) 
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Figure 1. Hypothetical illustration Fourier's law of transferring heat conduction from higher-temperature to 

cooler-temperature objects at right angle to the temperature gradient 

 
T1 is hot temperature due to heat liberation during the bacterial digestion processes for cellulose, hemicellulose 
and fiber in which the thermophilic bacteria required temperature inside the boxes above 70 oC as followed the 
research results from LERD (1999, 2000, 2011, 2012), Ariunbaatar et al. (2014), Appels et al. (2010), Steger et al. 
(2007), and Shahriari et al. (2013). Thus, T1 could be fixed at temperature of 70 oC. Then, T1 in equation (2) can 
be replaced by 70 oC which will be presented as: 

X    =   - kA (70 - T2) / q                                  (3) 
Actually X (thickness of insulated material) is used for this experiment on 2.5 cm for reduction of heat transfer (q) 
from T1 point to the T2 point through thermal conductivity with cross sectional area A. So, the equation (3) can be 
expressed below: 

Q/t   =   - (kA)(T1 - T2) / X                                 (4) 
In case of expressing the heat transfer per unit area, then the equation (4) becoming to equation (5) as following: 

Q  =  - (kA (T1 - T2)/X)(t)                               (5) 
If t is fixed, then T2 is varied from place to place, the same as fixed T2 value and taking time (t) is varied. Then 
after, the relationships between Q and T2 can do the same as Q and t relation. Because of aforesaid statement, 
those relations can be graphically constructed in which the proper t (time taken) and proper T2 (temperature of 
applicable location) can be calculated in order to determine the thickness of specific insulated materials. 

The proper thickness of insulated materials for reduction heat transfer from organic digested boxes plays vital 
role in keeping all-time high temperature inside boxes for accelerating the psychrophilic, mesophilic, and 
thermophilic bacteria activities to digest carbohydrates, proteins, cellulose, phemicellulose and fibers in which 
they are in part of home garbage. Besides, the levels of released heat in boxes are belonged to the important 
environment in catalyzing the bacteria activation on the organic-sort digestion under aerobic and anaerobic 
processes, such as psychrophiles (cold-loving bacteria) for below 20 oC, mesophiles for 20 to 45 oC, and 
thermophiles (hot-loving bacteria) for 45 to 70 oC, hyperthermophiles for more 70 to 122 oC. However, the 
environmental scientists are agreed on the bacterial organic digestion process as the basic heat releasing that are 
depended on the sorts of organic matter, for example, up to 40 to 50 oC from carbohydrate group, 50 to 60 oC 
from proteins, and above 60 oC from cellulose, hemicellulose, and fibers. In facts, the composition of Thai 
municipality and household solid wastes is generally varied on proportion of organic matters, recycles, and 
hazardous wastes. It is remarkable that the organic matters are comprised of various proportions of carbohydrates, 
proteins, celluloses, hemicelluloses, and fibers. In other words, the ratio of carbohydrate: protein: 
cellulose/hemicellulose/fiber plays a significant role in heat releasing from organic wastes during digestion 
processing by providing gradually higher temperature until no organic matters left in technological boxes. 
Keeping higher temperature in boxes is depended on how thick of insulated materials as thermal conductivity to 
reduce heat transferring to the next one. 

Not only thickness of insulated materials is influenced on heat transfer from hot temperature from inside to 
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outside boxes but also the density and its specific gravity are involved with the pathway of transferring heat as 
liberated during the bacterial organic digestion process. In conclusion, the Q values are directly varied to 
insulated material density and specific gravity but inversely to the thickness of insulated materials and ambient 
air temperature (outside technological boxes). In facts, the outside box temperature is supposed to be the 
temperature at any concerned areas in which the box technology for organic waste disposal. Only thickness of 
insulated materials plays vital role in control the inside box temperature to enhance the thermophilic bacterial 
activities for digesting cellulose, hemicellulose, and/or fibers which are in part of vegetables. In other words, the 
application of insulated-material box technology is really needed the proper temperature to enhance 
psychrophiles, mesophiles, thermophiles and hyperthermophiles for digesting carbohydrates, proteins, celluloses, 
hemicellulose, and fibers to become mature-garbage compost as the final products of fermenting organic solid 
wastes. 

This study is aimed to determine the thickness of insulated materials for reduction of heat transfer from bacterial 
organic digestion process in order to keep the enough hot temperature up to higher than 70 oC which is proper 
heat to activate the thermophilic bacteria to release enzyme for digesting cellulose, hemicellulose, and fiber as in 
part of municipality and household garbage. Also, the solid retention time (SRT) is to show how short of time for 
doing digestion of organic solid wastes that turning to become garbage compost (organic compost). 

2. Method 
2.1 Experimental Area 

The experimental area was taken the zinc-roof cottage inside the Royal LERD project site at Laem Phak Bia 
subdistrict, Ban Laem district, Phetchaburi province, in southern part of Thailand about 120 km distance from 
Bangkok. The zinc-roof cottage was covered with open space about 100 m2 together without walls of all-four 
sides in order to provide all-direction wind blowing as shown in Figure 2. 

2.2 Choosing Insulated Materials 

This research project is belonged to The King's Royally Initiative Laem Phak Bia Environmental Research and 
Development Project (Royal LERD Project) which is qualified nature-by-nature process, simplicity technology, 
and either intentionally using domestic materials for creating technology or low expense. For serving the Royal 
LERD project criteria, the six-type appropriate insulated materials were chosen, that is, earth soil, rice husk, rice 
straw, wood, cement, plastic PVC, and foam (see Figure 2). 

2.3 Insulated Sheet Making 

The research methodology is required the cube-shaped experimental units with 30 cm in equal sizes of width, 
length, and height and 2.5 cm thickness (0.027 cubic meters) for molding the insulated sheets which are used for 
box walls , beds, and covers. According to the six-malleable insulated walls were needed to assemble for one 
cube-shaped experimental unit and 21 boxes required (7 treatments and 3 replications) for each insulated 
materials (earth soil, rice husk, rice straw, wood, cement, plastic PVC, and foam) by mixing with some 
cementing agents to insulated sheets for assembling the cube-shaped experimental unit before laying down on 
the smooth floor under the zinc-roof cottage in order to air drying (see Figure 2). 

2.4 Determination of Insulated Material Density and Specific Gravity 

Each of insulated-material molding sheets had to determine the density, specific gravity, and thermal 
conductivity in which they played vital role in amount and transferring rate of heat conduction from hot objects 
or heat liberation during the bacterial organic digestion processing. 

2.5 Heating Insulated Boxes 

Since this research purpose is aimed to select the type of insulated materials and its appropriate thickness of 
insulated-material molding sheet, the 0.5 kg river gravels ( number 3) at 100 oC by oven heating were used as hot 
objects to put in every experimental unit before closing the thermometer-inserted cover for measuring in-box 
temperature. Also, the outside experimental-insulated box temperature was measured by hanging the 
thermometer above the cottage floor about 1.50 m height. 

2.6 In-Box and Outside-Box Temperature Measurement 

Two automatic thermometers (Data Logger Testo 0572.1764 Waterproof Immersion Probe T/C Type K) was 
inserted through the insulated box cover for measuring inside insulated box temperature, and another one that 
hanging above cottage floor about 1.50 m height for measuring ambient air temperature. 
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(a) Insulated box of cube shape with the size of 0.027 cubic meter 

 

 

 

 

 

 

 

 

 

 

 (b) The experimental sites for laying down 21 boxes experimental unit  

 
Figure 2. Insulated box of cube shape with the size of 0.027 cubic meter (30 x 30 x 30 cm) and 2.5cm thickness 

as constructed by seven- insulated materials of plastic PVC, cement, wood, foam, rice husk that mixing with 
another cementing agents in different proportions and laying down on the smooth floor under the zinc-roof 

cottage in order to air drying 

 
2.7 Calculation of Heat Conduction 

By taking in-box and outside box temperature as measured continuous period from beginning to the end of 
experiments, the relation graphs between in-box temperature (T1) and time (t), heat conduction (Q) and time (t) 
by fixing hot T1 equivalent to 70 oC, Q and t of the seven-type insulated materials by fixing T1 equivalent to 70 
oC, and finally between Q and t of selecting insulated material by fixing T1 equivalent to 70 oC and varying 
selected insulated thickness from 1.0, 1.5, 2.0 to 9.0 cm with 0.5 cm interval. 

2.8 Graphical Techniques for Evaluating Insulated Materials and Thickness 

The relations as described in number 2.7 above were  plotted graphs into 4 cases: firstly, the relation between T1 
and t of seven-type insulated materials by fixing box thickness equivalent to 2.5 cm, and T1 equivalent to 70 oC, 
secondly, Q and t relation by fixing box thickness equivalent to 2.5 cm and T1 equivalent to 70 oC, thirdly, for 
selected-insulated-material heat conduction Q and t by fixing box thickness equivalent to 2.5 cm and T1 
equivalent to 70 oC, and finally, Q and t by fixing T1 equivalent to 70 oC and varying selected insulated thickness 
from 1.0 to 9.0 cm with 0.5cm interval. 

Intentionally, the appropriate thickness of selected insulated materials for making the insulated sheets that 
becoming the experimented box walls can be presumably find out which plays the significant role in keeping the 
liberated heat from bacterial organic digestion process inside the boxes, and also it can elongate enough working 
time of psychrophiles, mesophiles, thermophiles, and hyper-thermophiles to digest the organic wastes in parts of 
carbohydrates, proteins, fats and oils, cellulose, hemicellulose, and fiber to become the inorganic materials in 
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form of the organic compost. 

3. Results and Discussion 
Since, this research is focused on determine the kind of insulated material and its composition to mold in sheet 
form in order to construct the squared-insulated box technology (INBOT) to keep the hot-temperature for 
thermophilic bacteria activities in digesting cellulose-fiber organic wastes. Nevertheless, the insulated-sheet 
thickness is another purpose of this study on shortening the solid retention time (SRT) through the King's 
Royally initiative nature-by-nature process at the hand of bacterial organic digestion process. To achieve the 
aforesaid statement, the followings will be presented in details on both the appropriate insulators and its 
thickness that can be applicable in every climatic condition in Thailand. The research results will be presented in 
the followings. 

3.1 Molding Insulated-Material Sheets 

As stated before, there were 7 insulated materials that laminating to the insulated sheets for assembling the 
insulated boxes in order to keep the liberated heat from bacterial organic digestion process. Actually, some 
insulated materials were required another materials together with cementing agents in order to mold the 
insulated-laminated sheets. The component of mixed insulated-laminated sheets was shown in Table 1 in which 
they applied to calculate the averaged thermal conductivity (k) by weighing system as illustrated in Table 2. At 
the same time, the density and specific gravity were determined by laboratory techniques as Table 3. 

 

Table 1. Insulated materials and mixing components for molding insulated- laminated sheets (30 cm width, 30 
cm length, and 2.5 cm thickness) to assemble the cube-box (30 x 30 x 30 cubic centimeters) as the experimental 
units 

Insulated Materials Ratio of Mixing Materials Component 
Rice Straw Rice straw : cassava starch solution = 1:1 Rice straw + cassava starch 

solution 
Rice Husk Rice husk : cassava starch solution = 1:1 Rice husk + cassava starch 

solution 
Earth Soil Clay : rice husk : sand = 3:1:1 Clay + rice husk + sand 
Cement cement Portland : Sand = 1:3 cement Portland + Sand 
Plastic, PVC - PVC + epoxy 
Wood - Wood + Latex glue 
Foam - Foam + Latex glue 

Note. Concentration of cassava starch solution is 25% of cassava starch. 

 

Table 2. Calculation by weighing system of averaged thermal conductivity values of earth soil, rice husk, rice 
straw, cement, foam, plastic PVC, wood, as used for molding insulated sheets to assemble the cube boxes (30 
x30 x 30 cm3) with 2.5 cm thickness 

Insulated 

material 

Averaging by Weighing System 
Average 

k k1 
w1 

(Kg) 
k1w1 k2 

w2 

(Kg) 
k2w2 k3 

w3 

(Kg) 
k3w3 

Rice Husk Rice Husk CS Solution 

0.00009 0.745 0.0001 0.00071599 0.745 0.000533 - - - 0.00040 

Rice Straw Rice Straw CS Solution 

0.0002 0.85 0.00018 0.00071599 0.85 0.000609 - - - 0.00047 

Earth Soil Earth Soil Rice Husk Sand 

0.0026 3.24 0.0085 0.00009 1.08 0.0001 0.001 1.08 0.000696 0.00172 

Cement Cement Sand 

0.0007 1.4 0.000969 0.000644391 4.2 0.002706 - - - 0.00066 

Plastic, 

PVC 
- - - - - - - - - 0.00021 

Wood - - - - - - - - - 0.00029 

Foam - - - - - - - - - 0.00007 

Concrete - - - - - - - - - 0.00239 
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Table 3. Averaged thermal conductivity, density, and specific gravity of insulated materials and some 
components for applying to calculate the heat conduction transferring 

No. Materials 
Density 
(g/cc) 

Specific Gravity 
Thermal conductivity, 
k,(cal/sec)/(cm2°C/cm) 

1 Rice Husk 0.64 0.641 0.00040 
2 Rice Straw 0.50 0.501 0.00047 
3 Earth Soil 1.63 1.643 0.00172 
4 Cement 1.84 1.855 0.00066 
5 Plastic,PVC 1.51 1.522 0.00021 
6 Wood 0.48 0.483 0.00029 
7 Foam 0.01 0.01 0.00007 
8 Cassava Starch Solution - - 0.00072 
9 Sand - - 0.00064 

10 Concrete - - 0.00239 
 

3.2 Selection of Insulated Materials 

The measured inside insulated-box temperature (T1) and ambient air temperature (T2) of each insulated-material 
box were conducted in ration to measuring time (t) and heat conduction (Q) in order to use for making decision 
of selecting the appropriate insulated materials as shown in Figures 3 and 4. 

The results found that the outside box temperature was not influenced to uprise the inside box temperature but 
they were up to the powering radiated heat from 100 oC river gravel in which they were gradually released until 
all-box temperature equivalent to outside box temperature after radiating for 265 minutes. Among those 
temperature tendency, foam insulated boxes could be most sensitive changing in relation to outside box 
temperature by rapid increasing at the beginning and fast decreasing after radiating about 90 minutes, and 
sinking to the lowest level of temperature decreasing at night time. This phenomena is brought to point out that 
the foam insulated box technology would be used for keeping heat in box if the outside temperature was cool at 
night time. In spite of rice husk and rice straw can be used for insulated box technology, but the plastic PVC, 
cement, earth soil, and wood insulated boxes would be appropriate technology for keeping high temperature for 
longer period in boxes as well. If the convenience is concerned with the local materials available, the rice straw 
should be compensated by local grasses because of its grow everywhere in the whole country. Neither more 
effective insulated-box technology nor less appropriate ones, their box temperature lines as belonged to insulated 
materials (foam, rice husk, rice straw, plastic PVC, cement, earth soil, and wood) technology have met together 
at about 265 minutes after putting the hot river gravels in insulated boxes as shown in Figures1 and 3. 

 

 

  

 

 

 

 

 

 

 

 

 

Figure 3. Tendency of air temperature outside boxes (inside of the insulated zinc-roof hut) and inside box 
temperature from beginning and climbing up to the maximum of insulators as made by foam, rice husk, rice 

straw, cement, earth soil, plastic PVC, and wood as obtained from the experiment 

 

For making sure of selecting the insulated materials for assembling the box technology to dispose the community 
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solid wastes, the heat transfer from hot river gravels was applied to make decision. In experimental point of view, 
the insulated materials which use for box making were determined their density and specific heat capacity as 
well as thermal conductivity in order to induce heat flow from 100 oC hot river gravels to transfer to outside 
boxes. The weighting system was determined the averaged values of insulated-material, specific gravity, density, 
specific gravity, and thermal conductivity as illustrated in Table 3. The results found the thermal conductivity of 
foam, plastic PVC, wood, rice husk, rice straw, cement, and earth soil as 7x10-5, 22.1x10-4, 29x10-5, 4x10-4, 
4.7x10-4, and 6.6x10-4 cal/cm2/sec, respectively as shown in Table 3. Based on Fourier's law of heat transfer in 
equation (5), the thermal conductivity is related directly to quantity of heat transfer, which means that the more 
the thermal conductivity are the heat transfer. In the same manner, the density and specific gravity of insulated 
materials showed the same trends of thermal conductivity as illustrated in Table 4 and Figure 4. It is observed 
that the maximum in-box temperature found 45.5 oC for foam, 40.3 oC for rice husk, 39.8 oC for rice straw, 39.3o 
C for cement, 38.9 oC for earth soil, 38.8 oC for wood, and 37.9 oC for plastic PVC (see Figure 3). This would be 
reasoned that the radiation transfer from a handful of hot river gravels (100 oC) was not forceful enough to 
homogeneously spread out to nearly empty boxes as shown in Figure 1. 

The results pointed out that the outside box temperature was not influenced to uprise the inside box temperature 
but they were up to forcefulness of heat radiating from 0.5 kg river gravels at 100 oC in which they were 
gradually liberated until equilibrium temperature between inside and outside box temperature after radiating for 
265 minutes (Figure 3). Among those temperature tendency, foam insulated boxes could be most sensitive 
changing in relation to outside box temperature by rapid increasing at the beginning and fast decreasing after 
radiating about 70 minutes, and sinking to the lowest level of temperature decreasing at night time. This 
phenomena is brought to express that the foam insulated box technology would be good enough to use for 
keeping heat in box at daytime, only the outside box temperature was cool at night time. Besides, the rice husk 
and rice straw can be better useable for insulated box technology, the plastic PVC, cement, earth soil, and wood 
insulated boxes might be appropriate to assemble the insulated-material technology for keeping high temperature 
for longer period in boxes as well. Neither more effective insulated-box technology nor less appropriate ones, 
their box temperature lines as belonged to insulated materials (foam, rice husk, rice straw, plastic PVC, cement, 
earth soil, and wood) technology have met together at about 265 minutes after pouring the hot river gravels as 
shown in Figure 3. In other words, every studied insulated material could be appropriate to use for 
insulated-material technology. 

When the relationships between Q and time t in equation (5) was calculated under real time measurement of 
in-box temperature (T1) and ambient air temperature (T2) by fixing the values of X (thickness) equivalent to 2.5 
cm, the relationships between Q and t by graphical techniques of foam, rice straw, rice husk, cement, plastic 
PVC, earth soil, foam, and wood were constructed as illustrated in Figure 4 and heat transfer values as shown in 
Table 4. 

 

Table 4. Heat transfer of insulated boxes as used for evaluating the appropriate insulated materials 

Times 

(minutes) 

Q, heat transfer (cal/cm) 

Rice Straw Rice Husk Cement Plastic,PVC Earth Soil Foam Wood 

0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

10 803.0 731.5 1000.6 279.7 2653.6 197.3 447.2 

20 1417.9 1284.5 1614.2 480.3 4513.6 322.6 773.8 

30 1723.7 1598.4 1925.8 574.6 5133.6 373.0 904.8 

40 2029.4 1889.3 2303.4 674.9 6249.6 410.9 1106.6 

50 2318.4 2059.2 2572.4 752.4 6882.0 412.8 1227.2 

60 2540.2 2177.3 2832.0 839.0 7812.0 406.1 1385.3 

70 2704.8 2378.9 2973.6 925.7 8246.0 403.2 1514.2 

80 2768.6 2442.2 2945.3 936.3 7936.0 372.5 1514.2 

90 3326.4 2903.0 3653.3 1190.2 9709.2 393.1 1853.3 

100 3662.4 3139.2 3870.4 1292.0 9796.0 345.6 1976.0 

110 3696.0 3199.7 3790.2 1320.9 9957.2 332.6 1944.8 

120 3830.4 3317.8 3681.6 1386.2 10564.8 293.8 2046.7 

130 3669.1 3145.0 3497.5 1323.9 9833.2 280.8 1919.8 

140 3622.1 3024.0 3370.1 1276.8 9721.6 248.6 1834.6 
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150 3326.4 2894.4 3044.4 1208.4 8556.0 216.0 1684.8 

160 3279.4 2857.0 3020.8 1167.4 8332.8 192.0 1630.7 

170 3255.8 2888.6 2968.9 1162.8 8010.4 155.0 1591.2 

180 3265.9 2799.4 2888.6 1176.5 7812.0 138.2 1572.5 

190 3064.3 2681.3 2780.1 1097.4 6832.4 118.6 1462.2 

200 2822.4 2419.2 2548.8 1003.2 5704.0 96.0 1289.6 

210 2751.8 2419.2 2577.1 989.5 5728.8 90.7 1223.0 

220 2365.4 2090.9 2180.6 836.0 4637.6 73.9 1006.7 

230 2550.2 2252.2 2388.3 909.0 4848.4 88.3 1100.3 

240 2257.9 2004.5 2039.0 802.6 4166.4 57.6 948.5 

250 2268.0 2016.0 2124.0 836.0 4340.0 48.0 988.0 

260 2009.3 1797.1 1963.5 711.4 3868.8 37.4 811.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Amount of heat transfer through Fourier's law of heat transfer under the fixed values of insulated box 
thickness (2.5 cm), inside box temperature, and averaged k-values of each insulated materials, surface area (A = 

900 squared cm), and varying with time (minutes) 

 

The relationship between amount of heat transfer (Q) and measuring time (t) which was constructed (as shown in 
Figure 4) can be gathered into 3 groups of insulated groups; they are low (wood, plastic PVC, and foam), 
medium (cement, rice husk, and rice straw), and high (earth soil) heat transferring by conduction process. 
Accordance with more minerals in composition, the highest heat conduction was placed on earth soil that should 
be ignored in using for assembling the insulated boxes. While the lowest heat conduction is identified in wood, 
plastic PVC, and foam but it might be risky to create the environmental problems even they are so convenient to 
get in everywhere. Finally, the medium heat conduction group is the most appropriate insulated materials 
(cement, rice husk, rice straw) to be selected for molding insulated-material sheets for assembling the insulated 
boxes. If the convenience is concerned with the local materials available, the rice straw should be the best one 
because it can be compensated by local grasses as grow everywhere in the whole country. 

It is obvious that the graphical techniques in Figure 4 can be divided into 3 zones; first zone is called as "heat 
accumulation zone" beginning with rising limb in order to accumulate the heat storage for about 80 minutes; 
second zone called as "hotness zone" it starts transferring heat from "heat accumulation zone" with the energetic 
conduction before entering "hotness zone" between 80 - 150 minutes (70 minutes) for maintaining the maximum 
hottest period to digest some more cause textural organic wastes. Evidently, the heat was transferred from the 
hotness zone throughout the 'heat releasing zone" until the ending of bacterial organic digestion process around 
265 minutes (4 hours and 25 minutes) and plus (see Figure 3). However, the period from the beginning of 
organic digestion process to hottest-peak heat conduction at the 120 minutes (2 hours) before gradually heat 
liberating more than twice. In reality, the hottest peak heat conduction was placed on around the fifth days 
(in-box temperature at 77 oC) and heat liberating period up to 25 days for converting the organic wastes to 
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become the mature organic compost (Figures 4 and 5) through the bacterial organic digestion process (LERD 
1999, 2000, 2011, 2012; Shahriari et al., 2013; Appels et al., 2010; Steger et al., 2007; Fernandez-Rodriguez et 
al., 2014; Zupancic & Ros, 2003; Metcalf & Eddy, 1972: Ariunbaatar et al., 2014; JICA, 1982; Atchley & Clark, 
1979; Ugwuanyi et al., 2005; Juteau, 2006). 

 

  

 

 

 

 

 

 

 

 

 

Figure 5. Systematic appearances of transferring heat in various times of "heat accumulation zone", "hotness 
zone" and "heat releasing zone" in relation to various rice-straw insulated thicknesses 

 

3.3 Box Insulated Thickness Determination 

As finalized before and sown in Figure3, the rice straw was selected to as appropriate insulated materials for 
assembling the insulated box technology under the fixed thickness of 2.5 cm because of its minimum thickness 
to make sheet insulators, the amount of heat transfer (Q) in relation to another thickness sizes were calculated as 
illustrated in Figure 5. It was obviously seen that no matter the insulated thickness of any sizes, the systematic 
appearances of "heat accumulation zone", "hotness zone", and "heat releasing zone" were somewhat the same as 
illustrated in Figure 4. In other words, the thickness sizes of rice straw insulators cannot change in their 
systematic appearances even its thickness changed in which the Figure 5 can be useable for selecting the 
appropriate thickness. In contrary, it was so difficulty to make decision what thickness of rice-straw insulated 
box should be the best one. Roughly, the minimum rice-straw insulated box should be placed at 6 cm due to the 
Q-t line looked steadier rather than Q-t lines 1 cm to 5.5 cm, but this result could not make sure to the decision 
makers. Therefore, the Figure6 was constructed in order to emphasize the aforesaid decision making in which 
the Q-thickness lines of each ambient-air-temperature line by fixing 70 oC as the in-box temperature seemed 
agreeable at the 6-cm thickness but it was still confused to the decision makers due to the existence of less 
sloping characters. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Determining appropriate thickness of rice straw as insulated material to assemble the insulated box 
technology for elongating solid retention time (SRT) to enhance the well-fermented community garbage to 

become the fruitful compost 
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Finally, the relationship between heat conduction (Q) and rice-straw insulated thickness through ONE-WAY 
ANOVA statistical method which uses for its stratification as shown in Table 5. The similarity of numbers in 
small frames was indicated the coordination between the rice-straw insulated thickness (Thickness) and ambient 
air temperature (T2), for example, if T equivalent to -10 oC, Thickness equivalent to 9.5 cm to 10 cm; 30 oC of T 
going hand in hand with Thickness of minimum 6 cm to maximum 10 cm. therefore, the Table5 is applicable to 
give the ambient air temperature and reading downwards to the T2-Thickness frames before reading the 
thickness column in order to get the appropriate rice-straw insulated box for bacterial organic digestion process 
by controlling in-box temperature at 70 oC. By this method, the means how to find out the rice-straw appropriate 
insulated box can exactly be applicable not only one ambient-air-temperature condition but also to extend to 
anywhere with different local temperature to coordinate with the appropriate thickness. However, the minimum 
thickness in Thailand should be placed on 6 cm. expectedly, this minimum rice-straw insulated box can be 
applicable in all parts of the country, either lowland, flatlands, mountainous lands, and islands. 

 

Table 5. Calculated frame values between heat conduction (Q) and rice-straw insulated thickness by fixing 
in-box temperature at 70 oC through ONE-WAY ANOVA statistical method (level of significant 95%) for finding 
the appropriate thickness of insulated boxes 

Thickness Air Temperature,T2 (°C) 

(cm) -10ºC 0ºC 10ºC 20ºC 30ºC 40ºC 50ºC 60ºC 70ºC

1.0 33.6r 29.4s 25.2r 21.0q 16.8p 12.6q 8.4p 4.2l 0a

1.5 22.4q 19.6r 16.8q 14.0p 11.2o 8.4p 5.6o 2.8k 0a

2.0 16.8p 14.7q 12.6p 10.5o 8.4n 6.3o 4.2n 2.1j 0a

2.5 13.4o 11.8p 10.1o 8.4n 6.7m 5.0n 3.4m 1.7i 0a

3.0 11.2n 9.8o 8.4n 7.0m 5.6l 4.2m 2.8l 1.4h 0a

3.5 9.6m 8.4n 7.2m 6.0l 4.8k 3.6l 2.4k 1.2g 0a

4.0 8.4l 7.4m 6.3l 5.3k 4.2j 3.2k 2.1j 1.1f 0a

4.5 7.5k 6.5l 5.6k 4.7j 3.7i 2.8j 1.9i 0.9e 0a

5.0 6.7j 5.9k 5.0j 4.2i 3.4h 2.5i 1.7h 0.8de 0a

5.5 6.1i 5.3j 4.6i 3.8h 3.1g 2.3h 1.5g 0.8de 0a

6.0 5.6h 4.9i 4.2h 3.5g 2.8f 2.1g 1.4fg 0.7cd 0a

6.5 5.2g 4.5h 3.9g 3.2f 2.6ef 1.9f 1.3ef 0.6bc 0a

7.0 4.8f 4.2g 3.6f 3.0e 2.4de 1.8ef 1.2de 0.6bc 0a

7.5 4.5e 3.9f 3.4e 2.8d 2.2cd 1.7de 1.1cd 0.6bc 0a

8.0 4.2d 3.7e 3.2d 2.6c 2.1bcd 1.6cd 1.1cd 0.5ab 0a

8.5 4.0c 3.5d 3.0c 2.5c 2abc 1.5bc 1.0bc 0.5ab 0a

9.0 3.7b 3.3c 2.8a 2.3b 1.9ab 1.4ab 0.9ab 0.5ab 0a

9.5 3.5a 3.1b 2.7a 2.2ab 1.8a 1.3a 0.9ab 0.4a 0a

10.0 3.4a 2.9a 2.5b 2.1a 1.7a 1.3a 0.8a 0.4a 0a

 

3.4 Applicability of Rice-Straw Insulated Box Technology 

Referring to the previous study of The King's Royally Initiated Laem Phak Bia Environmental Research and 
Development (Royal LERD) Project in Phetchaburi Province, Thailand through nature-by-nature process, the 
concrete box technology has been mainly used for community garbage disposal and also for innovating the new 
applicable technique in some constraint areas as shown in Figure7. The matured compost was obtained after 
fermenting 30 days (SRT equivalent to 30 days) for separating organic wastes and 90 days (SRT equivalent to 90 
days) for unseparated community (municipal) garbage. It was pointed out that the separation of organic wastes 
from the whole proportion of community solid wastes could make the shorter SRT from 90 days to become 30 
days. Consequently, the compost texture was composed of cause texture of some solid component which could 
be identified mostly as fibers but they were excellently useable for fertilizing to plant growth after cutting in tiny 
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pieces. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Consecutive temperature as measured during fermenting community garbage inside box with the size 
of 1.5 m height, 2.0 m width, and 3.0 m length for 2 tons garbage accommodation accordance with fermenting 

time 30 days for only separated organic wastes and 90days for unseparated community garbage 

Note. Treatment A: The unseparated community garbage pile left to be decomposed naturally. 

Treatment B: The pile with glass, metal and plastic scraps sorted out, then spread over with compost starter, 
phosphate supplement, urea and loose soil. 

Treatment C: The pile with glass, metal and plastic scraps sorted out, then mixed with compost starter, phosphate 
supplement, urea and loose soil. 

Treatment D: The unseparated community garbage pile spread over with compost starter, phosphate supplement, 
urea and loose soil. 

Treatment E: The unseparated community garbage pile mixed with compost starter, phosphate supplement, urea 
and loose soil. 

 

In practical point of view, there was 30% hollow in each concrete box (3-cm thickness) and without insulating 
materials for reduction of transferring heat (as liberated from bacterial organic digestion process) which used for 
assembling the concrete box technology. Nevertheless, the temperature was still risen in rapid rate in the heat 
accumulation zone, and also it still met the peak temperature inside hotness zone close to the averaged values of 
70 oC in the hotness zone. In reality, there were some experimental concrete boxes found the peak temperature 
up to 69 oC during fermenting the Phetchaburi municipal solid wastes. Besides, the heat transfer was taken in 
account with quite low rate in the heat releasing zone (see Figures 7 and 8) due to the outside concrete box above 
35 oC that caused low net re-radiation rate from naturally heat liberation from bacterial organic digestion process 
inside experimental boxes. Although the peak temperature was more or less 70 oC, the hotness zone in Figure 7 
found quite narrow which would be shorter period of heat storage inside concrete boxes. If the 4-side concrete 
box were strict by 2.5-cm thickness of rice-straw insulated sheets (k equivalent to 4.7x10-4 cal/cm2/oC/sec) the 
in-box temperature should be less than one fifth of heat conduction from bacterial organic digestion process in 
the concrete boxes (k equivalent to 2.3x10-3 cal/cm2/oC/sec). It could be concluded that the rice straw plays vital 
role in keeping heat as liberated from the digestion process of organic wastes rather than without rice straw 
insulated sticking in concrete box walls. 

 

 

 
 

 



www.ccsenet.org/mas Modern Applied Science Vol. 8, No. 5; 2014 

285 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Hypothetically consecutive temperature rising during bacterial organic digestion processes on 
carbohydrate protein celluloses hemicellulose and fibers 

 

Theoretically speaking, the organic wastes of Phetchaburi municipal garbage have evidently converted to 
become inorganic-material garbage compost through aerobically bacterial organic digestion process for 30 day 
SRT (LERD, 1999, 2000, 2011, 2012). Then after, the garbage compost was produced by constructing the 9 m3 
concrete box (1.5 m deep, 2 m wide, 3 m long) for 5 treatments 3 replications on slope of 1:1,000; compacting 
before paving gravel at the level above 2 cm diameter PVC pipe for leachate draining, then overtopping on 2 cm 
height of sand; putting 3 alternated layers of two level of 670 kg organic wastes along with overtopping 5 cm 
height of clayed soils (called electron acceptors), and the top layer of 670 kg organic wastes with overtopping 15 
cm of clayed soils. Amount of water which is plenty of dissolved oxygen (DO) about 60 liters will be showered 
every seven days in order to bring down the electron acceptors (such as O2, Fe3+, Mn2+, etc.) to catch with the 
electrons as broke from bacterial organic digestion process to form the inorganic materials in terms of chemical 
compounds (Prabuddham, 1985) as illustrated in Figure 7. 

This would be stressed that the releasing heat from bacterial organic digestion process was kept longer period 
because of the smaller temperature gradient between inside-outside concrete box which caused low heat 
transferring by re-radiation. In contrary, concrete box may become heat acceptor whenever the surrounding 
temperature is higher than inside concrete box. Naturally, it is inevitable to stop transferring the releasing heat 
from bacterial organic digestion process in box of CB technology due to contact between inner and outer 
surfaces. Unavoidably, the hot temperature inner concrete box has been gradually decreased due heat conduction 
transfer to outer surface until temperature of both sides was in balancing condition. Exactly, the 
insulated-covered materials on concrete box surfaces are not preferable to use for reduction of heat transfer to 
outer ambient air due to high thermal conductivity of concrete boxes. There are a lot of suggestions to use 
insulated materials for constructing the insulated box technology instead of single concrete box technology. 

Undoubtedly, if the inner concrete box was assembly insulated by the effective materials, no matters rice straw 
and others (rice husk, wood, plastic PVC, earth soil, and cement together with another cementing agent) might 
be enhanced to elongate the hotness zone including peak temperature increasing more than 70 oC, and also high 
rate of bacterial organic digestion process. The expectation of better quality of community garbage compost 
would be obtained one way or another. 

4. Conclusion 
The research is aimed to select the insulated materials in which they were taken in pre-selection of foam, earth 
soil, rice husk, rice straw, plastic PVC, and cement. Those insulated materials were laminated in frame with the 
size of 30 cm width, 30 cm length and 2.5 cm thickness (22.5 cm3/sheet) in order to use for assembling the 
insulated-cube box (30x30x30 cm3 or 0.027 m3). Then after, the density, specific gravity, and averaged thermal 
conductivity were determined under the laboratory basis. For serving research needs, the amount of 500 g river 
gravels (number 3) was heated in Hot air oven at 100 oC for 24 hours before putting in the insulated boxes. The 
in-box (T1) and out-box (T2) ambient air temperature were recorded by automatic data logger from beginning to 
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the end of experiments. The relationship between time (t) and in-box temperature by graphical techniques in 
order to select the appropriate insulated material under the criterions of The King's Royally initiative 
nature-by-nature process, simplicity technology, and low expense (or local materials using for constructing 
technology), Also, the relations between Q (heat conduction) of temperature differences (in-box and outside box) 
in varying t (time) as the same as the insulated material thickness was evaluated from graphical products of 
fixing T (equivalent to 70 oC) and Q of varying ambient air temperature. 

The results found that the rice straw looked better appropriate insulated material rather than rice husk, earth soil, 
cement, foam, and plastic PVC. Nevertheless, the minimum thickness could be placed on 6 cm in which the 
in-box temperature could be elongated period for psychrophiles, mesophiles, thermophiles, and hyper-thermopile 
to complete the digestion of carbohydrates, proteins, celluloses, hemicelluloses, and fibers. So far, the relation 
between the ambient air temperature and rice-straw insulated thickness that brought to direct how to obtain the 
insulated thickness in case of ambient air temperature to be identified its level. 
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Abstract 
This paper presents an assessment on toilet’s indoor air quality on asthmatic people. The assessment was carried 
out by measuring temperature, relative humidity, air velocity and SO2 in the 4 selected toilets which are naturally 
ventilated. The measurements used two equipments that are Yes Plus LGA meter and Anemometer. It was done in 
early morning and break hours for 10 minutes within three (3) days consecutively. This study found that SO2 
concentration in toilet 1 exceeded the threshold limit value of SO2 for 10 minutes exposure which means this 
toilet potentially trigger asthmatic symptom for those asthmatic people who frequently used this toilet. High 
concentration of SO2 was due to inadequacy of air velocity in this toilet. Inadequacy of air velocity means less 
ventilation and thus, increased the humidity which can stimulate the growth of fungi/mold in the toilet that 
affects asthmatic people. 
Keywords: asthma, indoor air quality, so2, toilet 

1. Introduction 
Indoor Air Quality (IAQ) is a terminology of air quality within and around buildings which pertinent with health 
and comfort of indoor occupant (Muhamad-darus et al., 2011; Murdoch & Lloyd, 2010). The duration of time 
that people spent indoor and the risk to health posed by indoor air are the most issue that encourage researchers 
to conduct the study on indoor air (Frontczak & Wargocki, 2011; Lee, 1997; Massey et al., 2009). In addition, 
several findings of IAQ studies from previous researchers indicated that coarse particulate matter (PM10) which 
is less than 10 micrometers in diameter (Brunekreef & Forsberg, 2005; Donaldson et al., 2000; Karakatsani et al., 
2012; Zhang, 2005), fine particulate matter (PM2.5) which is less than 2.5 micrometers in diameter (Brunekreef 
& Forsberg, 2005; Karakatsani et al., 2012) and Sulfur Dioxide (SO2) (Awbi, 1991; Guo, 2012; Luttinger & 
Wilson, 2003; Restrepo, 2012; Tseng et al., 2012) in particular concentration could lead adverse effect for human 
inhalation such as asthmatic symptoms. However, the exposure of SO2 on human inhalation for asthmatic people 
in a concise time at particular concentration gives more significant effect to trigger the asthmatic symptoms as 
compared to PM10 and PM2.5 (World Health Organization, 1987). 

Asthma is a heterogeneous disorder of the conducting airways involving chronic inflammation, declining 
function and tissue remodeling (Murdoch & Lloyd, 2010). For asthmatic individuals, the inflammation causes 
wheezing, breathlessness, chest tightness and cough particularly at night and/or early morning (Bousquet et al., 
2000). There are various researches on the effect of SO2 exposure to asthmatic people. Koren (1995) had 
exposed asthmatic people within 20 minutes of SO2 at 0.25 ppm and found it affect to the bronchosconstriction 
function which finally lead to asthmatic symptom. In other situation, a laboratory experiment was conducted 
which involves 7 asthmatic people exposed to 0.5 ppm of SO2 for 10 minutes and resulted to 3 people having 
wheezing and breathlessness (Sheppard et al., 1980). Furthermore, Balmes et al., (1987) had carried out a study 
on the effect of exposure to a humidified air for 5 minutes and SO2 in the range of 0.5 – 1 ppm for 1,3 and 5 
minutes on 2 females and 6 males of non-smoking asthmatic adult. They found that bronchoconstriction function 
increase the Spesific Airway Resistance (SRaw) above baseline with respect to the exposure time and 
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concentration. Additionally, the other asthmatic triggers are smoke and humidity (Al-anzi & Salman, 2011). 
Smoke is a mixture of smoke from the burning end of a cigarette, pipe or cigar and it exhaled by the smoker that 
is often found in homes, toilets and car where smoking is allowed. Besides, humidity can affect to the growth of 
mold and commonly found in the toilet, kitchen and the basement (Al-anzi & Salman, 2011) 

Based on the findings of previous studies which had been described above, it can be concluded that the exposure 
of SO2 in concise time is the main problem that could have effect on human inhalation. Subsequently, toilet in 
university is one of public facilities which frequently used either by staff or student in concise time. Thus, it 
motivates to assess its IAQ level in order to compare with the Threshold Limit Value (TLV).    

2. Method 
A. Site Description 

This study was conducted on 4 selected toilets at Faculty of Civil and Environmental Engineering of Universiti 
Tun Hussein Onn Malaysia. The selected toilets (2 for gents and 2 for women) are naturally ventilated through 
opening of windows. Table 1 describes the characteristics of selected toilets. 

 

Table 1. Characteristics of the selected toilets 

Toilet Number Toilet 
Type 

Number of Users During Measurement 
(person) Area (m2) Height (m)Morning Noon Time 

1 2 3 1 2 3 
1 Male 6 4 2 4 2 1 10.12 2.8 
2 Female 4 3 2 4 2 3 10.12 2.8 
3 Male 1 4 1 1 5 3 10.12 2.8 
4 Female 3 5 1 1 2 3 10.12 2.8 

 

B. Sample Collection and Analysis 

The measurements were conducted twice a day (in early morning and noon during break hours) for 10 minutes 
within 3 consecutive days. The measured parameters are air temperature, relative humidity and SO2 
concentration which are measured by using Yes Plus LGA Meter and air velocity by using Anemometer. These 
equipments were placed vertically at a height of 1.2 m from the floor. During the measurement periods, the 
selected toilets function as usual with several users as in table 1. All the data gathered are analysed using 
descriptive statistical approach which includes mean, maximum and minimum values calculated using Microsoft 
Excel and presented into graph and bar chart. 

3. Results and Discussion 
The parameters of IAQ considered in this study are temperature, relative humidity, air velocity and SO2 
concentration. The measured values of all the parameters and the analysis on the data are presented in this 
section  

3.1 Temperature and Relative Humidity 

The temperature and humidity are measured during 10 minutes duration in 3 days continuously in all the 4 toilets 
involved. The average values of temperature are presented as in figures 1 and 2 while relative humidity is 
presented as in figures 3 and 4. Figure 1 shows the highest recorded temperature in the morning is 30 °C in the 
toilet 1 or toilet 2 at 2nd day of and also in the toilet 1, toilet 2, or toilet 4 at 3rd day of the measurement. For the 
lowest recorded temperature is 29 °C at 1st day of the morning measurement in toilet 1, toilet 2, toilet 3 and toilet 
4. Subsequently, for temperatures at noon time, the highest recorded value is 31 °C at the toilet 4 at 2nd day of 
noon time measurement and at the toilet 2 at 3rd day of the measurement. For the lowest recorded temperature at 
noon time is 28.5 °C which is at the toilet 1 at 1st day of the measurement. 
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Figure 1. Measured morning temperature (toilet) Figure 2. Measured noon temperature (toilet) 

  

For the morning measurement as in figure 3, the highest average relative humidity measured is at 1st day of toilet 
1 or toilet 2 with the value of 94.5%. For the lowest case, it was achieved at the 3rd day with the value of 82.5% 
in toilet 4. For the noon measurement as in figure 4, the highest value is at the 1st day with the value of 91.5% for 
toilet 1 and for the lowest is at 3rd day with the value of 74.5% for toilet 2. 

 

  

Figure 3. Measured morning relative humidity  

(toilet) 

Figure 4. Measured noon relative humidity 
(toilet) 

 

Al-anzi and Salman (2011) had stated that indoor humidity is one of the factors that contributes to asthmatic 
symptoms to asthmatic people. Since most of the toilets are experiencing high humidity thus this will trigger 
asthmatic symptoms for those asthmatic people who had frequently used this toilet.  

3.2 Ventilation Rate 

The air velocity was also measured for 10 minutes duration in all the 4 toilets in the morning and at noon time 
within 3 days period. The measured values are tabulated as in table 2. 

 

Table 2. Measured Air Velocity in the Toilets 

Toilet  
Time of Measurement 

Morning Noon Time 
Day 1 Day 2 Day 3 Day 1 Day 2 Day 3 

1 0.091 m/s 0.069 m/s 0.051 m/s 0.09 m/s 0.2 m/s 0.09 m/s 
2 0.132 m/s 0.099 m/s 0.065 m/s 0.11 m/s 0.16 m/s 0.09 m/s 
3 0.122 m/s 0.103 m/s 0.083 m/s 0.08 m/s 0.14 m/s 0.26 m/s 
4 0.091 m/s 0.098 m/s 0.105 m/s 0.1 m/s 0.19 m/s 0.05 m/s 

 

For morning measurement, the table shows that the highest air velocity is at toilet 2 with the value of 0.132 m/s 
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on the 1st day of the measurement and for the lowest value is in toilet 1 with 0.051 m/s on the 3rd day of the 
measurement. For noon situation, the highest value is in toilet 3 with 0.26 m/s on the 3rd day and the lowest value 
is 0.05 m/s in toilet 4 also on the 3rd day of the measurement. These air velocity values are used to calculate 
airflow and thus, to determine the ventilation rate experienced by all the toilets. The airflow is calculated using 
the following formula: 

AxVQ              (1) 

   Where: Q = Airflow (m3/s) 

 V = Air Velocity (m/s) 

 A = Area (m2) 

The calculated airflows of the toilets are presented as in figures 5 and 6. For monring condition in figure 5, the 
highest calculated airflow is at toilet 2 with the value of 1.337 m3/s on the 1st day of measurement and the lowest 
is at toilet 1 on the 3rd day of measurement with the value of 0.463 m3/s. For noon time session, the highest of 
airflow is at toilet 1 with the value of 1.97 m3/s on the 2nd day of measurement and the lowest is 0.05 m3/s at 
toilet 4 on the 3rd day of measurement. 

Figure 5. Calculated morning airflow Figure 6. Calculated noon airflow 

 
Subsequently, the flow rate is converted into ventilation rate to determine the adequacy of indoor air distributed 
for comparing with CIBSE standard, where the minimum ventilation rate for toilet is 629 l/s/p (CIBSE, 2001). 
The ventilation rate is calculated using the following equation: 

 personQVr /                      (2) 

Where: Vr = Ventilation rate (l/s/p) 

 Q = Airflow (l/s) 

The calculated ventilation rates for all 4 toilets in morning and at noon time are presented as in figures 7 and 8. 

 

Figure 7. Morning ventilation rate Figure 8. Noon ventilation rate 
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Figure 7 for morning session, indicates the highest ventilation rate is 1233.83 l/s/p in toilet 3 and for the lowest 
value is 154.23 l/s/p at toilet 1 on the same 1st day of measurement. In the afternoon, the highest value is 1028.19 
l/s/p at toilet 4 on the 1st day of measurement and the lowest is 157.66 l/s/p at toilet 4 on the 3rd day of 
measurement. These results indicated that few of toilets are experiencing ventilation rate that are lower than the 
standard requirement of CIBSE (2001) 

3.3 SO2 Concentration 

The SO2 concentrations in all the 4 toilets were measured for 10 minutes duration in the morning and at noon 
time in 3 consecutive days. The measured SO2 concentrations are as in figures 9 and 10. The measured SO2 from 
all the toilets are compared to the TLV of SO2 exposure which is 0.4 ppm (Protection, 2004; The National 
Advisory Committe for Acute Exposure Guideline Levels for Hazardous, 2008). 

 

 

 

 

 

 

 

 

 

  

Figure 9. Measured morning SO2 Figure 10. Measured noon SO2 

 

Figure 9 for morning measurement, SO2 concentrations in toilet 1 and 4 exceeded the TLV of SO2 with the value 
recorded up to 0.5 ppm. However, for noon time, only toilet 1 experience SO2 concentrations exceeding the TLV 
up to 0.5 ppm. This situation is due to the inadequacy of air velocity/ventilation to dilute the indoor SO2 
pollutant. Besides that, in toilet 1 there occupants who are smoking during the measurement period were 
conducted. 

4. Conclusion 
The IAQ study in 4 selected toilets was carried out by measuring humidity, temperature, air velocity and SO2 for 
assessing the conditions of the toilets that could trigger asthmatic symptom for those asthmatic people who are 
frequently used the toilets. The findings that can be drawn from this study are as follows: 

1) It was found that SO2 concentration in toilet 1 exceeded the TLV of SO2 exposure for 10 minutes. This 
means that the toilet has the potential to trigger asthmatic symptom for those asthmatic people who 
frequently used this toilet. 

2) Inadequate of air velocity/ventilation in toilet 1 for diluting indoor pollutant such as SO2 contributes to the 
increment of SO2 concentration. Additionally, indoor air humidity which was recorded indicates that this 
toilet is humid and it can affect to the growth of mold which also can trigger to asthmatic symptoms 
(Al-anzi & Salman, 2011). 

3) The behavior of toilet user such as smoking at toilet can affect to the increases of indoor air pollutants 
which again increase the potential of trigerring asthmatic symptoms 
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