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#### Abstract

We provide a systematic analysis of the consistency, stability. convergence and accuracy of the numerical solution of the transport equation by a general Eulerian-Lagrangian Method (ELM). The method involves three basic steps: the backwards tracking of characteristic lines following the flow, the interpolation of concentrations at the feet of these lines. and the solution of dispersion taking such concentrations as initial conditions. The first two steps consitute the Backrards Method of Characteristics (BMC): the third step in olves a ime-discretization along the characteristic lines, and a spatial discretization of the dispersion operator, both based on conventional technsques (e.g.. Euler or CrankNicholson for time: finfte-elements or finite-differences for space).

The choice of the spatial interpolator is shown to impact the consistency, stability and convergence, as well as the accuracy of the BMC. Most interpolators ensure consistency, but only a few ensure stability. hence convergence; stability criteria are derived from a newly developed generalized Fourier analysis, which can account for non-linearities introduced by quadratic grids. The comparison of formally derived propagation and truncation errors, complemented by numerical experimentation, provides a reference for the choice of the interpolator. given a specific transport problem characterized by prevalling concentration gradients.


The BMC potentiates the use of large time-steps, well above Courant number of order one. In the limiting case of pure advection, optimal accuracy would be obtained for a $\Delta$ close to the total time of interest: the presence of dispersion constrains, however, the size of $\Delta t$, especially in the case of non-uniform flows. The comparison of the truncation errors for the three basic steps of ELM provides a reference to select $\Delta t$, as a function of $\Delta x$. of the spatial iaterpolators and time-discretization schemes, and of the gradients of flow and concentrations.
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SOLUTION OF ADVECTION-DOMINATED TRANSPORT BY
EULERIAN-LAGRANGIAN METHOLS USING THE BACKWARDS METHOD OF CHAFACTERISTIOS

SYFOPSIS

1. MOTIVATION AND OBJECTIVES

The numerical solution of the transport equation, describing the fate of a passive scalar in a moving fluid, has been the object of intense research for the past few decades. So much interest concerning an apperently inoffensive (it is even linear...) equation may seem, at first sight, misplaced. However, there is a fundamental difficulty in the solution of the transport equation, which results from the fact that, while advection and dispersion are simultaneous processes, they promote mass transport very differently: in the case of advection, trainsport is along characteristic lines that follow the flow (in a way that depends only in the past), while for dispersion transport is between the characteristic lines (in a way that depends on both the past and the present). Mathematically (see Appendix A), this means the need to treat. simultaneously hyperbolic terms (associated with advection) and parabolic terms (associatod with dispersion), a problen that no numerical method has yet fully overcome. With the practical importance of simulating transport mechanisms in fluid environments, this difficulty clearly justifies past and on-going research.

A review of alternative methods for the solution of the transport equation (Appendix B) suggests that they fit into three major categories: Eulerian (EM). Lagrangian (LM) and Eulerian-Lagrangian (ELM). EM, which historically were the first to be introduced and are still very popular. have strong shortcomings in the analysis of transport problens where
advection has $x$ significant role vis a vis dispersion (the case for most natural flows) and where sharp gradients in the flow direction can not be resolved with a reasonable grid size (of ten the case for pollutant transport near sources or fronts). In turn. LA. which perform extremely well for pure advective transport, run into practical difficulties whenever dispersion has also to be solved, and have hardly been used in the context of realistic problems. ELM combine the best aspects of $E M$ and LP, having the potential to provide accurate solutions for the range of advectiondominated to dispersion-dominated transport problems.

Advection and dispersion are dependent concepts (see qualitative discussion in Appendix C), snd distinguishing between the scales of flow variability that contribute to each process my involve some ambiguity (e.g., see [A2], [R1]). In this study, we assume that such distincion was made beforehand, and that the flow characteristics and the dispersion coefficients are available to us.

As discussed in Appendix B, a few research groups have, in the past few years, been very active in the study of ELM: these include Holly and coworkers [H2-H4, K1-K2], Benque, Hauguei and co-workers [B10], Neuman and coworkers [N1-N3], and Baptista and co-sorkers [A1, B1-B5, K3]: other relevant works in the subject are [B11], [C2]. [G1], [H1]. [L1] and [V1]. While there are significant differences among the approaches proposed by each group, they all share the basic idea of solving che trinsiforic equation in the nodes of a fixed grid, but integrating in such solution past information that is carried along characteristic lines that follow the flow.

The conceptual procedure is illustrated in Figure 1. for 1-D (actual implementations of the procedure have been used also in 2-D, and could be extended to 3-D\}. The concentrations at the nodes of the computational grid are found, at time $n$, through a three-step procedure:

- Definition of characteristic lines that start at each grid node, at time $n$, and follow the flow backwards until time $n-1$ or a boundary is reached.
- Calculation, by interpolation from known nodal concentration values at time $n-1$ (or at boundaries), of the concentration at the feet of the cha:acteristic lines; these concentrations correspond to the concentrations at time $n$, if advection was the only transport mechanism. Hore importantly, they are also the correct initial conditions for the transport problem, written between times $n-1$ and $n$ in Lagrangian coordinates.
- Solution of the transport equation in the coordinate system defined by all characteristic lines, taking as initial conditions the concentrations at the feet of these lines.

To implement this procedure. ElM typically split the transport equation, either in itz differential or in its time-discretized form, into two sub-equations (advection and dispersion), solving the former through the Backwards Method of Characteristics (BMC), using a choice of interpolators, and the latter by a scheme that combines a finite-difference or finite-element discretization in space with an Euler implicit or a CrankNicholson (defined along the characteristic lines) discretization in time. Virtually all methods have been used in connection with some local forward
tracking procedure, to handle gradients that the besic ElM can not handle. Physical, chemical, or biological transport processes (source/sink terms), If present, can be treated within the dispersion step, or as a separate, fourth step.

Results reported by all groups have been extremely promising. suggesting that, for comparable costs, accuracy of ELM should nsver be worse than for FM, and is significantly better fhenever advection is dominant over dispersion and sharp concentration gradients exist in the flow direction.

However, most reported results are based on numerical experimentation, taking as a reference either (a) controlled but relatively simple test problems (transport of instantaneous sources, continuous sources or fronts in 1-D or 2-D uniform or "regularly" non-uniform flows (e.g.. instantaneous sources in rigid-body rotation)), or (b) realistic but mostly uncontrolled (accuracy wise) applications (e.g. pollutant transport in coastal marers or in groundwater). This has left significant gaps in the theoretical foundation of ELM, which raise pertinent questions concerning both the relative merits of different ElA. and how accurate and cost-effective any ELM really is in actual applications. Unclear aspects include:

- The consistency, stability and convergence of Elat and, in particular, of the BrC.
- The dependence of ELM accuracy on controlling parameters, related both to the discretization of the domain and to the nature of the trangport. problem.
- The dependence of ELM accuracy and efficiency on the choice of specific techniques for the racking of the characteristic lines. for the spatial interpolation of the feet of these lines, and for the timediscretization of the governing equation.

The general objective of our research has been to extend the understanding of these different issues, and use this understanding to improve current modeling ability of the transport equation by ELM. A significant emphasis has been given to the solution of advection, which is commonly accepted as a critical step of the overall procedure. The $1-D$ transport equation is usually taken as a reference, for formal developments.

## 2. RESEARCH OUTLINE

The thesis consists of this Synopsis and four self-contained papers. [B6-B9]. In the Synopsis, we motivate the study and introduce its objectives (Section 1), highlight specific contributions from each paper (this section). present a gineral. user's oriented, discussion of ELP modeling of the transport equation, as we now perceive it (Section 3), and recommend further research (Section 4): background on the mathematical nature of the transport equation, on avallable numerical methods for the solution of the transport equation, and on the role of advection and dispersion, is presented in Appendixes A, B and C. respectively. Each of the four papers discusses in detail one or a set of closely related specific aspects of the research, as follows:

## Fourier Analysis of the Backwards Hethod of Characteristics [B6]

This is a methods paper. describing the derivation of a novel technique (a generalized Fourier analysis) to predict the propagation in time of amplitude and phase errors. A direct consequence of the derivation is to unveil an internal source of non-linearities, that characterizes the BMC for quadratic and higher-order interpolating core elementa, and should also affect conventional finite-element techniques (using higher-thanlinear elements).

The technique described in this paper is extensively used by [B7-B8]. as a tool for the formal analysis of stability and accuracy of the Bur .

## The consistency staillity and convergence of the Beckryards Method of

## Characteristics [B7]

This paper provides a systematic assessment (based on Taylor series and generalized Fourier series analysia of the BHC algorithm, and on Lax equivalence theorem) of the consistency, stability and convergence of the BMC, and their dependence on the selected spatial interpolator for concentrations. It is shown that the BNC is consistent for all interpolators that fit nodal concentrations exactly, and will not. in general be consistent for those which do not fit these concentrations. Stability, hence convergence, while independent of the Courant number, do depend on the interpolator, and have to be assessed on an individual basis. Quantitative criteria for this assessment are derived from the generalized Fourier analysis of [B6], and used to show that all interpolators based on Lagrange polynomials alone are stable and convergent, but wocently
proposed hybrid interpolators, based on Hermite polynomials with estimated derivatives, are not.

The choice of the interpolator for the Backwards Method of Characteristics [B8]

The choice of the interpolator to find concentrations at the feet of the characteristic lines has been recognizad as crucial for the accuracy of the BMC, and [B7] shows that it also influences more basic properties such as consistency, stability and convergence. This paper provides a systematic comparison of the most promising (or historically important) interpolators, some of which were proposed by the author. The comparison emphasizes the different trade-offs involved in the choice of an interpolator, and provides reference information (amplitude and phase errors, and truncation errors) to allow the reader to make his own choice. While it is emphasized that no optimal choice exists, we suggest that the flexible use of Lagrange polynomials of different orders (defined over quadratic core elements) strikes an attractive balance among cost. convenience, and accuracy. The order of the chosen polynomial should be based on the steepness of concentration gradients.

## The accuracy of Eulerian-Laaranaian thods: [B9]

This is the only paper that concerns the solution of the full transport equation. It proposes the use of EIM that are flexible in the choice of the spatial interpolator for advection and in the timediscretization scheme for disparsion, and provides the systometic analysis of truncation errors for selected alternative choices of these. This
analysis is used to identify and show the influence of the parameters that control accuracy, which are associated to both the physical problem (concentration gradients, mean velocity, velocity gradients) and to the discretization in space and time of the computarionsal domain ( $A x, \Delta t$ ). Particularly relevant is the fact that, unlike in EM, optimal accuracy, for fixed $\Delta x$, does not necessarily correspond to $\Delta t \rightarrow 0$. Criteria to estimate the $\Delta t$ leading to optimal accuracy are derived, and discussed in the context of the definition of the best computational strategy for ElA, which involves not only the choice of $\Delta x$ and $\Delta t$, but also that of the interpolator and of the time-discretization scheme.

## 3. A USER'S ORIENTED GENERAL DISCUSSION

In the previous section we identified different individual contributions of this research. We now discuss how these contributions can, as a whole, influence the attitude of modelers towards the solution of actual transport problems, and increase the'r actual modeling ability.

First, however we should stress that, in spite of the extensive research that has been done for some decades, the state of the art in the modeling of transport mechanisms is not advanced encugh to allow the establishement of a comprehensive user's guide. in the form of unambiguous rules: the success of each individual application depends on the ability of the user to be aware of several available alternatives (sometimes poorly undestood in terms of their potentials and limitations), and to critically choose the one(s.) that best fit his needs and resources.

We would like also to emphasize that the first and a wor concern of
the user should be to characterize the physical problem, through the definition of appropriate scales: in particular, what are the smaliest and largest scales of space and time that are of interest, and. Within these scales, how large are the concentration gradients, the velocity, and the velocity gradients. The estimation of these scales is a matter of common sense, given a correct perspective of the objectives of the analysis and appropriate information on the environment where transport occurs.

However, formulating the mathematical problem in a may that is unambiguously consistent with these scales is a much more difficult task, as discussed by [A2] and [R1] in the context of so-called filtering techniques.

Our reacarch assumes that the physical problem was correctly stated beforehand, in such a way that not only the proper form of the governing equation is know, but we also know how to quantitatively distinguish between advection and dispersion, and what are the minimum wavelengths and period ( $L_{m}$ and $T_{m}$, say) that we want to capture.

From the theory of digital signal processing, we know that the coarsest grid that can resolve all the relevant scalea of the transport problem is characterized by $\Delta x=L_{m} / 2$ and $\Delta t=T_{m} / 2$. However, no available numerical method can correctly propagate the $L_{m}$ wavelength in such a grid; indeed, depending on the numerical technique being used, on the actual $\Delta t$ to be chosen, and on the time for which $L_{\text {w }}$ will persist as a relevant wavelength (which depends on the importance of dispersion). $\Delta x$ will of ten have to be chosen one or more orders of magnitude smaller than $L_{\text {nal }}$, to ensure proper propagation.

If we were not constrained by available resources (in particular. computational time and memory, and round-off errors), any convergent numerical method would be appropriate for the solution of the problem; we would only need to take $\Delta x$ and $\Delta t$ "small enough". Because available resources are limited, though, we of ten want to rationalize our choice of the numerical method and of the discretization in space and time. so as to be as "accurate" as possible, but at the lowest (or, more simply, at a feasible) cost.

For problems where dispersion is dominant over advection, using an EM rather than an ELM, or vice-versa, will hardly affect cost or accuracy, if, Fithin each type of method, equivalent choices are made concerning the representation of space and time. The same is not true, however, when advection is dominant over diffusion. Indeed, in this case. ELM present significant potential advantages by their flexibility in the choice of the space representation (in the advection step) and by their ability to accurately handle very large Courant numbers (1.e., for a fixed grid, to use very large time steps). Whether these potential advantages will be of actual practical interest, i.e., whether better accuracy at a same cost, or the same accuracy at a lower cost, can be achieved, depends on the variability of the concentration and flow fields (ELM will be comparatively more and more efficient as spatial concentration gradients in the flow direction increase), and on the ability of the modeler to adopt the proper computational strategy.

Our work ([B8] and [BS] in particular) indicates that none of the available EMM is "optimal", and sugsests that there are advantiges in
perceiving them merely as specific implementations of a unique general tool, whose flexible use should be encouraged. While apparently trivial. this notion is of paramount importance for che cost-effective use of ElPA. and it raises the question of computational strategy, in the senst of combining the choice of $\Delta x$ and $\Delta t$ with the selection of:

- the techaique for the tracking of the characteristic lines
- the interpolator to find concentrations at the feet of the characteristic lines
- the time-discretization algorithm
- the spatial discretization of the dispersion operator.


## Tracking technique

The choice of the tracking technique plays n key role in the accuracy of ELM. as tracking defines the coordinates along which the problem will be solved. This fact has not, however. been widely recognized, most probably due to the simplicity of the flow fields used in common test problems. As a consequence, most tracking algorithms are rather simplified (e.g., see Figure 2a), and, for non-uniform or unsteady flows, will impose the need to use small time steps, so as to avoid significant errors: this means that the ability of ELM to handle $\mathrm{Cu}_{\boldsymbol{\prime}} 1$ is effectively amputated, greatly reducing the attractiveness of thes. methods.

Recognizing this, and taking adventage of the fact that the tracking is independent of the concentration field, [B2] developed (in 2-D, and allowing for irregular finite element grids) a tracking algorithm whose accuracy can be pre-imposed, in terms of a maximum "closing error"--see

Figure 2b. The alrorithm solves the ordinary differential equation that defines each characteristic line by a 4th-order Runge-Kutta scheme, whose time step, $\delta t$ < $\Delta t$. is made as small as necessary to satisfy the imposed accuracy criterion. The algorithm has been shown ([B2]. [K3]) to be expensive but feasible, in actual detailed computations of pollutant transport in coastal waters. carried on in small mechines (VAX 10-780. $\mu \mathrm{VAX}-\mathrm{II})$.

While the efficiency of the algorithm proposed by [82] can be improved, we suggest that its conceptual basis suits ELM extremely well, and that similarly accurate tracking procedures should be used whenever the flow is non-uniform or unsteady, as the only way to actually take advantage of ELM's inherent ability to handle large time steps.

## Interpolator

The next option concerns the spatial interpolator to find the concencrations at the feet of the characteristic lines. This option has been widely recognizud as crucial for the accuracy of ELA, and, as such, a variety of interpolators have been proposed, as discussed in detall in [B8]. While we recognize that valid alternaifes exist. we recomend the combined use of quadratic and/or quartic Lagrange polynornials, defined over quadratic core elements.

## Time-discretization almorithmin

Because the BMC has the potential to use large time steps, the FLM time discretization scheme should be choosen so as to preserve this
ability, which may be particularly difficult in the case of i. :i-uniform flows ([B9]). The use of a simple Euler implicit discretization, as in [B2]. is strongly discouraged. An appropriate reference scheme is the Crank-Nicholson (formulated along the characteristic lines), but a three time-levels scheme (presumably a Richardson extrapolation, fo-mulated along characteristic lines) may alsc be considered as a way to further increase the allowed $\Delta t-$ [B9].

## Space discretization of the dispersion operator

The space discretization of the dispersion operator is usually not critical for accurecy, but does influence the choice of the interpolator for the advection step, as it determines which types of core element will be convenient to use. We suggest that, as a reference, the use of a discretization scheme (finite element Galerkin, or centered finite differences) that allows a convenient iuplementation of interpolators with quadratic core elements.

## Computational stracery

Given the above general opeions (which already imply some preliminary selection, not exempt of subjectiveness), how should one define an appropriate computational strategy, for a apecific application? while this question have no unique answor. and identifying an optimal strategy may yet be far from the reach of current knowledge, the present research may provide useful insight and some actual guidance in this matter. In particular, we suggest that the conceptual decision-making procedure illustrated in Figure 3 be followed as closely as practically foasible.

This procedure is to be conducted prior to the actual numerical computation: it relies strongly on qualitative and quartitative information generated through this research ([B5-B9]). Formal extensions or judicious extrapolations may, however, becone necessary depending on the specific application. We note that the procedure implicitly assumes that:
(a) If some concentration and velocity gradients in space and/or time are not going to be well propagated by the numerical solution, it makes no sense to pretend, at the level of the formulation of the governing equation and establishement of initial and boundary conditions, that this is not so, by keeping the associated space and time scales. We suggest that such scales be explicitely filtered out, to avoid uncontrolled numerical norlinearities: as shown by [A2] and, especially. [R1], this should lead to a reformulation of the governing equation, but not to a significant change of its mathematical nature.
(b) For an imposed level of resolution of the physical problem (or. similarly, of accuracy of the numerical procedure), the most significant trade-offs in the implementation of ELM are (1) the choice of $\Delta x$ versus the spatial interpolator for che advection solution, and (2) the choice of At versus the time-discretization scheare. While taking larger $\Delta x$ and higher order interpolators, and larger At and higher-order time-discretization schemes, will of ten pay off in the preaence of sharp gradients and advection-dominated problems, the reverse may often be true for strongly diffusion-dominated problems.

Some of the steps of this conceptusl procedure are now discussed:

Characterization of the physical problem

The physical problem should, for the sake of the choice of a computational strategy, be characterized in terms of the following main scales:
$\ell_{c}$ - a length scale characterizing concentration variability
U - a velocity scale for the mean (in space) flow
$\Delta U$ - a velocity scale for flow non-uniformitios
$\ell_{u}$ - a length scale characterizing flow non-uniformities
D - a scale for the dispersion coefficient

In addition, and assuming that a filtering technique (e.g. [A2] and [R1]) was used ts establish the governing equation, we will need to know which were the minimum wavelength. $L_{m}$, and period. $T_{\text {wa }}$, that were elected to be explicitly represented in the Fourier descripition of concentrations and flow.

Figure 4 illustrates the definition of these ncales (except $L_{m}$ and $T_{m}$ ), in the case of the relatively aimple problea of the transport of an instantaneous source (a Gausc-h111) in a constant-shear flow. In wore complex problems. it may be useful to divide the coupratational donmin into different zones, each characterized by different scales.

Selection of the spatial interpolator and of the timediscretization scheme

We sugsest that a quadratic Lagrange interpolator, and a CrankNicholson discretization scheme be taiken as reference techniques. If neceseary or appropriate, each or both these opticner can be changed, and
do recommend that this be at least considered unless the cost of the reference technique is insignificant. It should be stressed rhat changing the interpolator does not necessarily imply changing the timediscretization (or vice-versa), and, indeed, changing euch of these at a time is probably the best way to identify the most appropriate computational strategy.

It should also beticed that, if considerably different concentration gradients are present in different zones of the computational domain, it may be advantageous to use both quadratic and quartic interpolators, the former in the zones of milder gradients, and the latter in the zones of larger gradients (e.g., near sources). In the same perspective, if the time variability of concentration gradients and velocities and velocity gradients is significant. it may be advantageous to change the time-discretization scheme (or the $\Delta t$ ) periodically.

Selection of $\Delta x$ and $\Delta t$

Once both the physical problea and the solution technique are characterized, $\Delta x$ (loosely taiken here as characteristic nodal spacing. in some relevant space direction(s)) and $\Delta t$ can be rationally estimated by a proper combination of the information proyided in [B6-B9] (or its formal or common-sense extension to multi-dimensions). The approach that we propnse is to
(1) Assume At as large as possible (consistent with phymics), and estimate a "representative" number of time stepa. $\mathrm{M}=\mathrm{T} / \Delta \mathrm{t}$, where T is the expected duration for which waves of lengch $L_{\text {m }}$ remain a significant
component of the whole solution.
(2) Use $N$ and $L_{m}$ to define $\Delta x$, so as to meet some pre-set criterion for the amplitude and phase errors in the propagation of the wave with length $L_{m}$ (based on plots of amplitude and phase errors. such as those presented in [B8], from the Fourier analysis procedure derived by [B6]). We suggest that the error criterion be quite strict, calling for errors in the order of a fem percent, at most. If $L_{m}$ can not be correctly propagated, this should influence the characterization of the physical problem, rather than being left as an uncontroled numerical error.
(3) Re-evaluate at, by minimizing the total truncation error (i.e., by matching the order of magnitude of the truncation errors due to the interpolation of concentrations at the feet of the chsracteristic lines and due to the time-discretization). [B9] provide theoretical support for the estimation of the truncation errors. besed on Taylor series analysis; the procedure requires the knowledge of $\varepsilon_{c} \cdot U, \Delta U, \varepsilon_{u}$, and $D$, as well as $\Delta x$.
(4) Re-iterate as necessary (changing $\Delta t$ will change $N$, which was used in (?) to estimate Ax ).

Irregular grids andor the presence of differant scales of interest. regionally distributed, are recognized difficulties in the implementation of the abcye procedure. It is tentatively guggested that different zones be considered within the doman, in each of which a different choice of $\Delta x$ may result, and that at be chosen so as to minimize the truncation error in the critical zone (or, if all truncation errors are similar, that the lasjest at be chosen).

Estimation of required resources

The present work does not contribute in ariy specific may io the estimation of the required resources (computer time and memory). These resources clearly increase as $A x$ and $A t$ decrease, in a way thest, except for the tracking algorithe, can be foum through codo-dependent counting of operations and array sizes. Because of the self-conrrol that the tracking algorithm has on its accuracy, resources required by this task will significantly increase with the variability of the flow in spare and time. and experience should play a key role in their eatimation.

## 4. RECOMAENDATIONS FOR FURTHER WORK

Each paper contains, as appropriate, recomentations for further research in its specific area of interest. Here, we simply suggest that a critical examination of the conceptual decision-meting procedure illustrated in Figure 3 provides a good reference for more general/applied recoumendations.

Specifically, eteps for further advancament, in our ability to solve the transport equation involve:

- A better understanding of how to define the physical problem, and. in paricular. how to incorporate our scales of interest in the formularion of the mathematical problem, through a proper distinction between which part of the flow is explicitly reprasented as advection, and which part contributes to dispersion (in the line of the fork by [A2] and [R1]).
- The developmont and application of EIN modele in a wide range of
engineering and environmental problems. None of the presently available ELA codes is, in our perspective, flexible enough to fully explore the potentials of the method, in the broad perspective that we defenced in the previous section: however, at least the two-aimensional finite element code ELA ([B2]), and, probably, other available codes, were developed in a way that can easily accomodate the required extensions. Each application should be carefully monitored with regard to: (a) accuracy (this is recognized to involve some subjectiveness in the definition of error measures, and considerable difficulty in the collection of reference data): (b) cost (expressed at least in terms of computational time and memory requirements): (c) practical difficulties in the implementation, and effectiveness of the conceptual decision-making procedure of Figure 3. or similar. The experience by individual users or groups should be periodically compiled, and divulgated in the open literature (Journals, conference proceedings, specialized forums, etc).
- The further extension of our theoretical understanding of ELM. Areas of particular interest include the evaluation of tracking errors, the verification of the validity in malti-dimensions of concepts developed essentially in $1-D$, and the analysis of the effect of grid irregularity. Some work on the last subjoct wa; presented by [B5]. which, together with on-going research, strongly suggests that, whenever isoparametric mappings are used to perform interpolations, the "improved isoparametric mapping" proposed by [C1] should be used to avoid a strong loss of accuracy.
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Figure 1
Illustrative sketch for Ellerian-Lagrangian methads

Required steps:

1. Tracking of the characteristic lineg. For arch node J. a characteriscic line is independently defined by the beckwards (1.e.. between $n$ and $n-1$ ) solution of an ordinary differential solution of the form $d x_{i} / d t=u_{i}$.
2. Intereolation at the foat of the characterietic linse. The concentration at the foot of each characteristic line is found by interpolation from known information on neighboring nodes (time n-1).
3. Solution of the trangeort equation vritten in begrangian_erm. This solution involves all nodes simultaneously.



$$
\begin{aligned}
& \delta t_{1}=\frac{x_{k}-x_{k-1}}{u_{k}} \quad \delta t_{2}=\frac{x_{k}-x_{k-1}}{u_{k}} \quad \delta \tau_{1}=\frac{x_{k}-x_{k-1}}{u_{k}} \\
& x\left(P_{4}\right)=x_{k-3}-u_{k-3} \cdot \delta t_{4}
\end{aligned}
$$



- Accuracy is checked by reverse tracking, and. if necessary. סt is reduced to meet an imposed criterion

Figure 2 Illustration of alternative tracking algorithas: (a) Standard; (b) 4th-order Rume-Kutta. With adjustable tive step. $\delta t$ [B2]

$$
-34-
$$



Figure 3 The choice of the computational strategy



Figure 4 Illustrative scaling for the transporc of a Gauss-hill in a shear flow: (a) Concentration profile (side view): (b) Velocity profile (top view)

## APPENDIXES ${ }^{1}$
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## APPENDIX A

On the Nathematical Nature of the Transport Equation

The detailed analysis of the mathematical nature of the iransporit equation is beyond the scope of this work. The following brief discussion should. however, be helpful to the understanding of problems arising in the numerical solution of this equation, and is a motivation for EulerianLagrangian methods.

We take as a reference, whithout loss of conceptual generality, the 1-D partial differential equation

$$
\begin{equation*}
\frac{\partial c}{\partial t}+A(x, t) \frac{\partial c}{\partial x}=B(x, t) \frac{\partial^{2} c}{\partial x^{2}}+C(x, t) c+D(x, t) \tag{A.1}
\end{equation*}
$$

where the coefficients $B(x, t)$ and $A(x, t)$-representing, respectively. dispersion and advection (or advection plus non-miform dispersion, see [B1])--are of spec lal interest.

This equation is linear, as revealed by the functional dependence of the coefficients $A$ through $D^{2}$. Hence, the extensive body of knowledge
${ }^{2}$ An $n^{\text {th }}$-order PDE is nonlinear when its coefficients depend on $n^{\text {th }}$-order derivatives of the dependent variable; it is quasi-linear when they depend on $m^{\text {th }}$-order derivatives, with $0<m<n$; and it is linear when they depend on the independent variablea alone.
available on linear PDE applies, and some general properties may be assumed.

In particular, it is easily recognized that Equation A. 1 has a considerably different behaviour, depending on whether $B(x, t)$ is or is not null. Indeed, when $B(x, t) \neq 0$, the equation is a second-order parabolic PDE, while it becomes a first-order hyperbolic PDE when $B(x, t)=0^{3}$.

Hence, when $B(x, t) \neq 0$. Equation $A .1$ tas a single family of horizontal characteristic lines (or, tc be more precise, two coincident--thus necessarily horizontal-families), and is asscciated with the initial and boundary conditions diagrammatically represented in Figure A.1(a). The function $c(x, t)$ is determined, at any given location of space and time. by all the initial data plus the data on the boundaries which are on or below the relevant cinaracteristic line. Hence, in particular, at any given time. $t$, solutions at different space locations are all interrelated.
${ }^{3}$ Second-order linear or quasi linear PDE of the general form

$$
\begin{align*}
& a(\cdot) \frac{\partial^{2} v}{\partial y^{2}}+b(\cdot) \frac{\partial^{2} v}{\partial y \partial z}+c(\cdot) \frac{\partial^{2} v}{\partial z^{2}}+d(\cdot) \frac{\partial v}{\partial z}+ \\
&+e(\cdot) \frac{\partial v}{\partial z}+f(\cdot) v+g(\cdot)=0 \tag{A.2}
\end{align*}
$$

where ( $\cdot$ ) represents some functional depandence, are classified as hyperbolic if $b>4 a c$, as parabolic if $b=4 a c$, and as elliptic if $b<4 a c$ (e.g., [L1]. pp 12-13). The above criterion does not give any useful information for first-order PDE; however. hyperbolic equations are identified as those for which the Cauchy problem is well-pūed ([Jl]. p 42), which is the case for Equation $A .1$ when $B(x, t)=0$.

When $B(x, t i=0$. Eq. (A.2) has, again, a single fami'y of characteristic lines. Now. however, this number resulta from the order of the equation. and not from the coincidence of two families of lines; hence, in particular, the characteriatic lines do not have to be (and are not, except in the uninteresting case of $A(x, t)=\infty)$ horizontal. The requirements on initial and boundary conditions, and the domain of deperdence of the solution are now completely different, as illustrated in Figure A.I(b). In particular, we note that the relevant initial or boundary conditions fully determine the solution along each characteriscic line.

The transition between the parabolic and the hyperbolic behavior of the equation is, from the above discussion, discontinuous (associated to a singularity at $B(x, t)=0$ ). Although this is formally so, the actual behavior of the solutions is hypothesized to change gradually as dispersion becomes less and less important with regard to edvection. This is in agreement with the physics of the transport phenomena, and may justify the frustrating experience of many modellers, in the last decades, while solving numerically the advection-dominated transport equation.

Hence, the idea of splitting the transport into a rarely paraboilic dispersion equation and a purely hyperbolic advection equation, and solving each by a different method, becomes appealing, and has indeed been increasingly explored (Appendix B).

## REFERENCES

B1 Baptista, A. H. E. E. Adams. K. D. Siolzenbach. "Eulerian-Lagrangian Analysis of Pollutant Transport in Sahllow feter." MIT, R. M. Parsons Laboratory. Technical Report 296. 1984.

J1 Jeffrey, A. "Quasilinear Hyperboli= Systems and Haves." Research Hotes in Railemarics Picran. 1976.

L1 Lapidus, L. and G. F. Pinder. Numertcal Soiution of Partial Differential Equation in Science and Engineering. J. Wiley \& Sons. 1982.


Figura A. 1 Diagramatic representation of hyperbolic and parabolic partial differental equations

## APPENDIX B

Review of Numerical Methods for the Solution of the Transport Equation

B1. Introduction

The transport equation has been zolved by several different numerical methods, which may be classified into three broad categories: Eulerian. Lagrangian and Eulerian-Lagrangian.

Eulerian methods (EM) solve the Eulerian form of the transport equation, at the nodes of a fixed grid. This requires the simultaneous solution of hyperbolic (advective) and parabolic (dispersive) operators. which has proved to be a hard task when the former dominates the latter. Indeed, when advection dominates, "centered" EM of ten generate spurious spatial oscillations (wigsles) while "upwind" and "balanced-dissipation" EM introduce significant numerical damping.

Lagrangian methods (LM) avoid the explicit treatment of hyperbolic operators by solving the Lagrangian form of the transport equation in grids moving with the flow. This approach is potentially very accurate, but is made unattractive or unfeasible in many situations of interest (e.g., continuous sources and complex reversing flows) due to practical difficulties associated with the grid displacement and deformation.

Eulerian-Lagrangian methods (ELM) retain the convenience of a fixed grid, but, at some point of the numerical procedure, a part or the whole transport equation is treated in a Lagrangian form, in order to avoid the explicit treatment of hyperbolic operators. Reported results from Elpatare rather promising, showing that wiggles and numerical damping can be greatly reduced, even for very strongly advection-dominated problems.

Discussion in the next paragraphs concentrates on $E A$ (still the most used in engineering practice), and on ELM (which are becoming increasingly used) .

B2. Eulerian methods

Methods in this category are typically based on the set-up and solution of a single system of algebraic equations, where both advective and dispersive terms are represented; unknowns are the concentrations at a finite number of fixed locations (nodes) in the computational domain. The transformation of the original differential equation into such a system of algebraic equations is usually achieved using either finite difference methods (FDM) or finite element methods (FEM).

The option between FEA and FDM, while of practical importance, plays a secondary role in what the fundamental difficulties of the accurate solution of the transport equation are concerned. Indeed, as we shall see. each FDM has what can be considered a FEM "equivalent", sharing the same type of fundamental abilities and limitations.

FDM have been used in the solution of the transport equation since the late 1950 s. They typically discretize the compatetional domen through che use of an orthogonal grid (atretching tranaformaitions have however been increasingly used to provide some grid refinement or specific shaping). Over each grid slement, the differential transport equation is replaced by an algebraic equation, where both the space- and time-derivatives are approximated by finite-differences. The resulting system of algebraic equations is adjusted to take into account the appropriate boundary conditions, and is then solved to give the nodal concentrations.

Initial FDM used centered schoses to approximate both the advection and the dispersion terns. These thods, however, lead of ten to strong parasitic spatial oscillations (wiggles), specially for large Courant numbers (i.e., of ten in the range of practically feasible $\Delta x, \Delta t$ ). In a careful (although too apecific) formal analysis in the context of a onedimensional steady problem. With Dirichlet boundary conditions specified at the two boundaries. [R1] (pp 161-166) showed that wigsles are, in this case, caused by a ingularity at low $D / u$ (the mumerical equivalent of the singularity at $\mathfrak{D}=0$ of the bebavior of the easact solution, discussed in Appendix A). According to [R1]. perturbation is generated at the outflow boundary, for Peclet mubors. PemubxD. larger than 2, and propagates to the whole domain.

Experience shows, howevor, that wiggles may have a broader range of origins. A more general statiment is that wiggles are the congequence of phase errors at short wavelwothe: hance, wigsles will occur whensver such wavelengthe are of simificance in the true solution (which relates to
insufficient discretization). end are not artificially damped by the numerical algorithm.

As centered FDM are of ten associated with small damping but significant phase errors at short wavelengthe. they should, indeed, promote wiggles, except when physical diffusion is strong onough in smooth out sharp (relative to the grid discretization) gradients.

As a remedy for wiggles in advection-dominated problems with sharp gradients, more recent FDM have used centered finito-differences only for the dispersion terms, replacing the advective derivatives by upwind differences. Upwinding methods do avoid wiggles; however, chis is done by very strongly damping short wavelengths; for linear approximations, a numerical diffusion is explicitly introciuced (as easily shown by Taylor series expansion). which of ten overshadows physical diffusion.
[B5] proposed, as an alternative to "brute-force" upwinding, the elimination of wigeles through tise controlled addition of (unsteady, nonuniform and non-isotropic) artificial diffusion (Flux-Corrected Transport FD Method) to numerical solutions obtained with centered difforences. This and similar techniques load aleo to a re-statement of the physical probiem. and can loosely be seen as forms of "intelligent." but of ten relatively expensive, upwinding.

FEM have becoace popular for the solution of the traneport equation since the carly 1970s. The computational domain is divided into elements of convenient shape, such as triangles or quadrilatarals. Within each element information is concentrated at nodes. but way be umabieruously
interpolatod to the interior using pre-selected interpolation functions. The original partial differential equation 15 chen transformed into a system of ordinary differential equations in time, using a weighted residual method. Numerical integration of this system leads to a systen of algebraic equations, whose solution gives the nodal values of the concentration field.

The use of the weighted residual wethod requires the definition of elementary weighted residuals, resulting from the integration over each element of the errors made in approximating the actual concentration field. weighted by pre-selected weighting functions; the sum over the whole computational domain of the elementary residuals is then forced to be zero, to minimize the approximation errors. Difierent FEM result from different choices of interpolation and weighting functions. In the arly 1970's. most FEM solved the transport equation using the same interpolation and weighting functions: such methods are known as Galerkin-FEA (GA-FEM).

GA-FEM lead to "centered" approximations of the acuective teris. and present the same limitation as centerod FDN: wigsles are producod when short wavelengthe are significant, and are not progressively dounped by physical diffusion (Peclet number above a critical value). The increase of the order of the interpolation funciions fron linear to quadratic seems to have a significant effect on accuracy (e.g. [N4]). but is unable to fully avoid wiggles. Users of CA-FFM (0.g. LEIMKULHER 1974) have triod to extend the application of the method to advection-dominated problame with sharp gradients. throurh the adoption of uniform dispersion cosfilcients which
are 1 to 2 orders of magnitude larger than the physical ones (which is a rough re-statement of the physical problem).

In the late 1970's several attempts were made to account for the flow direction, i.e., to "upwind" FEM. Petrov-Calerkin FEN (FG-FEM), as presented by [C2]. and extended by [H2] and [H3] constitute one such attempt which has been successful in avoiding wiggles. In these methods. the weighting functions are not equal to the interpolation functions, but are obtained from them by a change in shape that increases the relative weight of upstream information in a way that depends on the element geometry and the flow characteristics. Limitations of PG-FEM methods include (a) introduction of numerical damping (close similarity with upwinding FDM): (b) increased computational effort required to generate weighting functions from interpolation functions, at each elament and at each time step, and (c) difficulty in handling elements which are not quadrilaterals.

A different upwinding procedure (much in the line of the FluxCorrected Transport Method in FDM) was proposed in [H7] for 1-D, and was extended to 2-D by [H3] and [K1]. in this procedure, the weighting and interpolation functions are equal, like in standard $\mathrm{CA}-\mathrm{FEP}$. However, an artificial anisotropic dispersion term, equivalent to the one that is implicitly introduced by the PG-FEM, is computed and added to each element at each time step. Methods using this procedure have not received a unique designation, but are of ten referred to as Balanced-Dissipation-FEM (BD-FEM). Resulta of BD-FEM have been reported as indistinguishable from results obtained with PG-FEM, for a few simple test cases. However, BD-FEM
are much less expensive and are more easily applied to elements of any shape and dimensionality: for complex flows, they should, lso lead to a more controlled type of upvinding, resulting in enhanced accuracy.

A final comment on Eulerian methods is thet none of them can be safely appliet for large Courant numbers. As a general rule, explicit methods become unstable for $\mathrm{Cu}>1$ (the classical Courant-Levy stability criterion). while implicit methods, even if stable, tend to significantly lose accuracy above the same limit.

## B3. Eulerian-Lagrangian Methods

We now analyze key aspects of ELM. A distinction wili be made between ELM based on the concept of "concentraticn" (ELMC). ELX based on the concept of "particle" (ELM/P) and on ELM involving both concepts (ELM/CP). Except for this Appendix, we will refer to ELMC simply as ELM, throughout the text.

Tupically, ELWC split the transport equation into an advection and a diffusion equations, solving the former by a point-to-point transfer meinod (e.g., a backwards method of characteristics) and the latter by some conventional global discrete element technique (e.g., finite elements or finite-differences). ELM implementations based on this conceptual approach include those reported by [B1-B2]. [B4], [G1], [H1], [H4-H6]. [L3]. [N1, N3]. [K2, K3].

Two major general splitting approaches have been used. The most comon of these approaches applies to the timediscretized form of the
transport equation, while the approach suggested by NEUMAN and SOREK i982 applies to the differential form of the equation. The latter approach is attractive for its formal elagance. potential accuracy, and independence relative to time-discretization schemes; however. when advection is dominant, it apparently generates systematic (although localized) errors in the diffusion step and, therefore its practical advantage over the more conventional former approach is yet to be demonstrated.

The solution of the advection equation by a point-to-point transfer method is based on the fact that the concentration of a particle following the flow remains constant, if advection is the only transport mechanism. Most of ten, the method takes the form of (a) assigning at each new time step, $n$, a particle to each node of the computational grid. (b) following each particle backwards along characteristic lines defined by the flow, until reaching time step $n-1$. where concentrations at the foot of each characteristic line are computed, by interpolation between known nodal values, and (c) assigning such concentrations to the corresponding grid nodes at time $n$. Two jor tasks are clearly involved: the particle backtracking and the interpolation to find concentrations as the feet of the characteristic lines.

Very accurate particle tracking algorithms were developed both for simply structured and for complexly structured or unstructured grids (e.g., [B1]). The computatioral cost of these algorithms increases significancly With the complexity of the grid and of the flow field. but accuracy may be kept excellent within affordable costs.

The interpolation procedure to find the concentrations at the feet of the characteristic lines has proved much harder to handle. A variety of interpolation schemes have been or can be considered; however, even if several of these schemes allow ELM/C to reduce (when compared to Elf the range of dimensionless wavelengths that are affected by significant amplitude and phase errors, no scheme can claim to be free of a "critical" wavelength, which may still be constraining for a number of epplications. A comprehensive discussion of the absolute and relative merits and limitations of alternative interpolation schemes is presented in [B3].

Meanwhile, most ELMC handle accurately the solution of the diffusion equation, by using a conventional centered FD or FE technique. We note that the solution is global (i.e.. involves all the grid nodes simultaneously), which implies that large systems of equations mirust be solved at each time step. The size of these systems has not proved to be a serious problem in 2-D, because they are of ten nicely banded and symmetric, and because most of the above mentioned ELMC are implicir, allowing for large time steps (i.e.. reducing the number of required a lutions of the system of equations). However, in 3-D applicetions the globel solution of the diffusion step rill become a major problem in terms of conputer costs and memory requirements.
[C1] proposed a ELMC that is slightly different, conceptually, from the preceding ones. The whole transport equation is written in Lagrangian form, and solved (on a fixed grid) by a backwards method of characteristics in which diffusion is treated as a correction term. The assignment of a particle to each grid node and its backtracking with the flow is shared
with preceding ELMC: however, the concentration at the feet of the characteristic lines is computed by a weighted-average of the concentrations at points defining a physically mased mixing region: the concentration at each of these points is obtained by interpolation between nodal values.

This approach has the merit of providing a non-global solution of the dispersion, which may prove highly valuable in a 3-D context. Also, it allows a natural treatment of non-isotropic dispersion. Reported accuracy and mass preservation characteristics are promising, at the same level of precedent ELM/C. However, restrictions should have to be applied to the maximum allowable time step, to keep on with accuracy, and this may strongly limit the method's efficiency.

ELM/P (e.g.. [P1]) are based on a conceptually different appraach: particles are introduced in the domain (which was previously discretized in a convenient way) in a number and location related to the initial concentration field; these particles are moved forward with the flow (the flow should represent both "advection" and "diffusion" and is typically described in an Eulerian form): whenever convenient, the number and location of the particles is processed back to the form of concentrations. as to give the instentancous concentration ficit.

ELMP are natural, and physically sound. They inherently avoid the issue of short dimensionless wavelengths, and therefore handle accurately sharp gradients and small (as compared to the grid size) sources of mass, which ELMC can not do. Also, they are rather versatile, being equally
suited for the analysis of concentrations fields, residual transport and field experiments.

However. ELM/P have some potential problems. Clearly, they are not inherently conservative: mass conservation relies only on accuracy, both requiring that a very large (and sometimes unfeasible) number of particles be tracked, and that a fine support grid be used for the conversion vetween number and location of particles and concentration. Also, if the "advective" part of the carrying flow may be "easily" found by means of a complementary circulation model, the same is not true for the "diffusive" part (which we will call pseudo-velocities).

Approaches to handle the pseudo-velocities range from purely deterministic to partially statistical methods. [L1], after some manipulation of the theory of diffusion, proposed deterministic pseudovelocities in the form

$$
\begin{equation*}
U_{i}=-\frac{K}{C} \frac{\Delta C}{\Delta x_{i}} \tag{B.1}
\end{equation*}
$$

where $U_{i}$ is the pseudo-velocity in the i-direction, $K$ is a conventional eddy diffusivity coefficient, and $C$ is the concentration, expressed in terms of the number of particles. In this deterministic method, the motion of a single particle is affected by tha whole concentration field. i.e., by the positions of the other paricles.

Statistical approsches rely on associating the pseudo-velocities to ramlom perturbations of the motion of individual particles. Again, this may be made by resorting to the eddy diffusivity concept, and using it as
to define the statistics of the randon motion (e.g.. as suggested by [C3]): or in a more fundamental way. by extracting the statistice of the random motion from Eulerian records of the flow ([Z1]).

The ELM/CP proposed by [N2] constitutes a hybrid and very promising novel approach. A ELMC formulation is used everywhere in the domain. except near gradients too sharp to be handled accurately this way: a ELP/P formulation is adopted in these cases (just for the advection equation). With this approach, most of the computational effort is ased on fixed reference grid; forward trucking of particles is required only in specific regions of time and space, and therefore involve only an affordable number of particles. Principal gray areas for this approach include: mass preservation; efficient and consistent detection of sharp gradients: and accurate procedures for mapping concentrations from carticles to the nodes of the fixed grid (we note that this mapping mast be performed each time step, previous to the solution of the diffusion equation). All these gray areas may become harder to handle for complex flows than they are for the simple flows that have been used so far to demonstrate the effectiveness of the approach.

ELM overcome in a natisal way the limitation on the Courant number referred to for EM . which constitutes one of the fundamental sdvantages of ELM.
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## APPYEDIX C

On the Role of Advection and Dispersion

From the derivation of the 2-D (depth-averaged) transport equation-e.g., see [B1]--it should be clear that advection and dispersion are not staunching mechanisms, the actual meaning of ach depending on the time and space scales that we elect to explicitly represent in a given formulation.

To illustrate concepts, and provide insight on the relative importance of these mechanisms, we loosely approximate a continuum host fluid of a passive scalar,in turbulent motion, through on "infinite" set of equal fluid parcels, each of infinitesimal (although larger than the scale of Bromian motion) size. Mass of the scalar is associated to each parcel according to some initial distribution, and we examine the changes that take place as time progresses.

If we look at the problem through the threo-dimeneional instantaneous form of the transport oquation, we identify the tranaport wechaniswis as being advection by the instantaneous flow and moiecular diffusion.

Advection redistributes mass through the displacement of fluid parcels, which follow the flow; the original amount of mass in each parcel is strictly preserved. It is useful, at this point, io consider the carrying flow as a superposition of three components: a undform component, a shear component (associated with the deviations frow uniformity that
refer to space and associated time scales larger than what is loosely called the scale of the turbulent fluctuations) and a sluctuating component (associated with the deviations from uniformity within the scale of the turbulent fluctuations). While ihe uniform component moves parcels in a rigid-body-like way, the non-uniform components rearrange the position of the parcels relative to each other: a deteministic rearrangement over large scales, in the case of the shear component, and a random rearrangement over suall scales, in the case of the fluctuating component.

Diffusion, in turn, redistributes mass by actuslly exchanging it between adjacent parcels, through Brownian motion at the molecular level: no parcel displacements are involved. ffass exchange is set in a way that tends to smooth out existing gradients (1.e.. mass goss from parcels with higher content to parcels with lower content), and the exchange rate is proportional to the driving gradients.

For passive scalars, diffusion does not affect advection. However. advection by the non-uniform components of the carrying flow may significantly affect the efficiency of diffusion. Indeed, the relative position of fluid parcels 18 changed by non-uniform advection, which establishes new parcel neighborhoods: if parcels with high mass content are all brought closer to each other. diffusion becones less efficient: conversely, if such parcels are spread over larger regions, diffusion becomes more efficient. Typically, non-uniform advection enhances global diffusion, although it may inhibit diffusion socally.

We now take the three-dimensional form of the equation for mean (in the sense of Reynolds averaging) turbulent transport. Both advective and
dispersive mechanisms are, again, present. Now, however, advection is associated only with the mean turbulent flow (uniform and shear components), and the effect of the fluctuating component of the flow is represented as a turbulent diffusion. As pointed out earlier, turbulent diffusion is typically several orders of magnitude more efficient than molecular diffusion, and the latter can tharefore be dropged from the governing equation.

Because diffusion implies exchange of mass between fluid parcels, we immediatly recognize, from earlier discussion, that the smallest size of the parcels that we can look at has increased: parcels are still small, but they must be larger than the scales associated with turbulent fluctuation.

We lost resolution, but we gained ccnyenience. Indeed, we avoided the explicit representation of the fluctuating component of the $£ 10 w$, which is particularly hard to handle. This approximation way constitute the difference between feasibility and unfeasibility in the modeling of turbulent flow and transport ${ }^{4}$.
> ${ }^{4}$ To illustrate this statement, we reproduce frow [WI] the following reasonsing based on figures given by [El]: for the relatively simple problem of turbulent flow in a pipe, a computer solution revealing the turbulence strucutre of the flow, at a Reynolds number of $10^{7}$, would require $10^{23}$ operations; at the computer speed of 10 microseconds per operation (representative of computers in the seventies), this would require $10^{17}$. or $3 \times 10^{\circ}$ years (about one-fifth of the age of the universe): since we are probably Ilmited by the gpeed of light to an "ultimate" computer speed of 1 nanosocond per operation. our fastest foreseeable computation would taice $3.2 \times 10^{4}$ yeart (oyer 500 generations).

Let us now consider the two-dimensional equation for mean (again, in a Reynolds averaging sense) turbulent transport. Advection is associated only with the uniform component ami with a part of the shear component of the flow. Indeed, the effect of vertical shear is represented as a dispersion mechanism (vertical-shear dispersion) and added to the turbulent diffusion.

Again, we lose resolution (the horizontal size of the fluid parcels is still constrained only by the scale of the turbulent fluctuations, but the vertical size must be the flow depth) to gain convenience (we avoid the explicit representation of the vertical flow and of the vertical variation of the horizental flow).

Computational savings related to depth-averaging are much less impressive than those achieved by Reynolds--averaging, but are still significant (may be one to two orders of magnitude in CPU and memory requirements). Although advanced computers already exist that make feasible the computational offort for the solution of three-dimensional mean turbulent transport problems, depth-averaging (or an alternative space averaging) is atill of ten useful or even the only sensible or feasible approach (because of: limitations of the computer actualiy available: detail that can be achieved in the specification of boundary conditions; accuracy of available numerical solution techniques; etc).

It should be emphasized that the two-dimensional equation for mean turbulent transport assumes that the horizontal plan is represented as a continuum; however, the numerical solution of this equation involves the
discretization of the horizoistal plan, through the set-up of grid. While in some cases (e.g., for finite-element methods) unambiguous interpolation functions hold within each grid element, some space- (and associated tine-) scales of the flow are, again, owmited or ill-represented. This further reduces our ability to directly represent advection, and should, again, be compensated by the introduction of an additional dispersion mechanicm (see detailed discussion in [A1] and [R1])

Relevant questions are how to evaluate the dispersion coefficient that is actually going to be used in the computations, and how important has dispersion become relative to advection.

Clearly, the answers depend on the specific problen and on the model (dimensionality and form of the equations; solution technique and its spatial refinement) that one olects to use.
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#### Abstract

We present a detailed Fourier analysis of the solution of the 1-D advection equation by the Backwards Method of Characteristics (BBMC). The analysis shows that. when the grid has different types of nodes (e.g.. the case of FE grids, for quadratic or higher order elements), the numerical solution internally generates a mechanism of energy tranfer between Fourier components, as a direct consequence of the fact that the error in each node depends on the nodal type. In this case, the standard Yon Hewman procedure of studying accuracy and stability on the basis of the errors in the first time-step is not valid, as errors become time-dependent. Error formulae that account for time-dependence of error propagation are derived for the case of quadratic core elements, and are used to show that the transfer mechanism has a transitory, although non-negligible, effect.


## 1. INTRODUCTION

Fourier analysis has played a significant role in the study of the stability and accuracy of numerical methods. since its introduction by Von Newnan. circa 1940 (e.g., [R1]). The common assumption behind the analysis is that the amplitude and phase errors in the propagation of the individual Fourier components that constitute the solution are time-independent, i.e., repeat themselves time-step after time-step. It is known that this assumption requires uniform flows and constant nodal spacing; however, the analysis has been applied to grids with quadratic core elements, for instance in the context of finite elments, disrogarding the non-uniformity due to the presence of different types of nodes.

In the context of a more general eifort on the study of the formal properties of Eulerian-Lagrangian Methods based on the Backwards Method of Characteristics (BMC) [B1-B7], we were faced with the need to investigate the performance of a large number of alternative interpolators used by BMC. Fourier analysis is very well suited to support such investigation, but the
fact that some of the interpolators use quadratic core elements raised a significant problem: for these interpolators, we could not match the results of Fourier analysis, as developed by Von Nemman, with those of numerical experimentation, even for standard test problems involving uniform flows and grids.

This study presents the fundaments for a generalized Fourier analysis of the BMC. for any type of 1-D interpolator that obeys the following conditions:

- The interpolator applies over a core element that has two or three nodes (linear elements or quadratic elements, respectively): nodes outside the core element are allowed to contribute to the definition of the interpolator.
- The interpolator is of class $C_{0}$. i.e.. it enforces the continuity of concentrations, but not of 1 ts derivatives, between adjacent elements.

Applications of this anslysis are reported by [B4-B6].

## 2. REVIEW OF THE BACKIIARDS METHOD OF CHARACIERISTICS

The advection equation

$$
\begin{equation*}
\frac{D c}{D t}=\frac{\partial c}{\partial t}+u_{1} \frac{\partial c}{\partial x_{1}}=0 \tag{1}
\end{equation*}
$$

states that the concentration, $c\left(x_{1}, t\right)$ remains constant alons characteristic lines that follow the flow. i.e.. obeying the constraint

$$
\begin{equation*}
\frac{d x_{i}}{d t}=u_{i}\left(x_{i}, t\right) \tag{2}
\end{equation*}
$$

The BMC is a direct numerical application of this statement. involving, per time step. At, two basic tasks (Figure 1):

- Tracking backwards, between times $n$ and $n-1$. the characteristic lines whose heads coincide with the nodes of a fixed reference grid, so as to locate their feet.
- Finding the concentration at the foot of each characteristic line, by interpolation from the known nodal concentrations at time $n-1$, and assigning it to the head f the characteristic line.

Given a 1-D uniform grid, and a constant velocity, this procedure can be represented by the algorithm

$$
\begin{equation*}
c(j, n) \equiv c(j-\beta, n-1) \equiv \sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot c(j-k+p) \tag{3}
\end{equation*}
$$

where (see Figure 2 for reference)
j - denotes the node where the concentration is to be computed (global notation)
n - denotes the instant where the concentration is to be computed
$\alpha$ - denotes the position of the foot of the characteristic line in a local coordinate system with origin at node $j-k$ ( $\alpha$ is associated with the fractional part of the Courant number. $\beta=u \cdot \Delta t / \Delta x)$
$P_{1}, P_{2}$ - denote the extreme nodes of the region that is use to define the interpolator (in local notation)
$\phi_{p}$ - are elementary shape functions which, together. define the interpolator

We note the distinction betreen the region that is used to define the interpolator, and the region where the interpolator is applied--"core element": all nodes of the core elements contribute the definition of the interpolator, but this may (non-compact interpolators) or may not (compact interpolators) require in addition information from outside nodes. Several interpolators have been used or considered for use in the context of the BMC [B6]. While most of our present analysis is based on the general algorithm described by Equation 3, we will refer occasionally, for illustration purposes, to a selected set of the interpolators considered by [B6].
3. FORMAL ERROR ANALYSIS

### 3.1. Reference framework

We consider the constant advection of an instantaneous source of a passive scalar in an infinite domain. The escact solution of this problem can be diagrasmatically represented, in the apacial window $x \in[0, X]$, as

$$
\begin{equation*}
c(x, 0) \rightarrow F[\cdot] \rightarrow c(x, t)=F[c(x, 0)] \tag{4}
\end{equation*}
$$

where both the initial conditions and the exact soiution can be conveniently represented in the form of Fourier-series expansions,

$$
\begin{align*}
& c(x, 0)=\sum_{m=-\infty}^{+\infty} A_{m} \exp \left\{i \mu_{m} x\right\}  \tag{5}\\
& c(x, t)=\sum_{m=-\infty}^{+\infty} A_{m} \exp \left\{i \mu_{m}(x-u t)\right\} \tag{6}
\end{align*}
$$

In the above, $\mathrm{F}[\cdot]$ is the transfer function of the goyerning equation. $1 \equiv \sqrt{-1}$, u is the velocity of the carrying flow, $\mu_{m}=2 \boldsymbol{m a} \alpha$ is the wavenumber of the $m^{\text {th }}$ Fourier component, and $A_{m}$ is the corresponding amplitide.

We now consider the BHC solution of the same problem, which we view as the combination of two basic operations: (a) the aampling of a continuous signal (the initial conditions) in the nodes of the numerical grid, and (b) the numerical propagation of the resulting discrete signal, in accordance With the numerical algorithm. A third operation (the pestitution of a continuous signal by interpolation from the propogated discrete signal). has to be performed if non-nodal information is to be axade available. Diagrammatically:

Sampling: $\mathrm{c}(\mathrm{j} .0) \rightarrow \operatorname{CD}[\cdot] \rightarrow \bar{c}(\mathrm{j} .0)$

Numerical propagation: $\overline{\mathbf{c}}(\mathrm{j}, 0) \rightarrow \tilde{\mathrm{F}}[\cdot] \rightarrow \tilde{c}(\mathrm{j}, \mathrm{n})$

$$
\begin{equation*}
\text { Restitution: } \tilde{c}(\hat{J}, \mathrm{n}) \rightarrow \overline{\mathrm{DC}[\cdot]} \rightarrow \hat{\mathbf{c}}(\mathrm{J}, \mathrm{n}) \tag{9}
\end{equation*}
$$

where, for a uniform space-time grid described by

$$
\begin{array}{ll}
x_{j}=(J-1) \Delta x & j=1,2 \ldots \ldots j+1 \text { (J even) } \\
t_{n}=n \Delta t & n=1,2 \ldots, N \tag{11}
\end{array}
$$

we will have, in genaral (with $\lambda_{m}=\mu_{m} \cdot \Delta x$ )

$$
\begin{align*}
& \bar{c}(j, 0)=\sum_{m=-J / 2}^{J / 2} B_{m} \exp \left\{i \lambda_{m}(j)\right\}=\sum_{m=-J / 2}^{J / 2} \bar{c}_{m}(j, n)  \tag{12}\\
& \tilde{c}(j, n)=\sum_{m=-J / 2}^{J / 2} E_{n j}(n) \cdot \exp \left\{i \lambda_{m}(j-n \beta)\right\}=\sum_{m=-J / 2}^{J / 2} \tilde{c}_{m}(j, n)  \tag{13}\\
& \hat{c}(x, r)=\sum_{p m P_{1}}^{P_{2}} \phi_{p}(\alpha) \tilde{c}(j-k-p, n)=\sum_{i}^{\infty} \sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot \tilde{c}_{m}(j-k-p, n) \tag{14}
\end{align*}
$$

Each of tho above steps may, and will of ten, introduce orrors, the nature of which is briefly discussed in the remaining of this section. A
deiailed analysis of the errors in the propagation step will be provided in Section 3.2.

Errors in the sampling stop are due to aliasing, and are independent of the specific numerical technique. The error mechanism is well-known from digital signal processing (e.g.. [01]): because the minimurisn wavelength that the grid can resolve is $2 \Delta x$. the energy of smaller wavelengths is misinterpreted as associated with larger wavelengths, such that:

$$
\begin{array}{ll}
B_{m}=0 & \text { for } m>J \\
B_{m} \neq A_{m} & \text { for } m \leq J\left(3 . t . \bar{c}(j, 0)=c\left(x_{j}, 0\right) \text { for all } j\right) \tag{16}
\end{array}
$$

Hence, while not affecting concentrations at the nodal points. aliasing destroys the ability of the original continuous signal to be recovered, regardless of the interpolation procedure that may be adopted. Clea. ly, aliasing can be avoided only when the initial conditions have a Fourier representation that is band-liaited in the high-frequency range: even in this case, however. practical computational considerations may limit our ability to sufficiently refine the grid.

Errors in the propagation step are directly associated with both the selected numerical algorithm and the grid characterimtics. For the BMC. and assuming that one of the available virtually-error-free tracking algorithms (C.g., [B1]) is used, propagation errors are simpiy due to the interpolation procedure required to find the concentrations at the feet of the characteristic lines. This procedure can be seen as the restitution.
by interpolation, of a continuous signal from a discrete signal (nodal concentrations, at time $n-1$ ), followed by the ampling of a new discrete signal (concentrations at the feet of the characteristic lines, at time $n-1$, i.e.. nodal concentrations, at time $n$ ). Diagrammatically

$$
\begin{equation*}
\tilde{c}(j, n-1) \rightarrow \text { Interpolation } \rightarrow \dot{c}(x, n) \rightarrow \tilde{c}(j, n) \tag{17}
\end{equation*}
$$

The sampling can generate errors only if. through some sort of nonlinear mechanism, energy is transfered, during the interpolation, to wavelengths smaller than $2 A x$ (which, we recall, had been zeroed at the level of the initial conditions). The potential error mechanism will be called internal aliasing, to indicate that, unlike the aliasing of the original conditions, it depends on the numerical algorithm.

For linear equetions, uniform coefficients and uniform grids, propagation errors have typically been studied by examination of the propagation of individual Fourier components in a single time-step. The underlying assumption 18 that, because non-linear transfer of energy can not occur between Fcurier components. errors are time-independent, in which case the coefficient $E$ in Equation 13 can be writien simply as

$$
E_{m}(n)=\begin{array}{ll}
B_{m} \cdot\left\{G_{m}(\beta)\right\}^{n} & \text { if m} S J \\
0 & \text { if in>J} \tag{18}
\end{array}
$$

where $G_{m}(\beta)-$ typically a complex function-represents the wror in any tinestep.

We wiil sh.jw. however, that energy trensfer between Fourier components can occur even in uniform grids. when different nodal types co-exist (as in the case of BMC based on interpolation functions with quadratic or higherorder core elements). This purely numerical transfer (non-linearity) leads to propagation errors per time step that are both time-dependent and a function of the Fourier representation of the actual initial conditions of the problem under solution.

Given the particular characteristics of the non-linearity, we suggest that a systematic analysis of propagation orrors can still be performed on the basis of the propagation of individual Fourier components, by separating the analysis of the errors for each nodal type, according to the model

$$
\begin{equation*}
E_{m}^{v}(n)=B_{m} \cdot H_{m}^{v}(n) \tag{19}
\end{equation*}
$$

where $v$ denotes the type of node $J$, and $H_{m}^{v}(n)$ is time-dependent, but is independent of the Fourier representation of the actual initial conditions. This approach. which assumes that internal aliasing is nogligible, will be described in detall in Section 3.2.

Restitution errors result exclusively from interpolation between nodal values, and if, as asumed in Equation 14, the same interpolator selected to find the concentrations at the foet of the characteristic lines is used, these errors can be described in a way much similar to first-step propagation errors, with $\beta$ being adjusted so as to describe the position of the point where concentrations are to be found. Becauce. now.
interpolation is exact at the nodes, restitution errors represent the difference between the accuracy of nodal and non-nodal points, at a given time.

### 3.2. Propagation errors

### 3.2.1. Individual components, first time-step

Using the BMC general algorithm, nodal concentrations after the first time-step can be expressed as a function of the nodal values of the initial conditions, in the form

$$
\begin{equation*}
\tilde{c}_{m}(j, 1)=\sum_{p=P_{2}}^{P_{2}} \phi_{p}(\alpha) \cdot c_{m}(j-k-p, 0) \tag{20}
\end{equation*}
$$

Substituing Equation 5 into the RHS, and rearranging so as to express $\tilde{c}_{m}(J, 1)$ as a function of $\bar{c}_{m}(J, 1)$. we obtain

$$
\begin{equation*}
\tilde{c}_{m}(j, 1)=G_{m}(\alpha) \cdot \bar{c}_{m}(1,1) \tag{21}
\end{equation*}
$$

where $G_{m}(\alpha)$ is given by

$$
\begin{equation*}
G_{m}(\alpha)=\exp \left\{1 \alpha \lambda_{m}\right\} \cdot \sum_{p=s P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot \exp \left\{-1 p \lambda_{m}\right\}=\exp \left\{i \alpha \lambda_{m}\right\} \cdot \varepsilon_{m}(\alpha) \tag{22}
\end{equation*}
$$

$G_{m}(a)$ will typically be a complex function, and, therefo:e, the BMC will introduce errors in both the arplitude and the phase of the m th

Fourier component, described. respectively. by

$$
\begin{equation*}
\left|G_{m}(\alpha)\right|=\left|g_{m}(\alpha)\right|=\left\{R_{m}(\alpha)^{2}+I_{m}(\alpha)^{2}\right\}^{1 / 2} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\arg \left\{G_{m}(\alpha)\right\}=\alpha \lambda_{m}+\arg \left\{g_{m}(\alpha)\right\}=\alpha \lambda_{m}+\operatorname{arctg}\left\{\frac{I_{m}(\alpha)}{R_{m}(\alpha)}\right\} \tag{24}
\end{equation*}
$$

with

$$
\begin{align*}
& R_{m}(\alpha)=\operatorname{Re}\left\{g_{m}(\alpha)\right\}=\sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot \cos \left(p \lambda_{m}\right)  \tag{25}\\
& I_{m}(\alpha)=\operatorname{Im}\left\{g_{m}(\alpha)\right\}=-\sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot \sin \left(p \lambda_{m}\right) \tag{26}
\end{align*}
$$

For interpolation functions with a linear core eiement, the description of the position of the feet of the characteristic lines is independent of the particular node under consideration ( $\alpha \equiv \beta-\operatorname{inc}(\beta)$ ). and, therefore, amplitude and phase errors are equal for all nodes, as required for the numerical solution to remain a single exponential wave with the same wavelength of the initial conditions.

However, when quadratic core elements are used, $\alpha=\beta-\operatorname{int}(\beta)+\xi$. where $\xi$ depends on the type of node associated with the head of the characteristic line; as a consequence, amplitude and phase errors evaluated at, say, the corner nodes will be all equal. but will be differont from chose associated with middle nodes. Hence. the numerical solution can not be represented by a single exponential wave, a non-linear mechanism of
energy transfer being generated. We note, however, that concentretions at all nodes of a same type still fit a single wave. Fith the original wave length.

### 3.2.2. Individual components, after N time steps

To evaluate propagation errors after N time steps, we will. based on the results of the previous section, distinguish between linear and quadratic core elements.

We consider first the case of linear core elemonts, and express $\tilde{c}_{m}(j, n)$ as an appropriate combination of $\bar{c}_{\text {nil }}(\gamma, 0)$. Where $\gamma$ represent the nodes which concentration at time zero contribute to the concentration of node f at time n , and where $\bar{c}_{\mathrm{m}}(\boldsymbol{r}, 0)$ are given by Equation 12 .

Rearrangement leads to (Appendix A, Section 1).

$$
\begin{equation*}
\tilde{c}_{m}(j, n)=\left\{G_{m}(\alpha)\right\}^{n} \cdot \bar{c}_{m}(j, n)=H_{m}(\alpha, n) \cdot \bar{c}_{m}(j, n) \tag{28}
\end{equation*}
$$

which is clearly consistent with the simple conventional error model described by Equation 18.

For quadratic core elements, we follow the same general idea of expressing $\tilde{c}_{m}(j, n)$ as a function of appropriate $\bar{c}_{m}(r, 0)$, rearranging to express the latter in terms of $\bar{c}_{m}(j, n)$, and comisare this with $\tilde{c}_{m}(j, n)$. The procedure is now, however, more cumbersome; it not only has to be taken individually for corner and middle nodes, but have to account for the interaction between the errors of these two types of nodes. An illustration of the procedure for the case of a quadratic lagrange
interpolator is shown in Appendix A. Section 2, together with the rational for its extersion to interpolators using information from more than the three nodes of the core element. Only the result is summarized here

$$
\begin{equation*}
\tilde{c}_{m}(j, n) \simeq H_{m}^{v}(\alpha, n) \cdot \bar{c}_{m}(j, n) \tag{29}
\end{equation*}
$$

where $v$ denotes the type of corner node ( $O$ for extremity nodes, $\pm 1$ for middle nodes), and

$$
\begin{align*}
& H_{m}^{v}(\alpha, n)= \exp \{1 \alpha m \lambda m\} \cdot \exp \left\{i v \lambda_{m}\right\} \\
&\left\{p_{m}^{v}(\alpha, n) \cdot g_{m}(\alpha)+q_{m}^{v}(\alpha, n) \cdot g_{m}(\alpha+\delta)\right\}  \tag{30}\\
& p_{m}^{v}(\alpha, n)= p_{m}^{v}(\alpha, n-1) \cdot s_{m}(\alpha)+q_{m}^{v}(\alpha, n-1) \cdot s_{m}(\alpha)  \tag{31}\\
& q_{m}^{v}(\alpha, n)= p_{m}^{v}(\alpha, n-1) \cdot r_{m}(\alpha)+q_{m}^{v}(\alpha, n-1) \cdot r_{m}(\alpha)  \tag{32}\\
& p_{m}^{v}(\alpha, s)= 1-|v|  \tag{33}\\
& q_{m}^{v}(\alpha, 1)=|v|
\end{align*}
$$

Functions $r_{m}(\alpha)$ and $s_{m}(\alpha)$ depend on the number actually used by the interpolator, and are summarized in Table 1 . In general, $H_{i n}^{0}(\alpha, n)$ and $\mathrm{H}_{\mathrm{m}}^{ \pm 1}\left(\alpha, \mathrm{I}_{1}\right)$ will be different from each other, and the ratio $H_{m}^{v}(\alpha, i) / H_{m}^{U}(\alpha, n-1)$ will not be a constant.

In the derivation of Equations 28 and 30 it is implicitiy assumed that: no aliasing occurs within any time-atep of the numerical procodure. This is strictly true only in the case of linear core elewents, and, therefore,

Equation 30 has to be considered an approximation, which will become exact in the absence of interval aliasing.
3.2.3. Complete solution after n time steps

The complete solution of the advection problem is, as indicated earlier, always of the form of Equation 13 . To evaluate the coefficient $E_{m}(n)$ we have, however, to distinguish again between linear and higherorder core elements.

For lineer core elements. $E_{m}(n)$ is simply described by Equations 16 and 20. For quadratic core elements, however. $E_{i n}(n)$ represents the $m^{\text {th }}$ Fourier component of the discrete signal

$$
\begin{equation*}
\tilde{c}(j, n) \simeq\left\{\sum_{|v|=0}^{1} \nabla_{v} H_{v i n}^{v}(j, n)\right\} \bar{c}(j, n) \tag{36}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\nabla_{v}=1 & \text { if } j \text { is of type } v \\
0 & \text { otherwise } \tag{37}
\end{array}
$$

## 4. VERIFICATION AHD DISCUSSION OF ERROR FORIULAE

### 4.1. Comparison with numerical experimentation

Let us first congider the solution of the standard test problem of constant. advection of a Gause-h111, which 8 s governed by Equation 1 , with
initial and boundary conditions

$$
\begin{align*}
& c(x, t) \rightarrow 0 \quad \text { as }|x| \rightarrow \infty  \tag{38}\\
& c(x, 0)=\frac{1}{\sqrt{2 \pi} \sigma} \quad \exp \left\{\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \tag{39}
\end{align*}
$$

In particular, we set $u=0.5, \sigma=264, x_{0}=2000$, and $x \in[0,13600]$, $t \in[0.9600]$ (units are irrelevant, as long as consitent). The problem was solved (a) numerically and (b) by Fourier analysing the initial conditions. and propagating the resulting components according to the error formulae derived in the previous section. The 2P-LI2, 3P-LI3 and 5P-HLL 3 interpolators-see [B6] for definitions-were used as a reference (the last two of these have quadratic core elements).

Numerical and simalated solutions are visuslly undistinguishable (Figure 3), which illustrates the validity of the generalized Fourler analysis. We note that aimalated solutions are in general mach cheaper to generate, especially for large numbers of time steps. N (typically one order of magnitude less CPU time. for interpolaturs with quadretic core elements. if $N>1000$ ). which sucgests that the orror formulae of the previous section can be used, besties as aference for formal analysis of accuracy and stability, as a cost-saving procedure for numerical experimentation.

### 4.2. A brief look at the mechanism of energy transfer

The energy transfer between Fourier components, due to the presence of grid nodes of different types, has constituted the motivation for the development of the resent generalized Fourier analysis. This mechanism is now recognized, using the derived error formulae, to work towards the uniformization of the errors of the different types of nodes. Indeed, af ter some number of time steps, which will vary with the interpolator and the location of the foot of the characteristic line within the core element, errors per time step associated with corner and middle nodes become indistinguishable from each other: an exception occurs for $L_{m} / \Delta x=4 \Delta x$ (i.e., twice the size of the element), where a ressonant behavior occurs (e.g., Figure 4). Examination of actual amplification factors for $L_{m} / d x=4 A x$ suggests that thes resonance should be without practical importance, as the energy wavelength is typically quickly dissipated (Figure 5).

## 5. OONCLUSIONS

This paper provides a reference tool for the formal analysis of the accuracy and stability of the BHC, for any interpolation function of class $\mathrm{C}_{\mathrm{o}}$. This tool is extensively used by [B5] to study the stability of the BMC, and by [B6] to compare the accuracy of different interpolators.

Some of the results obtained in our present analysis, although derived In the specific context of BMC solutions in uniform grids, can be extrapolated to ocher situations, and may provide some new perspectives to familiar problems.

In particular. it should be clear that nodes of a different type are not an exclusive property of some BMC. For instance, any FE method based on quadratic and higher-order interpolations will also have different nodal types, and, therefore, will potentially induce the same type of energy tranfer identified for the BMC. This may be an unexplored difference between FE and FD methods, and certainly invites further analysis as well as the cautionary revision of previous conclusions on accuracy and stability of FE merhods, if based on an oversimplified application of Fourier analysis.

Also, the fact that some BMC induce, for uniform grids, nonlinearities much similar to those due to grid or flow non-uniformity, but that are amenable to systematic quantitative analysis, may be used to provide further insight on the effects of grid and flow non-uniformity.
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## Figure 1

Illustrative sketch for the Backwards Method of Characteristics

Required steps:

1. Tracking of the characteristic lines. For anch node $j$, a characteristic line is independently definad by the beswards (i.e.. between $n$ and $n-1$ ) solution of an ordinery differential solution of the form $d x_{i} / d t=u_{i}$.
2. Interpolation at the feret of t'A characteristic line. The concentration at the foot as each characteristic line (and. for pure advection, at any other point of the characteristic line, including: node $\mathfrak{j}$ at time n ) is found by interpolation from known informacion on neighioring nodes, at time n-1.



Figure 2 Definition of the core clemente

Figure 3
Comparison of the actual numerical solution with the solution obtained by using error formulae

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow " c o c\}
\end{aligned}
$$

Computationsl parameters: $\Delta t=96$

$$
\begin{aligned}
& \Delta \mathrm{x}=200 \\
& \mathrm{~N}=\mathrm{T} / \Delta \mathrm{t}=100 \\
& \mathrm{v}=0.5 \\
& \sigma=2.64
\end{aligned}
$$

## Legend: 1 - Exact solution

2 - 2P-LI2 (numerical solution)
3 - 2P-LI2 (error formulae)
4 - 3P-LI3 (numerical solution)
5 - 3P-LI3 (error formulae)
6 - 5p-hl3 (numerical solution)
7 - 5P-HL3 (error formulae)



Figure 4
Amplification factors per time step, as a function of the number of the time steps, for interpolators with quadratic core elements ( $\alpha=0.5$ for middle nodes; $\alpha=-0.5$ for corner nodes)
(a) 3P-LI3, $L_{m} / \Delta x=3$
(b) 5P-HL3, $L_{m} / \Delta x=3$
(c) 3P-LI3, $L_{m} / A x=4$
(d) 5P-HL3, $L_{m} / \Delta x=4$
(e) 3 P-LI3, $L_{m} / \Delta x=5$
(f) $5 P-H L 3, L_{m} / \Delta x=5$







Figure 5 Amplification factors after $N$ time steps, as a function of the dimensionless wavelength

## Table 1

Definition of the Functions $r_{m}(\alpha)$ and $s_{m}(\alpha)$

## B. 1 Compact interpolatois

$r_{m}(a)=\phi_{0}(\alpha) \exp \left( \pm i \lambda_{m}\right)$
$s_{m}(\alpha)=\phi_{-1}(\alpha) \exp \left(i \lambda_{m}\right)+\phi_{1}(\alpha) \exp \left(-i \lambda_{m}\right)$

## B. 2 Non-compact interpolators (5 nodes)

$$
\begin{aligned}
& r_{m}(\alpha)=\left\{\begin{array}{l}
{\left[\phi_{2}(\alpha)+\phi_{0}(\alpha)\right] \exp \left(1 \lambda_{m}\right)+\phi_{-2}(\alpha) \exp \left(13 \lambda_{m}\right)} \\
\phi_{-2}(\alpha) \exp \left(1 \lambda_{m}\right)+\phi_{0}(\alpha) \exp \left(-1 \lambda_{m}\right)+\phi_{-2}(\alpha) \exp \left(-13 \lambda_{m}\right)
\end{array}\right. \\
& s_{m}(\alpha)=\phi_{-1}(\alpha) \exp \left(1 \lambda_{m}\right)+\phi_{1}(\alpha) \exp \left(-i \lambda_{m}\right)
\end{aligned}
$$

## B. 3 Non-compact interpolators (7 nodes)

$$
\begin{aligned}
& r_{m}(\alpha)=\left\{\begin{array}{l}
\phi_{-2}(\alpha) \exp \left(13 \lambda_{m}\right)+\left[\phi_{0}(\alpha)+\phi_{2}(\alpha)\right] \exp \left(1 \lambda_{m}\right) \\
\phi_{-2}(\alpha) \exp \left(13 d_{m}\right)+\phi_{0}(\alpha) \exp \left(1 \lambda_{m}\right)+\phi_{2}(\alpha) \exp \left(-1 \lambda_{m}\right)
\end{array}\right. \\
& s_{m}(\alpha)=\left[\phi_{-3}(\alpha)+\phi_{3}(\alpha)\right] \exp \left(13 \lambda_{m}\right)+\left[\phi_{-1}(\alpha)+\phi_{1}(\alpha)\right] \exp \left(1 \lambda_{m}\right)
\end{aligned}
$$

## APPENDIX A

Derivation of formulae for propagation errors after $n$ time steps

## A.1. - The case of linear core elements

We want to express $\tilde{c}_{m}(j, n)$ as a function of $\vec{c}_{m}(i, n), i, e .$.

$$
\begin{equation*}
\tilde{c}_{m}(j, n)=H_{m}(\alpha, n) \bar{c}_{m}(j, n) \tag{A.1}
\end{equation*}
$$

where $H_{m}(\alpha, n)$ is to be evaluated.

We first use the general expression for the BHC algorithm, Equation 3, to write successively

$$
\begin{align*}
\tilde{c}_{m}(j, n) & =\sum_{p_{1}=P_{1}}^{P_{2}} \phi_{p_{1}}(\alpha) \bar{c}_{m}\left(j-K-P_{1}, n-1\right)= \\
& =\sum_{p_{1}=P_{1}}^{P_{2}} \phi_{p_{1}}(\alpha)\left\{\sum_{p_{2}=P_{1}}^{P_{2}} \phi_{p_{2}}(\alpha) \bar{c}_{m}\left(j-2 K-p_{1}-p_{2}\right)\right\}=\ldots= \\
& =\sum_{p_{1}=P_{1}}^{P_{3}} \phi_{P_{1}}(\alpha)\left\{\sum_{p_{2}=P_{1}}^{P_{2}} \phi_{p_{2}}(\alpha)\left\{\cdots\left\{\sum_{p_{n}=P_{1}}^{P_{2}} \phi_{P_{n}}(\alpha) \bar{c}_{m}\left(j-n K-\sum_{i=1}^{n} p_{1}\right\}\right\}\right\}\right. \tag{A.2}
\end{align*}
$$

Now. Using the fact that $\alpha=\beta-K$, and expressing $\bar{c}_{m}$ in Fourier series form, we recognize that

$$
\begin{align*}
\bar{c}_{m}\left[j-n K-\sum_{i=1}^{n} p_{i}\right] & =B_{m} \exp \left\{1 \lambda_{m}\left[j-n K-\sum_{i=1}^{n} p_{i}\right]\right\}= \\
& =B_{m} \exp \left\{1 \lambda_{m}[j-n \beta]\right\} \exp \left\{1 \lambda_{m}\left[n \alpha-\sum_{i=1}^{n} p_{i}\right]\right\}= \\
& =\bar{c}_{m}(j, n) \exp \left\{1 \lambda_{m}\left[n \alpha-\sum_{i=1}^{n} p_{i}\right]\right\} \tag{A.3}
\end{align*}
$$

Replacing Equation A. 3 into Equation A.2, and rearranking, we recover Equation A.1. With

$$
\begin{aligned}
& H_{m}(\alpha, n)=\sum_{p_{1}=P_{1}}^{P_{2}} \phi_{p_{1}}(z)\left\{\sum _ { p _ { 2 } = P _ { 1 } } ^ { P _ { 2 } } \phi _ { p _ { 2 } } ( \alpha ) \left\{\cdots \left\{\sum_{p_{n}=P_{1}}^{P_{2}} \phi_{p_{n}}(a) 。\right.\right.\right. \\
& \text { - } \left.\left.\left.\left.\exp \left[i \lambda_{m}\left[n-\sum_{i=1}^{n} p_{i}\right]\right]\right\}\right]\right\}\right\}= \\
& =G_{m}(\alpha) \sum_{p_{1}=P_{1}}^{P_{2}} \phi_{p_{1}}(\alpha)\left\{\sum _ { P _ { 2 } = P _ { 1 } } ^ { P _ { 2 } } \phi _ { p _ { 2 } } ( \alpha ) \left\{\cdots \left\{\sum_{p_{n-1}=P_{1}}^{P_{2}} \phi_{P_{n-1}}(\alpha) .\right.\right.\right. \\
& \text { - } \left.\left.\left.\left.\exp \left[1 d_{m \times 1}\left[(n-1) \alpha-\sum_{i=1}^{n-1} p_{i}\right]\right]\right\}\right\}\right\}\right\}=
\end{aligned}
$$

$$
\begin{align*}
& =\left\{G_{m}(\alpha)\right\}^{2} \sum_{p_{1}=P_{1}}^{P_{2}} \phi_{p_{1}}(\alpha)\left\{\sum _ { p _ { 2 } = P _ { 1 } } ^ { P _ { 2 } } \phi _ { p _ { 2 } } ( \alpha ) \left\{\cdots \left\{\begin{array}{l}
\sum_{p_{n-2}=P_{1}}^{p_{2}} \phi_{p_{n-2}}(\alpha)
\end{array}\right.\right.\right. \\
& \text { - } \left.\left.\left.\left.\exp \left[1 d_{m}\left[(n-2) \alpha-\sum_{i=1}^{n-2} p_{i}\right]\right]\right]\right\}\right\}\right\}= \\
& =\ldots=\left\{G_{m}(\alpha)\right\}^{n} \tag{A.4}
\end{align*}
$$

where $G_{m}(\alpha)$ denotes the error in the first time step, and is described by Equation 22. Hence, errors are equal at every time step.

## A.2. The case of quadraic core elements

Let us take as a reference the 3P-LI3 interpolator, and the conditions of Figure A.la, i.e., $j$ is a corner node and int $(\beta)$ is even.

If the numerical solution had started at cime $n-1$, the relationship between $\tilde{c}_{m}(j, n)$ and $\bar{c}_{m}\left(j, H_{1}\right)$ could be found by expressing the former as a function of $\bar{c}_{\mathrm{m}}\left(\gamma_{1}, n-1\right)$-where $r$ represents the nodes that contribute to the interpolation at the feet of the characteristic line that starts at (j,n) $\cdots$ and rearranging appropriately. Indeed,

$$
\begin{align*}
\tilde{c}_{m}(j, n)= & \sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \bar{c}_{m}[j-(K+1)-p]=\phi_{-1}(\alpha) \bar{c}(j-K, n-1)+ \\
& +\phi_{0}(\alpha) \bar{c}(j-K-1, n-1)+\phi_{1}(\alpha) \bar{c}(j-K-2 . n-1)= \\
= & \bar{c}(j, n) \exp \left\{1 \lambda_{m}(\beta-k-1)\right\}\left\{\phi_{-1}(\alpha) \exp \left(1 \lambda_{m}\right)+\phi_{0}(\alpha)+\phi_{1}(\alpha) \exp \left(-i \lambda_{m}\right)\right\}= \\
= & \bar{c}(j, n) \exp \left(\left\{\alpha \lambda_{m}\right) g_{m}(\alpha)\right.
\end{align*}
$$

Now, assume that the numerical solution had started ar time n-2. The relationship between $\tilde{c}_{m}(1, n)$ and $\bar{c}_{m}(j, n)$ can still befound by expressing $\tilde{c}_{m}(j, n)$ successively as a function of $\bar{c}_{m}\left(\gamma_{1}, n-1\right)$ and of $\bar{c}_{m}\left(\gamma_{2}, n-2\right)$, and rearranging appropriately. This leads to

$$
\begin{align*}
\tilde{c}(j, n) & =\phi_{-1}(\alpha) \bar{c}(j-K, n-1)+\phi_{0}(\alpha) \bar{c}(j-K-1, n-1)+\phi_{1}(\alpha) \bar{c}(j-K-2, n-1)= \\
& =\phi_{-1}(\alpha)\left[\bar{c}(j-2 K, n-2) \phi_{-1}(\alpha)+\phi_{0}(\alpha) \bar{c}(j-2 K-1, n-2)+\phi_{1}(\alpha) \bar{c}(j-2 K-2, n-2)\right]+ \\
+ & \phi_{0}(\alpha)\left[\bar{c}(j-2 K, n-2) \phi_{1}(\alpha+1)+\phi_{0}(\alpha+1) \bar{c}(j-2 K-1, n-2)+\phi_{1}\{\alpha) \bar{c}(j-2 K-2, n-2)\right]+ \\
+ & \phi_{1}(\alpha)\left[\bar{c}(j-2 k-2, n-2) \phi_{-1}(\alpha)+\phi_{0}(\alpha) \bar{c}(j-2 K-3, n-2)+\phi_{1}(\alpha) \bar{c}(j-2 K-4, n-2)\right]= \\
& =\bar{c}(j, n) \exp \left(12 \alpha \lambda_{m}\right)\left\{\xi_{m}(\alpha) s_{m}(\alpha)+q_{m}(\alpha+1) r_{m}(\alpha)\right\} \tag{A.6}
\end{align*}
$$

with

$$
\begin{align*}
& 3_{m}(\alpha)=\phi_{-1} \exp \left(1 \lambda_{m}\right)+\phi_{1}(\alpha) \exp \left(-i \lambda_{m}\right) \\
& r_{m}(\alpha)=\phi_{0}(\alpha) \exp \left(1 \lambda_{m}\right) \tag{A.7}
\end{align*}
$$

If the solution had started at time $n-3$, we would have, in curn,
$\tilde{c}(j, n)=\phi_{-1}(\alpha) \stackrel{\rightharpoonup}{c}(j-K, n 01)+\phi_{0}(\alpha) \bar{c}(j-K, n-1)+\hat{\varphi}_{i}(\alpha) \vec{c}(j-K-2, n-1)=$
$=\phi_{-1}(\alpha)\left[\phi_{-1}(\alpha) \bar{c}(j-2 k, n-2)+\phi_{9}(\alpha) \bar{c}(j-2 k-1, n-2)+\phi_{i}(\alpha) \bar{c}(j-2 k-\varepsilon, n-2)\right]+$
$\phi_{0}(\alpha)\left[\phi_{-1}(\alpha+1) \bar{c}(j-2 \bar{k}, n-2)+\phi_{0}(\alpha i 1) \bar{c}\left(j-2 k-1, n_{-2}\right)+\phi_{1}(\alpha) \bar{c}(j-2 k-2, n-z)\right]+$
$\phi_{1}(\alpha)\left[\phi_{-1}(\alpha) \bar{c}(j-2 k-2,12-2)+\phi_{0}(c) \bar{c}(j-2 k-3, n-2)+\phi_{1}(\alpha) \bar{c}(j-2 k-4, n-2)\right]=$
$=\phi_{-1}(\alpha) \phi_{-1}(\alpha)\left[\phi_{-1}(\alpha) \bar{c}(j-3 k, n-3)+\phi_{0}(\alpha) \bar{c}(j-3 k-1, n-3)+\phi_{i}(\alpha) \bar{c}(j-3 k-2, n-3)\right] \cdots$
$\phi_{-1}(\alpha) \phi_{0}(\alpha)\left[\phi_{-1}(\alpha+1) \bar{c}(j-3 k, n-3)+\phi_{0}(\alpha+1) \bar{c}(j-3 k-1, n-3)+\hat{\phi}_{1}(\alpha-1) \in(\hat{c}-3 k-2, n-3)\right]$
$\phi_{-1}(\alpha) \phi_{1}(\alpha)\left[\phi_{-1}(\alpha) \bar{c}(j-3 k-2, n-3)+\phi_{0}(\alpha) \bar{c}(j-3 k-3, n-3)+\phi_{1}(\alpha) \bar{c}\left(j-3 k-q_{0} n-3\right)\right]+$

$$
\begin{align*}
& +\phi_{0}(\alpha) \phi_{-1}(\alpha+1)\left[\phi_{-1}(\alpha) \bar{c}(j-3 k, n-3)+\phi_{5}(\alpha) \bar{c}(j-3 k-1, n-3)+\varphi_{1}(\alpha) \bar{c}(j-3 k-2, n-3)\right]+ \\
& \phi_{0}(\alpha) \phi_{0}(\alpha+1)\left[\phi_{-1}(\alpha+1) \bar{c}(j-3 k, n-3)+\phi_{0}\{\alpha+1) \bar{c}(j-3 k-1, n-3)+\phi_{1}(\alpha+1) \bar{c}(j-3 k-2, n-3)\right] \\
& + \\
& \phi_{0}(\alpha) \phi_{1}(\alpha+1)\left[\phi_{-1}(\alpha) \bar{c}(j-3 k-2, n-3)+\phi_{0}(\alpha) \bar{c}(j-3 k-3, n-3)+\phi_{1}(\alpha) \bar{c}(j-3 k-4, n-3)\right]+ \\
& +\phi_{1}(\alpha) \phi_{-1}(\alpha)\left[\phi_{-1}(\alpha) \bar{c}(j-3 k-2, n-3)+\phi_{0}(\alpha) \bar{c}(j-3 k-3, n-3)+\phi_{1}(\alpha) \bar{c}(j-3 k-4, n-3)\right]+ \\
& \phi_{1}(\alpha) \phi_{0}(\alpha)\left[\phi_{-1}(\alpha+1) \bar{c}(j-3 k-2, n-3)+\phi_{0}(\alpha+1) \bar{c}(j-3 k-3, n-3)+\phi_{1}(\alpha) \bar{c}(j-j k-4, n-3)\right]+ \\
& \phi_{1}(\alpha) \phi_{1}(\alpha)\left[\phi_{-1}(c) \bar{c}(j-3 k-4, n-3)+\phi_{0}(\alpha) \bar{c}(j-3 k-5, n-3)+\phi_{1}(\alpha) \bar{c}(j-3 k-6, n-3)\right]= \\
& =c(j, n) \exp \left(13 \alpha \lambda_{m i n}\right)\left\{g_{m}(\alpha)\left[s_{m}(\alpha) s_{m}(\alpha)+s_{m}(\alpha+1) r_{m j}(a)\right]+\right. \\
& \left.+g_{m}(\alpha+1)\left[r_{m}(\alpha) s_{m}(\alpha)+r_{m}(\alpha+1) r_{m}(\alpha)\right]\right\} \tag{A.8}
\end{align*}
$$

Following the same procedure, and assuming successively that the numerical solution started at tises $n-4, n-5, \ldots$. a recurraise formula is seen to prevail, in the form

$$
\begin{equation*}
\tilde{c}_{m}(j, n)=\bar{c}_{m}(j, n) H_{m}(j, \alpha, n) \tag{A.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.H_{m}(j, \alpha, N)=\left\{F_{m}(j, \alpha, N) g_{m}(\alpha)+q_{m}(j, \alpha, N) g_{m}(\alpha+1)\right\} \exp \left(1 \operatorname{Ro\lambda } \lambda_{m}\right)\right\} \tag{A.10}
\end{equation*}
$$

and

| $n$ | $p_{m}(j, \alpha, n)$ | $g_{m}(j, \alpha, N)$ |
| :--- | :---: | :---: |
| 1 | 1 | 0 |
| 2 | $s_{m}(\alpha)$ | $r_{m}(\alpha)$ |
| 3 | $s_{m}(\alpha) s_{m}(\alpha)+s_{m}(\alpha+1) r_{m}(\alpha)$ | $r_{m}(\alpha) s_{m}(\alpha)+r_{m}(\alpha+1) r_{m}(\alpha)$ |
| 4 | $s_{m}(\alpha) p_{m}(j, \alpha, 3)+s_{m}(\alpha+1) q_{m}(j, \alpha, 3)$ | $r_{m}(\alpha) p_{m}(j, \alpha, 3)+r_{m}(\alpha+1) q_{m}(j, \alpha, 3)$ |
| 5 | $s_{m}(\alpha) p_{m}(j, \alpha, 4)+s_{m}(\alpha+1) q_{m}(j, \alpha, 4)$ | $r_{m}(\alpha) p_{m}(j, \alpha, 4)+r_{m}(\alpha+1) q_{m}(j, \alpha, 4)$ |

Repeating the procedure for a middle node (and for $\operatorname{int}(\beta)$ odd. for both types of nodes)--Figures A.2b-d--and for different interpolators-Figures A.2a-b--and recollecting the results (omitted here). we obtain the general recurrance formala expressed in the text by Equation 30.
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## ABSTRACTS

We present a systematic analysis of the consistency, stability, and convergence of the solution of the linear advection equation by the Backwards Method of Chracteristics (BMC). Which shoiss the dependence of these properties on the interpolator selected to find the concentrations at the feet of the characteristic lines. The BHC is unconditionally consistent for interpolators that match nodal concentraitions exactly: however, stability, hence convergence, has to be assessed in a interpolator-per-interpolator basis, and criteria, based on the Fourier inalysis of a general BMC algorithm, are derived for such evaluation; the application of these criteria indicates that common choices of interpolators lead to stability and convergence. The apparent paradox of the BMC being convergent and improving its accuracy as $\Delta t$ increases (for fixed $\Delta x$ and total computational time) is explained through the different dependence of errors on $\Delta t$ above and below Courant number one.

## 1. INTRODUCTION

A review of alternative methods for the solution of the transport equation suggests (e.g.. see [B4]) that they fit into three very general categories--Eulerian (EM), Lagrangian (LM) and Eulerian-Lagrangian (ELM)-according to the selection of the coordinate system for the equation (Eulerian or Lagrangian) and of the type of computational grid (fixed or moving). While EM (which use Eulerian coordinates and fixed grids) and LM (which use Lagrangian coordinates and moving grids) may be appropriate choices for specific problems, ELM (which use Lagrangian coordinates but fixed grids) are unique in their potential to combine the best aspects of EM and LM. Numerical expe: imentation (e.g., [B1-B4]. [H1-H3]. [K1]) has suggested that, indeed. EiM provide accurate solutions for the transport equation in the whole range between advection-dominated problems (where EM have inherent limitations if sharp concentration gradients in the flow
direction are present) and dispersion-dominated problems (while LM experience practical difficulties when dispersion becomes non-negligible).

ELF lack, however, besides tradicion, a well-established theoretical background that mey (a) validate them as reliable numerical tools, and (b) guide modellers in the choice of computational parameters ( $\Delta t$ and $\Delta x$ ) and of specific techniques to solve each of the sub-equations in which ELM typically divide the transport equation (advection, and dispersion plus internal sinks and sources).

In this study, we deal only with the solistion of advection, which has been considered a critical step in the ELM procedure (e.g., [B4]): consistently with common practice, we elect to use the Backwards Method of Characteristics (BMC) as solution technique. It is known that the accuracy of the BMC strongly depends on the interpolator used to $f$ ind concentrations at the feet of the characteristic lines, and a significant part of recent ELM research has been devoted to find an interpolator for the BMC that ensures an high-level of accuracy at feasible cost. However, two legitime questions of a more fundamental nature can and have been raised (e.g. . [N1]):

- Can the BMC be consistent and stable (hence convergent), knowing that, for fixed grid and total computational time, accuracy tends to improve as $\Delta t$ increases?
- How do consistency, strbility and convergence depend on the choice of the interpolator?

Taking as a reference a general BMC that can accomodate a choice of interpolators of class $C_{0}$ (i.e., preserving inter-element continuity of concentrations, but not of its derivatives), we show that the BMC is consistent for all interpolators that preserve the nodol concentrations exactly, but that stability (hence convergence) have to be assessed in an individual basis. Criteria are derived for such assessment. The study relies strongly on the Taylor-series and Fourier aralysis of the general algorithm of the $B M C$, and assunes constent advection in a 1-D uniform grid.
2. REVIET OF THE BACKWARDS METHOD OF CHARACTERISTICS

The advection equation

$$
\begin{equation*}
\frac{\partial c}{\overline{L t}}=\frac{\partial c}{\partial t}+u_{i} \frac{\partial c}{\partial x_{i}}=0 \tag{1}
\end{equation*}
$$

states that the concentration, $c\left(x_{i}, t\right)$ remains constant along characteristic lines that follow the flow. i.e., obeying the constraint

$$
\begin{equation*}
\frac{d x_{i}}{d t}=u_{i}\left(x_{i}, t\right) \tag{2}
\end{equation*}
$$

The BMC is a direct numerical application of this statement. involving, per time step, $\Delta t$, two basic tasks (Figure 1):

- Tracking beckwards, betweer times $n$ and $n-1$, the characteristic lines whose heads coincide with the nodes of a fixed reference grid, so as to locate their feet.
- Finding the concentration at the foot of each characteristic line. by interpolation from the known nodal concentrations at time $n-1$, and assigning it to the head of the characteristic line.

Given a 1-D uriform grid, and a constant velociry, this procedure can be represented by the algorithm

$$
\begin{equation*}
c(j, n) \equiv c(j-\beta, n-1) \equiv \sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot c(j-k+p) \tag{3}
\end{equation*}
$$

where (see Figure 2 for reference)
$j$ - denotes the node where the concentration is to be computed (global notation)
n - denotes the instant where the concentration is to be computed
$\alpha$ - denotes the position of the foot of the characteristic line in
a local coordinate system with origin at node $j-k$ ( $\alpha$ is associated with the fract?onal part of the Courant number. $\beta=u \cdot \Delta t / \Delta x)$
$P_{1}, P_{2}$ - denote the extreme nodes of the region that is used to define the interpolator (in local notation)
$\phi_{p}$ - are elementary shape functions which. together. define the interpolator

We note the distinction between the region that is used to define the interpolator, and the region where the interpolator is applied--"core element": all nodes of the core elements contribute the definition of the
interpolator, but this may (non-compact interpolators) or may not (compact interpolators) require in addition information from outside nodes. We will consider, throughout this paper, interpolators with either 2-node or 3-node core elements (which may use information from up to seven nodes).

Several interpolators have been used or considered for use in the context of the BMC. While most of our present analysis is based on the general algorithm described by Equation (3), we will refer occasionally. for illustration purposes, to a selected set of interpolators, defined in Table 1 (note: familiarity with the nomenclature used in this cable will be assumed along the text). These and other interpolators are the object of a detailed comparison in a companion paper, concerned with overall performance (including accuracy)--[B6].

## 3. ANALYSIS OF OONSISTENCY

Expanding each term of the general numerical algorithm of the BMC (Equation 3) in Taylor series around $c(j, n)$, and rearranging, we obtain the local equilibrium statement

$$
\begin{equation*}
\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=\epsilon \tag{4}
\end{equation*}
$$

where $\varepsilon$ denotes the truncation error, and, as shom in Appendix A. can be written in the general form:

$$
\begin{equation*}
\epsilon=\frac{(-1)^{Q}}{(Q+1)!} P(\alpha) \frac{\Delta x^{Q+1}}{\Delta t} \frac{\partial^{Q+1} c}{\partial x^{Q+1}}+\text { H.O.D. } \tag{5}
\end{equation*}
$$

$Q$ is the effective degree of the interpolation function, a concept that we introduce to denote the degree of the highest degree generic polynomial that the interpolator can march exactly. $Q$ can not exceed the actual degree of the interpolator. $M$ : for instance, if a quadratic interpolator is used. Q S 2. However, Q may be smaller than (e.g., for interpolators involving Hermite polynomials with derivatives estimated from lower-order Lagrange polynomials--e.g., the case of the 6P-PL2 and 7P-HL3 interpolators).
$P(\alpha)$ represents a polynomial in $a$ of degree $\eta=\max \{M, Q+1\}$ : i.e.. formally

$$
\begin{equation*}
P(\alpha) \equiv \sum_{\rho=0}^{\eta} b_{\rho} \cdot \alpha^{\rho} \equiv \sum_{\rho=0}^{\eta} b_{f} \cdot[\beta-\operatorname{int}(\beta)+\xi]^{\rho} \tag{6}
\end{equation*}
$$

where $b_{p}$ are coefficients that depend on the interpolator, and $\xi$ is an auxiliary variable, that may take the values 0 and $\pm 1$--see Figure 2.

Consistency requires that the truncation error vanishes as $\mathrm{Ax}, \Delta \hat{x} \rightarrow 0$. being unconditional only if this happens independently on how $\Delta x$ and $\Delta t$ approach zero. The necessary and sufficient condition for the consistency of the BMC is then

$$
\begin{equation*}
\lim _{\Delta x, \Delta t \rightarrow 0} P(\alpha) \cdot \frac{\Delta x^{Q+1}}{\Delta t} \lim _{\Delta x, \Delta t \rightarrow 0} \sum_{\rho=0}^{\eta} b_{\rho} \cdot[\beta-\operatorname{int}(\beta)+\xi]^{\rho} \cdot \frac{\Delta x^{q+1}}{\Delta t}=0 \tag{7}
\end{equation*}
$$

The validity of this condition can not be taken for granted without further analysis. Indeed, due to the meaning of $\beta$, both positive and negative powers of $\Delta x$ and $\Delta t$ can, in principle, appear in the expression of the truncation error, and therefore. consistency may not be achieved, or may depend on how $\Delta x$ and $\Delta t$ approach zern. The three mutually exclusive cases of the limit of $\Delta x / \Delta t$ being zero, finite but non-zero, and infinite are individually considered in the following discussion.

Let $\Delta x$ go to zero fester than $\Delta t$, i.e. $\Delta x / \Delta t \rightarrow 0$. While both $\beta$ and int $(\beta)$ tend to infinity as $\Delta x, \Delta t \rightarrow 0, \beta-\operatorname{int}(\beta)$ is kept finite ( $\delta 1$ ) by definition, and, therefore, so is $P(\alpha)$. Hence, in this case, the consistency condition is necessarily satisfied, regardless of the actual interpolator (assuming $Q \geq 0$ ).

Now, let $\Delta z$ and $\Delta t$ go to zero at the same rate. In this case, $\beta$ and int $(\beta)$ are held constant and finite, and so is $P(\alpha)$. The consistency condition is necessarily satisfied by all interpolators of effective degree one or above, but is not satisfied by interpolators of effective degree zero or below.

Finally, let $\Delta t$ go to zero faster than $\Delta x$. Now, $\beta \rightarrow 0$, and $\operatorname{trit}^{\operatorname{ta}}(\beta)$ becomes zero for $\beta<1$. Hence.

$$
\begin{align*}
\lim _{\Delta x, \Delta t \rightarrow 0} P(\alpha) \cdot \frac{\Delta x^{Q+1}}{\Delta t} & =\lim _{\Delta x, \Delta t \rightarrow 0}\left\{\frac{\Delta x^{Q+1}}{\Delta t} \cdot \sum_{\rho=0}^{\eta} b_{\rho} \cdot(\beta+\xi)^{\rho}\right\}= \\
& =\lim _{\Delta x, \Delta t \rightarrow 0}\left\{u \cdot \frac{\Delta x^{Q}}{\beta} \sum_{\rho=0}^{\eta} b_{\rho} \cdot \sum_{\theta=0}^{\rho} \frac{\rho!}{\theta!(\rho-\theta)!} \beta^{\theta} \cdot \xi^{\rho-\theta}\right\} \tag{8}
\end{align*}
$$

and, because both $\beta$ and Ax tend to zero, all terms in the sumation over $\theta$, but those with $8=0$, will also necessarily tend to zero; i.e.,

$$
\begin{equation*}
\lim _{\Delta x, \Delta t \rightarrow 0} P(\alpha) \cdot \frac{\Delta x^{Q+1}}{\Delta t}=\lim _{\Delta x, \Delta t \rightarrow 0}\left\{u^{\frac{\Delta x^{Q}}{\beta}} \sum_{\rho=0}^{\eta} b_{\rho} \cdot \xi^{\rho}\right\} \equiv P(\xi) \cdot \lim _{\Delta x, \Delta t \rightarrow 0}\left\{\frac{\Delta x^{Q}}{\beta}\right\} \tag{Э}
\end{equation*}
$$

Hence, when $\Delta t$ goes to zero faster than $\Delta x$, the consistency condition is necessarily satisited for all interpolators chat make $P(\xi)$ zero; for other interpolators, this condition can be satisfied oniy when the rate of convergence of $\Delta t$ is slower than that of $\Delta x^{Q+1}$ (which inmediatly excludes interpolators of effective degree 0 or below).

Summerizing the above analysis. which covered all possible relative rates of convergence of $\Delta x$ and $\Delta t$, we can now state that:

- If $P(\xi)=0$, the BMC is unconditionally consistert for all interpolators of effective degree 1 or above.
- If $P(\xi) \neq 0$, the BHC can, at beat, be conditionally consistent, with the truncation error vanishing only when $\Delta x^{Q+1} / \Delta t \rightarrow 0$.
- No interpolator with effective degree less than unity can lead to unconditional consistency, regardless of the value of $P(\xi)$.

To understand what $P(\xi)=0$ actually means as a constraint, we recall, from the definition of the polynomial $P(\alpha)$, that

$$
\begin{equation*}
P(\xi)=0 \Leftrightarrow \xi^{Q+1}=\sum_{p=P_{1}}^{P_{2}} a_{p}^{Q+1} \varphi_{p}(\xi) \tag{10}
\end{equation*}
$$

We can now recognize that because, by definition, the value of $\xi$ coincides the coordinate of one of the nodes of the core element. a sufficient condition for $P(\xi)$ to be null is that the interpolator be exact at such nodes, or. equivalently, that:

$$
\phi_{p}\left(\alpha_{\tau}\right)= \begin{cases}1 & \text { if } p=\tau  \tag{11}\\ 0 & \text { otherwise }\end{cases}
$$

This is, in particular, the case of all Lagrange interpolators, and of all Hermite interpolators with derivatives estimated from Lagrange polynomials of the same degree, which are, therefore, unconditionally consistent. We note that, together, these interpolators represent the largest majority of interpolators of class $C_{0}$ ever used in a BMC context.

The condition expressed by Equation 11 is not strictly necessary for $P(s$, to be zero, but other forms of achieving this identity (hence unconditional stability) lack robustness outside the context of uniform grids. For instance, the 7P-HL3, for which the concentration at the middle node of the core element is not necessarily preserved, still leads to $P(\xi)=0$, but this is due to a symmetry effect that would disappear if a non-undform grid were used.

Also, we note that, while it makes no sense to develop on purpose interpolators with $Q<1$ (which are bound to have poor overgil accuracy) rounding-off the coefficients of an interpolator may have this effect. The mosi significant example is the 6P-PL2. which has a theoretical effective degree of 1 , but can not represent a constant function within machine precision, hence leading to the unconditioanl inconcsistency of the BMC.

The effect of this inconcsistency is llusrtrated in Figure 3, taking as a reference the problem of the constant advection of a Gauss-hill. which was solved--for fixed total time and time step, but variable $\Delta x$--using the 6P-PL2 and the 4P-LR2 interpolators: while for the 4P-LR2 accuracy improves as $\Delta x$ decreases, for the 6P-PI 2 accuracy deteriorates int he regio of small $\Delta x$.

## 4. ANALYSIS OF STABILITY

### 4.1. Stability criteria

Stability requires that errors generated in the arithmetic operations needed to actually apply the numerical algorithm be not amplified by this algorithm. This property is commonly analysed by observing the errors in the propagation of individual Fourier components of the solution: the numerical method will be stable if the amplitudes of these errors converge to a finite limit, as the number of time steps goes to infinity (At fixed).

The Fourier analysis of the BHC was addressed in detail by [B5], who derived the general error formulae summarized in Table 2. These formulae show that, for interpolators based on 2-node core elements, errors are timeindependent; hence, the requirement for stability is that the ampiltude of the error in the first (hence, any) time step do not exceed unity, for any wavelength that can be represented by the grid; i.e..

$$
\begin{equation*}
\left|G_{m}(\alpha)\right| S 1 \quad \text {, form } S J / 2 \tag{12}
\end{equation*}
$$

where $G_{m}(\alpha)$ represents the error in the propagation of the $m^{\text {th }}$ Fourier component, and $\mathrm{J}+1$ is the number of grid nodes. Equation 12 is easily recognized as a perticular form of the classical Von Newnan stal ity criterion.

For interpolation functions with 3-node core elements, errors are timedependent, as a consequence of a numerically generated transfer of energy between Fourier components (see [B5]). To establish a formal stability criterion, we have then to require, in this case, that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|H_{m}^{v}(\alpha, N)\right|=C \quad \text { for all } m \leq J / 2 \tag{13}
\end{equation*}
$$

where $H_{m}^{v}(\alpha, N)$ represents the cumulative error in the propegation of the $n^{\text {th }}$ Fourier component of the solution, evaluated after N time steps, and $\mathbb{C}$ is some finite value (which will, in general, be zero).

Using well-established knowledge from the theory of iteration, we show in Appendix B that the necessary and sufficient condition for Equation (13) to be obeyed is

$$
\begin{equation*}
\left|\theta_{m}\right| \leq 1 \quad \text { for all } \leq J / 2 \tag{14}
\end{equation*}
$$

whore $\theta_{m}(\alpha)$ is the the largest (in modulus) eigenvalue of the matrix

$$
\underset{\mathbb{R}}{=}=\left\{\begin{array}{cccc}
\operatorname{Re}\left\{s_{m}(\alpha)\right\} & -\operatorname{Im}\{s(\alpha)\} & \operatorname{Re}\left\{s_{m}(\alpha \pm 1)\right. & -\operatorname{Im}\left\{s_{m}(\alpha \pm 1)\right\}  \tag{15}\\
\operatorname{Im}\left\{s_{m}(\alpha)\right\} & \operatorname{Re}\{s(\alpha)\} & \operatorname{Im}\left\{s_{m}(\alpha \pm 1)\right. & \operatorname{Re}\left\{s_{m}(\alpha \pm 1)\right\} \\
\operatorname{Re}\left\{r_{m}(\alpha)\right\} & -\operatorname{Im}\{r(\alpha)\} & \operatorname{Re}\left\{r_{m}(\alpha \pm 1)\right. & -\operatorname{Im}\left\{r_{m}(\alpha \pm 1)\right\} \\
\operatorname{Im}\left\{r_{m}(\alpha)\right\} & \operatorname{Re}\{r(\alpha)\} & \operatorname{Im}\left\{r_{m}(\alpha \pm 1)\right. & \operatorname{Re}\left\{r_{m}(\alpha \pm 1)\right\}
\end{array}\right\}
$$

The functions $s_{m}$ and $r_{m}$ are defined in Table 2.

A less formal, but perhaps more intuitive stabllity criterion can also be derived, based on the empirical observation ([B5]) that, after a finite number of time steps, propagation errors per time step become time-independent, except for $L_{m}=4 A x$. Indeed, this suggests that stability requires, in a direct extension of Von Newman criterion to the case of 3 -node core elements, that:

$$
\begin{equation*}
\left|\frac{H_{m}^{v}(\alpha, N)}{H_{m}^{v}(\alpha, N-1)}\right| \leq 1 \quad \text { for } m \leq J / 2 \text { and } L_{m} \neq 4 A x \text {. for large } N \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|H_{m}^{v}(\alpha, N)\right|=0 \quad \text { for } L_{m}=4 A x \tag{17}
\end{equation*}
$$

The criteria expressed respectively by Equations (14) and (17)-(18) should be equivalent.

### 4.2. The stability of the $B C$ for spectfic interpolators

The application of any of the above stability criteria is, for most interpolators, a very hard--if at all possible-task, wher pursued analytically. To overcome this difficulty, we recommend the numerical generation of charts defining the regions of stability as a function of both $\alpha$ and $L_{m} / \Delta x$. such as those presented in Figure $4 a-b$. These charts should cover a domain bounded by $2 \leq L_{m} / \Delta x \leq \ell$ (with $\ell$ chosen large enough to represent infinity), and by $0 \leq \alpha \leq 1$; we took $\ell=50$, and computed the amplification factors in a support grid characterized by $\Delta \alpha=0.02$ and $\Delta L_{m}=0.50 \cdot \Delta x$.

Figures $4 a-b$ represent, respectively, the amplification factors (in the first time step) for a non-compact cubic interpolator, 4P-LR2, and for the also non-compact 6P-PL2; both interpolators have 2-node core olements. hence Equation (12) prevails as the proper stability criterion. We note that the BHC is stable for the former interpolator, and unstable for the latter. We also note that, unlike for the $4 P-L R 2$, the amplification factors for the 6P-PL2 are not symetrical around $\alpha=0.5$ (a devietion that results directly from the approximations introduced in the evaluation of the coefficients of the 6P-PL2).

Figures $4 c-d$, in turn, concern the compact quedratic interpolator. 3P-LI3, and the non-compact 5P-HL3 interpolator, constructed from the estimation of derivatives of a cubic Hermite polynomial: both interpolators have 3 -node core elements. The figures show, for cach interpolator, the amplificacion factors per time step (after a "large" number of time steps--
40)). We note that (a) the BMC is stable for the 3P-LII3. while it is unstable for the 5P-HL3; (b) except at or near $L_{1 n} / \Delta x=4$-where cumulative amplification is virtually null (results not shom)--amplification factors per time step are, for the 3P-LI3, essentially symmetrical around $\alpha=0.5$. an indication that energy transfer between Fourier components is approaching the equilibrium; this is still not the case for the $5 \mathrm{P}-\mathrm{HL} 3$.

## 5. ANALYSIS OF OONVERGENCE

Lax's well-kriown equivalence theorem states that, for a linear system of equations and a conststent numerical method, stabtlity is the necessary asd zufficient condition for convergence.

We can therefore use our previous analysis of consistency and stability, to conclude that the convergence of the BHC (for the solution of the linear advection equation) depends on the selection of the interpolator, a choice of those providing convergent solutions (e.g., see [B6]). Here, we concentrate in the understanding of an intriguing aspect: if, as suggested by numerical experimentarion (e.g.. [B1]. [N1]), the BifC improves its accuracy as $\Delta t$ increases (for fixed $\Delta x$, and total computational time. T), how can the method be convergent?

Let us take the 4P-LR2 as a reference interpolator: the truncation error of the BMC is, in this case

$$
\begin{equation*}
\epsilon=\alpha \cdot(\alpha-2) \cdot\left(\alpha^{2}-1\right) \frac{\Delta x^{4}}{24 \Delta t} \frac{\partial^{4} c}{\partial x^{4}}+\text { H.O.D. } \tag{19}
\end{equation*}
$$

which indicates that for large $\beta$ (wheie $\alpha$ is a weak function of $\Delta x, \Delta t$ ) increasing $\Delta t$ will indeed improve accuracy, at least in a mean square sense. However, for $\beta<1$ (in which case $\alpha=u \cdot \Delta t / \Delta x$ ), we have

$$
\begin{equation*}
\epsilon=\frac{u}{24}\left(u^{3} \Delta t^{3}-2 u^{2} \Delta t^{2} \Delta x-u \Delta \tau \Delta x^{2}+2 \Delta x^{3}\right) \frac{\partial^{4} c}{\partial x^{4}}+\text { H.O.D. } \tag{20}
\end{equation*}
$$

which indicates that, in this case, reducing $\Delta t$ should improve accuracy. although probably not very efficiently (note that $\Delta x^{3}$ is the dominant coefficient).

Because letting $\Delta t$ go to zero, with $\Delta x$ and $T$ fixed. will inevitably bring $\beta$ to below unity, the dependence of the accuracy on $\Delta t$ is recognized to be more complex than antecipated by [B1] and [N1], among others. Indeed, reductions of $\Delta t$ will affect the accuracy of the BKC differentiy. depending on the value of the Courant number: for $\beta>1$. increasing $\Delta t$ will significantly (although only in a least square sense, due to the periodic variation of $\alpha$ ) improve accuracy: if $\beta<1$. decreasing at will improve accuracy, but not significantly, as errors are in this region dominated by the spatial discretization-see Figure 5, for illustration. This general behavior had, less formally, been antecipated by [B3]. and expleins why the BMC can and will in general be convergent, and, still benefit from the use of large $\Delta t$.

## 6. SUMMARY ARD CONCLUSIONS

Both common sense and numerical experimentation have long ago recognized that the choice of the interpolator for the BSC strongly affects
its accuracy. This study shows that this choice has an even more fundamental influence, being a determining factor for the consistency. stability and convergence of the method.

Most interpolators of class $C_{0}$ pose no threat to consistency. However, not all interpolators that have been considered recently to improve the accuracy of the BHC lead to stability, hence convergence. The Von Nemman stability criterion, or its extension to interpolators with 3-node core elements, as proposed in Section 3, provide the necessary tools to investigate the stability of the BHC, for individual interpolators. Application of these tools is illustrated here, but is used in a more systematic way in [B6].

The foar that the BMC could be intrinsically divergent [Ni] is not justified, and the ability to improve accuracy by increasing $\Delta t$ (for a fixed grid and a fixed total computational time for large Courant numbers) can be considered a definite advantage of the method.

We stress that, although the BMC is an explicit method, it is not. unlike its Eulerian counterparts, subject to stability constraints on the Courant number. This is a direct consequence of the fact that we force interpolations to be performed within the core element that contains the foot, rathar than the head, of the relevant characteristic lines.

Some of the formal tools and criteria darived in this paper are interesting on their own, and deserve further research or application. This includes, in particular.

- The general expression derived for the truncation error can be effectively used to compare the accuracy of alternative interpoiation functions, and to understand the general dependence of the accuracy of the BMC on controlling parameters--see [B6]. [BT].
- The stability criteria derived to account for the time-dependence of the propagation errors can, in principle, be generalized to other numerical methods that use quadratic elements (e.g., FE-Galerkin).
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## Figure 1

Illustrative sketch for the Rackwards Method of Characteristics

Required steps:

1. Tracking of the characteristic lines. For each node j, a characteristic line is independently defined by the beckwards (i.e., between $n$ and $n-1$ ) solution of an ordinary differential solution of the form $\mathrm{dx}_{\mathrm{i}} / \mathrm{dt}=\mathrm{u}_{\mathrm{i}}$.
2. Interpolation at the feet of the characteristic lines. The concentration at the foot of each characteristic line (and. for pure advection, at any other point of the characteristic line, including node $j$ at time $n$ ) is found by interpolation from known information on neighboring nodes, at time n-1.



Figure 2 Definition of the core elements

## Figure 3

## Illustration of the convergence or divergence of the BMC, as a consequence of the choice of the interpolator

While the 6P-PL2 interpolator is more accurate than the 4 P -LK2 interpolator for larger $\Delta x$, the inconsistency of the former induces crrors to grow at the limit of small Ax. All interpolators considered in this pork (but the 6P-PL2) will improve the accuracy of the solution as Ax decreases.

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow " \infty "
\end{aligned}
$$

Computational parameters: $\Delta t=0.4$ Ax variable
$N=T / \Delta t=50000$
$u=0.5$
$\theta=264$


Figure 4

Amplification factors per time step, as 3 function of the location. $\alpha$. of the foot of the characteristic line within the core element: and of the dimensionless सwvelength
(a) 4P-LR2
(b) 6P-PL2
(c) $3 \mathrm{P}-\mathrm{LI} 3$
(d) $5 p-413$

## Legend

| Contour | Amplification factor |
| :---: | :---: |
| 1 | 0.75 |
| 2 | 0.90 |
| 3 | 0.95 |
| 4 | 0.975 |
| 5 | 0.950 |
| 6 | 0.999 |
| 7 | 0.9999 |
| 8 | 1.0000 |
| 9 | 1.0001 |
| 10 | 1.001 |
| 11 | 1.0025 |
| 12 | 1.005 |
| 13 | 1.01 |

Note: Irregularities in the contours of the amplification factors for the 3P-LI3 and 5P-HL3, near $L_{m} / \Delta x$, result from the inability of the countouring code to handle the prevailing gradients





Figure 5
Dependence of accuracy on the number of time steps required to reach a fixed total time

We note that accuracy tends to improve as At increases. However, in the limit of large $N$ (small $\Delta t$ ), the accuracy is essentially insensitive to the variation of $\Delta t$; errors define then a plateau, which is a function of $\Delta x$.

$$
\begin{aligned}
\text { Reference problem: } & \frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0 \\
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{g}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow " \infty "
\end{aligned}
$$

Computational parameters: $\Delta t=$ variable

$$
\Delta x=200
$$

$$
T=9600
$$

$$
u=0.5
$$

$$
\sigma=\left\lvert\, \begin{aligned}
& 132 \\
& 264 \\
& 528
\end{aligned}\right.
$$

Legend $\quad 1: \sigma / \Delta x=0.66$
2: $\sigma / \Delta x=1.32$
3: $\sigma / \Delta x=2.64$


# Table i <br> Definition of spatial interpolators 

3P-LI3
4P-LR2
5P-HL3
6P-PL2
7P-HE3

| Scheme | Reference sketch | Definition | Q,M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 3P-LI3 |  | $\begin{aligned} f(\alpha) & =\sum_{p=1}^{1} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-1}(\alpha) & =\frac{1}{2}\left(\alpha^{2}-\alpha\right) \\ \phi_{0}(\alpha) & =1-\alpha^{2} \\ p_{1}(\alpha) & =\frac{1}{2}\left(\alpha^{2}+\alpha\right) \end{aligned}$ | 2,2 | Quadratic Lagrange interpolator <br> Compart. clags $C_{0}$ <br> Reference: [B2.B9] |
| 4P-LR2 |  | $\begin{aligned} f(\alpha) & =\sum_{p-1}^{2} p_{p}(\alpha) \cdot f_{p} \\ \phi_{-2}(\alpha) & =-\frac{1}{6}\left(a^{3}-3 a^{2}+2 a\right) \\ \phi_{0}(\alpha) & =\frac{1}{6}\left(3 a^{3}-6 a^{2}-3 a+6\right) \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(3 a^{3}-3 a^{2}-6 a\right) \\ \phi_{2}(\alpha) & =\frac{1}{6}\left(a^{3}-\alpha\right) \end{aligned}$ | 3,3 |  |
| SP-HL3 |  | $\begin{aligned} f(\alpha) & =\sum_{p-2}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-2}(\alpha) & =-\frac{1}{12} a\left(a^{2}-1\right) \\ \phi_{-1}(\alpha) & =\frac{1}{6}\left(a^{3}+3 a^{2}-4 a\right) \\ \phi_{0}(\alpha) & =1-a^{2} \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(a^{3}-3 a^{2}-4 a\right) \\ \phi_{2}(\alpha) & =\frac{1}{12} a\left(a^{2}-1\right) \end{aligned}$ | 3,3 | Interpolator based on a cubic Hersite pclymosial. defined over the core elesment, and which derivatives at the corner nodes are estimeted from concentrations at 5 nodes. <br> Non-cospect. class $\mathrm{C}_{0}$ <br> Raference: [E6] |


| Scheme | Reference sketch | Definition | Q,M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 6P-PL2 |  | $\begin{aligned} & f(\alpha)=\sum_{p a-2}^{3}{ }_{p}(\alpha) \cdot f_{p} \\ & p \end{aligned}$ | 1,3 | Interpolator beased on the average of two peoudo-Hermite <br> polynomials. dafined over the core olement with the essistance of a fictive middle point. <br> Derivatives at the eorner nodes are estimated by weighted average of concentrationa at 6 nodes. <br> Non-compact, class $\mathrm{C}_{0}$ ) <br> Reference: [K1-K2] |
| 7P-HL3 |  |  | 2,3 | Interpolator based on a cubic Heralte polymomial. defined over the core elewent. and which derivatives et the corner nodes are estimated from concentrations at 7 nodes <br> Mon-compert. class $C_{0}$ |

Table 2
Summary of formulae for propagation errors

1. Irror in the first time etep:

$$
\begin{align*}
& G_{m}(\alpha)=\operatorname{axp}\left(1 \lambda_{m} \alpha\right) \cdot \underbrace{\sum_{p a P_{1}}^{P_{2}} p_{p}(\alpha) \cdot \exp \left(1 \lambda_{m} p\right)}_{I_{m}(\alpha)}  \tag{T1}\\
& \text { (ncte: } \left.\lambda_{m}=\frac{2 \pi \Delta x}{L_{m}}\right)
\end{align*}
$$

2. Etror after N time steps
A. Interpolators with 2-node core olcments
$H_{m}(\alpha, N)=\left\{C_{m}(\alpha)\right\}^{N}$
B. Interpolatora with 3-node coro elerants
$H_{m}^{U}(\alpha, K)=\left\{P_{m}(\alpha, H) \cdot g_{m}(\alpha)+\mu_{m}(\alpha, N) \cdot q_{m}(\alpha+\ell)\right\} \cdot \operatorname{ma\rho }\left(1 M \alpha \lambda_{m}\right) \cdot \exp \left(i \nu \lambda_{m}\right)$
-ith
$P_{m}(\alpha, N)=g_{m}(\alpha) p_{a}(\alpha, N-1)+s_{a}(\alpha+\varepsilon) \cdot q_{m}(\alpha, N-1)$
$q_{m}(\alpha, N)=r_{m}(\alpha) P_{n}(\alpha, N-1)+r_{m}(\alpha+l) \cdot q_{n}(\alpha, N-1)$
$p_{m}(a, 1)=1-|v|$
$g_{n}(\alpha, 1)=|v|$
$e= \begin{cases}-1 & \text { if } \operatorname{int}(\beta) \text { odd } \\ 1 & \text { if } \operatorname{int}(\beta) \text { oven }\end{cases}$
$v= \begin{cases}0 & \text { for corner nodes } \\ e & \text { for middle node }\end{cases}$
whare $s_{\mathrm{g}}(\alpha)$ and $\mathrm{r}_{\mathrm{g}}(\alpha)$ are dafined as follows:
B. 1 Compect interpolators

$$
\begin{align*}
& r_{m}(\alpha)=\phi_{0}(\alpha) \exp \left( \pm 1 \lambda_{m}\right)  \tag{T10}\\
& s_{m}(\alpha)=\phi_{-1}\left(\alpha j \exp \left(1 \lambda_{m}\right)+\phi_{1}(\varepsilon) \operatorname{\omega \varphi p}\left(-1 \lambda_{m}\right)\right. \tag{T11}
\end{align*}
$$

B. 2 Non-aumpact Interpoletora (5 nodes)

$s_{m}(\alpha)=\omega_{-1}(\alpha) \operatorname{moc}\left(1 \lambda_{m}\right)+\phi_{i}(\alpha) \operatorname{\omega xp}\left(-1 \lambda_{0}\right)$
B. 3 Hop-compact interpolators (7 medes)

$$
\begin{align*}
& s_{0}(\alpha)=\left[\varphi_{-3}(\alpha) \mu_{y}(\alpha)\right] \exp \left(13 \lambda_{n}\right)+\left[\phi_{-1}(\alpha)+\phi_{1}(\alpha)\right] \operatorname{mop}\left(1 \lambda_{m}\right) \tag{r15}
\end{align*}
$$

Derivation of the general form of the truncation error of the $1 P B C$

Let us consider the general BMC algorithm expressed by Equation 3. and expand $c(j, n+1)$ and $c\left(j-k-\alpha_{m}\right)$ in Taylor series around $c(j, n)$, We get. respectively,

$$
\begin{equation*}
c(j, n+1)=c(j, n)+\Delta t \frac{\partial c}{\partial t}+\frac{\Delta t^{2}}{2!} \frac{\partial^{2} c}{\partial x^{2}}+\cdots+\frac{\Delta t^{3}}{s!} \frac{\partial^{s} c}{\partial^{s} x}+\cdots \tag{A1}
\end{equation*}
$$

and

$$
\begin{align*}
c\left(j-k-\alpha_{m}, n\right) & =c(j, n)-\left(k+\alpha_{m}\right) \Delta x \frac{\partial c}{\partial x}+\cdots+ \\
& +(-1)^{s} \frac{\left(k+\alpha_{m}\right)^{s}}{s!} \Delta x^{s} \frac{\partial^{s} c}{\partial x^{s}}+\cdots \tag{A2}
\end{align*}
$$

where all derivatives are evaluated at (j.n).

Quadratic and higher-order derivatives in time can be expressed in terms of spatial derivatives of the same order, by trivial manipulation based on the form of the advection equation. Indeed.

$$
\begin{align*}
& \frac{\partial^{2} c}{\partial t^{2}}=\frac{\partial}{\partial t}\left[-u \frac{\partial c}{\partial x}\right]=-u \frac{\partial}{\partial x}\left[\frac{\partial c}{\partial t}\right]=u^{2} \frac{\partial^{2} c}{\partial x^{2}} \\
& \vdots  \tag{A3}\\
& \frac{\partial^{s} c}{\partial t^{s}}=(-1)^{8} u^{3} \frac{\partial^{s} c}{\partial x^{8}}
\end{align*}
$$

Replacing Equation (A3) into Equations (A1), and, then, Equations (A1) and (A2) into (3), we obtain, after some rearrangement, the local equilibrium (at j,n)

$$
\begin{equation*}
\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=\epsilon \tag{A4}
\end{equation*}
$$

whese $e$ represents the truncation error of the BLC algorithm, and is expressed as

$$
\begin{align*}
E & =\frac{1}{\Delta t}\left\{-\left(1-I_{0}\right)+\left[\beta-\left(k \cdot I_{0}+I_{1}\right)\right] \cdot \Delta x \cdot \frac{\partial c}{\partial x}-\right. \\
& -\frac{1}{2!}\left[\beta^{2}-\left(k^{2} I_{0}+2 k I_{1}+I_{2}\right)\right] \cdot \Delta x^{2} \cdot \frac{\partial^{2} c}{\partial x^{2}}+\ldots+ \\
& +\frac{(-1)^{q+1}}{q!}\left[\beta^{q}-\sum_{r=0}^{q} \frac{q!}{r!(q-r)!} I_{r} k^{(q-r)}\right] \cdot \Delta x^{q} \frac{\partial^{q} c}{\partial x^{q}}+\text { H.O.D } \tag{A5}
\end{align*}
$$

with

$$
\begin{equation*}
I_{r}=\sum_{p=P_{1}}^{P_{2}} p^{r} \cdot \phi_{p}(\alpha) \tag{A6}
\end{equation*}
$$

The necessary and sufficient condition for the coefficient affecting the $q^{\text {th }}$ derivative in the expression of the truncation error to be null is that

$$
\begin{equation*}
\sum_{r=0}^{q} \frac{q!}{r!(q-r)!} I_{r} k^{(q-r)}=\beta^{q}=(k+\alpha)^{q} \tag{A7}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
I_{r} \equiv \sum_{p=P_{1}}^{F_{2}} p^{r} \cdot \phi(\alpha)=\alpha^{r} \quad \text { for } r \leq a \tag{R}
\end{equation*}
$$

The interesting consequence ia that, for any incerpolation function of effective degree $Q$ (i.e., able to exactly represent, within the domain of validity. any polynonial of degree $Q$ ), all derivatives of order $r S Q$ have zero coefficients, and the expression for the truncation error can be rewritten as

$$
\begin{align*}
\epsilon= & \frac{(-1)^{Q}}{(Q+1)!}\left(\alpha^{Q+1}-I_{Q+1}\right) \frac{\Delta x^{Q+1}}{\Delta t} \frac{\partial^{Q+1} c}{\partial x^{Q+1}}+ \\
& +\sum_{q=Q+2}^{\infty}\left\{\frac{(-1)^{q+1}}{q!}\left[\sum_{r \times Q+1}^{q} \frac{q!}{r!(q-r)!} k^{q-r}\left(\alpha^{q-r}-I_{r}\right)\right]\right\} \tag{A9}
\end{align*}
$$

The proof is easily established. Indeed, if a generic polynomial of degree $\mathbf{Q}$.

$$
\begin{equation*}
Y(\alpha)=\sum_{s=0}^{Q} a_{d} \cdot \alpha^{s} \tag{A10}
\end{equation*}
$$

can be exactly described by the interpolator used in the BMC. we have

$$
\begin{equation*}
Y(\alpha)=\sum_{p \propto P_{1}}^{P_{2}}\left\{\phi_{p}(\alpha) \cdot \sum_{s=0}^{Q} a_{s} \cdot a_{p}^{s}\right\}=\sum_{s=0}^{Q}\left\{a_{s} \cdot \sum_{p \in \in P_{1}}^{P_{2}} \alpha_{p}^{s} \cdot \phi_{p}(\alpha)\right\} \tag{A11}
\end{equation*}
$$

Now, comparison of Equations (A10) and (All) shows that. if the latter holds, Equation (A8) has necessary to hold, i.e. the $Q^{\text {th }}$ coefficient in Equation (A5) must be zero. However, if Equation (A11) applies for $Q$, it also applies for $Q-1, Q-2, \ldots .0,1 . e .$, all coefficients must also be zero for $q<Q-1$. which leads to Equation (A9).

We note that $\left(\alpha^{Q+1}-I_{Q+1}\right)$ is a polynomial in a of degree $\eta=\max \{M, Q+1\}$, where $M$ is the maximum exponert of $\alpha$ in the interpolation functions $\phi_{p}$ : hence Equation (A9) can be re-written as Equations (5) and (6).

## APPENDIX B

Derivation of a stability criterion for the case of 3-node core elements

For stability, we require thet the modulus of the cumalative pror in the propagation of any Fourier component of the solution, evaluated at time $N$, be finite in the limit of $N \rightarrow \infty$ (for all $\alpha$ ).

From Table 2 (Equation $T 3$ ), this is equivalent to requiring that the limt of $\left|p_{m}(\alpha, N) \cdot g_{m}(\alpha)+g_{m}(\alpha, N) \cdot g_{m}(\alpha+\ell)\right|$ be finite. Because $\mathcal{G}_{m}(\alpha)$ and $g_{m}(\alpha+\ell)$ are independent on $N$, the actusi condition for stabililty is that $\left|p_{m}(\alpha, N)\right|$ and $\left|g_{m}(\alpha, N)\right|$ have firite limits, or, equivalently, that the real and imaginary parts of buth $p_{m}(\alpha, N)$ and $g_{m}\left(\alpha_{,} N\right)$ have finite limits.

Now, from Equations T4 and T5 (Tabie 2)

$$
\left[\begin{array}{l}
\operatorname{Re}\left\{p_{m}(\alpha, N)\right\}  \tag{B.1}\\
\operatorname{Im}\left\{p_{m}(\alpha, N)\right\} \\
\operatorname{Re}\left\{g_{m}(\alpha, N)\right\} \\
\operatorname{Im}\left\{g_{m}(\alpha, N)\right\}
\end{array}\right]=\left[\begin{array}{l}
\operatorname{Re}\left\{p_{m}(\alpha, N-1)\right\} \\
\operatorname{Im}\left\{p_{m}(\alpha, N-1)\right\} \\
\operatorname{Re}\left\{g_{m}(\alpha, N-1)\right\} \\
\operatorname{Im}\left\{g_{m}(\alpha, N-1\rangle\right\}
\end{array}\right]
$$

where matrix $\underset{=}{R}$, described by Equation 15 of the text, is independent of $N$.

The iteration process described by Equation B. 1 is of the same form of interation processes for the solution of linear systems of equations, which convergence requires (necesary and sufficient condition), for any initial values of $p_{m}$ and $g_{m}$, that all eigenvaiues of the watrix $R$ be less than
unity in modulus (e.g., see [F1]). This is then the stability criterion for the BMC, for the case of quadratic core elements.
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#### Abstract

This paper compares different interpolators for the solution of the advection equation by the Reckwards Kethod of Characteristics (BMC), taking as major references the stability and accuracy of this method. Interpolators that enforce inter-element continuity of concentrations but not of its derivatives (class $C_{0}$ ) offer over interpolators of higher classes the advantage of not impacting on the cost of other operations required for the solution of the advection or the full transport equation (tracking of characteristic lines, and, if appropriate, solution of dispersion). A choice of $C_{0}$ interpolators, using information from both the region of validity of the interpolation and its immediate neighborhood, can match the accuracy of the cubic Hermite interpolator (of class $\mathrm{C}_{1}$ ), which has, in the context of the BMC, been taken as a reference for quality; the handling of boundary conditions, and, especially, the extension of these non-compact $\mathrm{C}_{0}$ interpolators to irregular grids, pose some practical difficulties, which are interpolator-dependent and require further research, but should not limit usefulness.


## 1. INTRODUCTION

Eulerian-Lagrangian methods (ELM) have been increasingly used for the solution of the advection-dominated transport equation, in the context of engineering and environmental problems. While significant differences exist among available ELM, most split advection from dispersion, solving each of the resulring sub-equations by an appropriate specific technicue: typically, dispersion is solved by a centered finite-differences or finiteelements method, and advection is solved by the Eackwards Hethod of Characteristics (BMC).

The solution of advection is very of ten critical for the accuracy and cost of the orerall procedure, in spite of the great attractiveness of the BMC. Introduced by [L1], this method constitutes a direct numerical implementation of the physical meaning of the advection equation, i.e, of the fact that concentrations remain constant along characteristic lines
that follow the flow. The procedure is illustrated in Figure 1, and involves, in each time step. $\Delta t$, two complementary tasks:

- The backwards tracking of particles assigned, at time $n$, to each node, $j$, of the computational grid, so as to find the position ("foot") of the respective characteristic line at time $n-1, F_{j}$.
- The interpolation of ail nodal concentrations at time $n$ cíi.n) $\equiv$ $\mathrm{c}\left(\mathrm{F}_{\mathrm{j}}, \mathrm{n}-1\right)$, from the known nodal concentrations at time $\mathrm{n}-1, \mathrm{c}(\mathrm{j}, \mathrm{n}-1)$.

The nature and dificulties of these two tasks are substantially different. The tracking requires, for each grid node, the solution between times $n$ and $n-1$ of an ordinary differential equation of the form

$$
\begin{equation*}
\frac{d x}{d t}=u_{i}\left(x_{i}, t\right) \quad(i=1, \ldots, \text { number of dimensions }) \tag{1}
\end{equation*}
$$

and is independent of the actual concentration field. This independece has two important consequences: (a) the time-stepping strategy for the tracking, between $n$ and $n-1$, is unconstrained by the global ime-step, At; and (b) the error in the tracking can be evaluated, by looping back co time n and comparing the departure and arrival locations of the particle associated to the characteristic line.

Direct control can therefore be exercised on the tracking accuracy. by adjusting the time-stepping strategy, by trial-and-error, so as to meet some imposed error bound. A 2-D tracking algo 1 thm conceived with this philosophy, and allowing for complex flows and irregular grids, is built in the Eulerian-Lagrangian finite element model ELA ([B2]), which has been
used for the simalation of pollutant transport in coastal waters (e.g.. [B2]. [K3]): acquired experience indicates that, while expensive when compared to other steps of the solution procedure. the tracking does not compromise feasibility, even if overly strict error bounds are imposed ie.g., of the order of the centimeter, for computational grids with characteristic nodal spacing of the order of one hundred meters).

By contrast, the interpolation to find the concentrations at the feet of the characteristic lines is relatively inexpensive, but: (a) may introduce significant errors if the grid can not, due to practical constraints, be refined as much as it would be necessary to resolve prevailing gradients of concentration in the flow direction; and (b) does not allow for any simple accuracy control, as errors refer to the basic unknown of the problem, concentrations. The search for an accurate interpolator has been the object of intense, but somerhat discoordinated research ([H1-H3]. [K1-K2]. [B3], [B9]), based mostly on numerical experimentation; by their variety and specificity, results are difficult to aprehend and compare, and a correct perspective of the potentials and limitations of available interpolators is much needed.

This study contributes to such understanding, by providing both a qualitative comparison of relevant categories of linterpolators, and a detailed quantitativa analysis of interpolators of class $C_{n}$ (i.e., those that ensure inter-element continuity, but not inter-element differentiability). Both formel tools (Taylor series and Fourier analysis) and numerical experimentation (based on standard test problems) are used in
the analysis. which takes as a reference the case pure-advection by a constant velocity, in uniform grids.
2. INTERPOLATION STRATEGIES: GENERAL OPTIONS AND IMPLICATIONS

### 2.1. Global interpolators

An intuitive approach to interpolation is to pass a polynomial over all the nodes of the computational grid. so as to fit exactly their concentrations, and, then. sample the polynomial at the feet of all characterisifc lines. This approach has, however, definite shortcomings:

- The definition of the interpolator involves the solution of a system of equations, characterized in general by a matrix that is time-independentand full, and whose size is constrained by the total number of nodes of the computational grid. While the matrix has to be factorized only once (each time step requiring only a backsubstitution), the fullness of the matrix makes the procedure impractical for most grids, in most computers other than main-frames.
- The order of the interpolator depends on the number of computational nodes, and will of ten be in the hundreds or thousands. As a consequence, and given the form of the terms in the matrix (assuming a $1-\mathrm{D}$ grid, $\mathrm{a}_{\mathrm{ij}}=$ $x_{i}^{j-1}$. With $j$ from 1 to the number of nodes), very large and very small terms will co-exist, leading most likely to poor accuracy in the solution of the system of equations. Also, high order polynomial:s, fit to nonpolynomial functions, tend to wiggle between nodes. while approximaing non-
polynomial functions, which is a source for numerical instability, or at least. significant phase errors.

An alternative, keeping up with the idea of a global interpolator, is to fit all nodal concentrations only in a least square sense, taking, for instance, a polynomial of specified order as a reference. In this case, storage requirements drop by several orders of magnitude, being determined by the order of the selected polynomial; required CPU time per time step increases, but, as no huge initial matrix factorization is necessary, total CPU time should be decreased drastically. However, such global interpolators can not ensure that nodal concentrations will be exact at the grid nodes, and, therefore, from the formal analysis of [B7], they are likely to lead to inconsistency--i.e., the numerical approximation to the advection equation may not match the exact differential equation as $\Delta x$ and At approach zero.

To the author's knowledge, no attempt has ever been made to use global interpolators in a BHC context. while, historically, this way have been biased by the fact that the BHC was developped to support discrete numerical methods (based on the idea of local expansions of functions and its derivatives and/or integrals). the present analysis suggests that the use of global interpolators is, indeed, unlikely to be generally attractive.

### 2.2. Local interpolators

The connom strategy for interpolation is the piece-wise definition of local interpolators, each valid only within a specified region of the
computational domain (core element). Potential advantages of local interf slators, relative to global interpolators, include much lower expected costs, unconditional consistency. control of stability, and ability to increase the order of interpolation as needed, over the computational domain.

In the following discussion of local interpolators we will always assume that the core element for the interpolation is defined so as to contain the foot of the characteristic line, which has become a standard procedure ([H2-H3]. [B1-B7]. [N1-N3]. etc). The alternative is defining the core element based on the position of the head of the characteristic line ([G1]. [H1], [L1]), but the former procedure has the advantage of forcing concentrations to be found always by interpolation (as opposed to extrapolation, which typically leads to instability), without the need to restrict the time step through a Courant-type criterion.

Local interpolators that have been used in a BMC context may, for convenience, be grouped into categories, depending upon whether the interpolator is compact or non-compact, and upon its class. Compact interpolators use information only from nodes within the core element, while non-compact interpolators may use also outside information. The class of an interpolator refers to its differentiability along the boundaries of the core element, with regard to the interpolator of the adjacent core element: $C_{p}$, with $p \geqslant 0$ implies continuity of concentracions and of its $p$ lowest derivatives. Four general categories of interpolators are of interest.

## Compaci interpolators of class $\mathrm{C}_{n}$

Compact interpolators of class $C_{0}$. in the form of Lagrangian polynomials, have been used by [B2] and [B9], among others. They constitute a convenient choice, because they use concentrations as unique dependent variables and pose no special problems in the handing of boundary conditions, regions near boundary conditions, or irregular grids.

However, the optimal order for these interpolators is quadratic, as linear polynomials introduce excessive numerical damping (in the form of a numerical diffusion). and cubic and higher order polynomials lead to the instability of the BMC, as a consequence of the progressive increase of the number of nodes of the core element. Even quadratic interpolators have, however, a limited ability to resolve sharp gradients of concentration, and may therefore require the use of grids with very small nodal spacing. leading to unnaceptable CPU and memory requirements).

## Compact interpolators of class $C_{1}$ and above

For compact interpolators of class $C_{1}$ and above, the order of the Interpolation is increased by requiring further information from each node of a same core element, rather than by extending the core element. This concentrates the information used to construct the interpolator in a closer vicinity of the foot of the characteristic line, and constitutes a both more effective and safer form of improving accuracy: indeed, as a rule. interpolators of class $C_{1+}$ will be more accurate than interpolators of class $C_{0}$ of the same order, and will not involve the risk of leading to the instability of the BKC.

However, additional dependent variables (concentration derivatives) are now introduced to the transport problem, which has. in practice. limited the choice within this type of interpolators to cubic Hermite polynomials, of class $\mathrm{C}_{1}([\mathrm{H} 1-\mathrm{H} 2])$.

While cubic Hermite polynomials have of ten been implicitly accepted as a quality standard for BMC interpolators. they have not become a popular choice in engineering practice, and recent research has concentrated in finding equally accurate alternatives ([ H 3 ]. [K1-K2]. [B3-B5]). This is due to the extra work associated with the handling of the additional variable(s)--c $c_{x}$ in 1-D, $c_{x}, c_{y}$ and $c_{x y}$ in $2-D$, and $c_{x}, c_{y}, c_{z}, c_{x y}, c_{y z}$ and $c_{x z}$ in 3-D--which, more than the interpolation itself, impacts the cost of the solution of dispersion (by increasing the order and the bandmidth of the matrices that have to be solved), and the cost of the tracking step. To understand the extra cost in the tracking step, let us take as a reference the 1-D case; unlike concentrations, which are kept constant. $c_{x}$ varies along the characteristic lines, as

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{D c}{D t}\right)=0 \Longleftrightarrow \frac{D}{D t}\left(c_{x}\right)=-u_{x} \cdot c_{x} \tag{2}
\end{equation*}
$$

Hence, a new ordinary differential equation is introduced per nevi variable. and has to be solved along with the equation describing the characteristic line. Even if, as in [H2], cross-derivatives arc estimated, rather than treated as dependent variables. the additional computational burden may be unacceptable for two or more dimensions. if the tracking is performed as accurately as it should (we note that [H2] uses a very simple tracking,

Without accuracy check: while this does not compromise cost. it seems inconsistent-other than for uniform of very smooth flows--with the accuracy of the interpolator).

## Non-compact interpolators of class $\mathrm{C}_{\Omega}$

Non-compact interpolators of class $C_{0}$ aim to increase the order of the interpolation by also using information on concentrations outside the core element, rather than by increasing the size of the core element or by introducing derivatives as additional variables. They are expected to avoid both stability problems and high costs: the price to be payed is the need for special treatment of regions near boundaries (where available information is insufficient), and a non-trivial extension to irregular grids; also. it is expected that, for equal degree of the interpolating polynomial. they will be less accurate than interpolators of class $\mathrm{C}_{1}$, because they use information farther away from the foot of the characteristic line.

The simplest form of non-compect interpolintors of class $C_{0}$ is a Lagrange polynomials, defined over the immediate neighborhood of the core element. Earlier works have used quadratic ([L1]) and cubic ([L2]) polynomials, defined over lincar core elements; we will show, however, that the approach becomes more attractive by using quartic or higher order polynomials, defined either over linear (polynomials of odd degree) or quadratic (polynomials of even degree) core elements.

Alternative non-compact interpolators have been proposed based on the use of consentrations outside the core element to estimate the derivatives
requised to define, within such element, a cubic pseudo-Hermitian ([H3]. [K1-K2]) or Hermitian ([R3]) polynomial. The accuracy of these interpolators has been reported, based mainly on numerical experimentation, as very similar to that of the cubic Hermite interpolator of class $\mathrm{C}_{1}$. We will show, however. that most of these interpolators are actually unstable-although weakly (i.e.. amplification factors close to unity), and in a way that is independent of the Courant number-and that the observed apperent accuracy is a manifestation of such instability: the amplification of some Fourier components of the solution compensates for the damping of others, for the test problems and computational parameters that have been used. The question of whether these schemes will still be useful in practice. given the fact that the B $\mathrm{A} C$ ia a numerical method particularly well-adapted to large time steps (hence, typically, small number of time steps). is legitimate, and will be addressed in latter sections.

A t'lird conceivable form of non-compact $C_{0}$ interpolators is based on the use of locally-defined splines. To the author's knowledge, this approach is first explored in scwe detail in this paper. We show, however, that, at least for natural splines, it leads to the same cype of apparent high accuracy, hiding a weak inztability, tiat characterizes non-compact interpolators based on the estimation of durivatives.

## Non-compact interpolators of class $\mathrm{C}_{1}$ and aboye

Just like their $C_{0}$ counterparts, non-compact interpolators of class $C_{1}$ aim to increase the order of the interpolator by using information on concentrations outside the core element, rather then by increasing the size
of the core element, or by introducing derivatives as addicional variables. To do so. however, they elect to enforce the differentiability (but not the value of the derivative) of the inerpolator in the boundaries of the core element.

This approach was taken by [B10], who used splines of different order and with different moothing factors, but, in all cases defined in a glribal basis: the resulting interpolators are, however, local, in the sense that a different interpolation function applies over each core element. These interpolators are apperently able to match the accuracy of the subic Hermite interpolators (class $C_{1}$ ), but reported results are insufficiently detailed to allow for a weli-based critical analysis.

A definite drawback of these spline interpolators of class $\mathrm{C}_{1}+$ is that, like in global interpolators, a system of equations with stze linked to the total number of nodes of the computational grid has to be solved. For 1-D and straight orthogonal miti-dimensional grids, this system cas be built so as to be banded (tridiagonal, for cubic interpolators), and, therefore, is relatively cheap to solve. Extension to multi-dimensionnl irregular grids is, however, both conceptually non-trivial, axid potentially expensive.

## Synthesis

A variety of local interpolators can conceivably be used in the context of the BHC. The general inplications of the choice of different interpolators were briefly anslysed in this section. While no specific category of intspolators can claim to be optimel, we find particularly
attractive the versatility and potential low cost of compact and noncompact interpolators of class $C_{0}$, and will discuss in further detail. in the next seciions, their potentials and limitations. In particular, we will show that some of these interpolators can match, in what seems to be an overall more efficient way--given the fact that concentration
derivatives have not to be handled as additional dependent variables--the accuracy of the cubic Hermite polynomial (class $C_{1}$ ) proposed by Holly and co-workers [H1-H2].

## 3. DEIAILED COMPARISON OF INTERPOLATORS OF CLASS $C_{0}$

### 3.1. Definitions

This section provides a detailed comparison of the performance of the PHC, for different interpolators of class $C_{0}$, including compact and noncompact Lagrange polynomials, hybrid Hermitian-Lagrangian polynomials, and natural splines. The terms of reference are consistency, stability, and accuracy.

Table 1 defines the selected interpolators, and Table 2 illustrates. wher appropriate, their generation procedure for 1-D uniform grids. To simplify the reference to individual interpolators, we will use the notation

$$
\mathrm{nP}-\mathrm{XXm}
$$

where

- $n$ is the number of nodes that contibute to define the interpoiator:
- XX is an alphanumeric. denoting the type of interpolator: LI for compact Lagrangian; LR for non-compact Lagrangian; HL for hybrid, built from the estimation of the derivatives of a Hermite polynomial: PL for hybrid, built by estimating the derivatives of a psendo-Hermite polynomial; and SP, for splines:
- $m$ is the number of nodes of the core element.

We note that the BMC algorithm can be written, for all these interpolators, in the general form:

$$
\begin{equation*}
c(j, n) \equiv c(j-\beta, n-1)=\sum_{p=P_{1}}^{P_{2}} \phi_{p}(\alpha) \cdot c(j-k+p) \tag{3}
\end{equation*}
$$

where (see Figure 2 for reference)
j - denotes the node where the concentration is to be computed (global notation)
$n$ - denotes the instant where the concentration is to be computed
a - denotes the position of the foot of the characteristic line in a local coordinate system with origin at node $j-k$ ( $\alpha$ is associaced the fractional part of the Courant number $(\beta=u \cdot \Delta t / \Delta x)$
$P_{1}, P_{2}$ - denote the extreme nodes of the region that is used to define the inteipolator (in local notation)
$\phi_{p}$ - are elementary shape functions which, together. define the interpolator
3.2. Analysis of consistency

For interpolators leading to algorithms of the general form of Equation 1, a sufficient condition for the unconditional consistency of the BMC is that the interpolation be exact at all nodes of the core element ([B7]). This trivial condition is, in concept. obeyed by all interpolators of Table 1. In the case of the 6P-PL2, however, round-off errors were introduced by [K1] in the evaluation of the interpolation coefficients. which makes the interpolator inconsistent; indeed, the truncation erro: becomes of the form

$$
\begin{equation*}
\epsilon=(3.7 \alpha-4.2) \cdot 10^{-4} c+\ldots \tag{4}
\end{equation*}
$$

and obviously does not vanish even if $\Delta x$. $\Delta t$ go to zero. The inconsistency is weak, and not of a fundamental nature: it can be rems.reit, by recalculation of the proper coefficients of the interpolator, if this is found to be otherwise attractive. The results shown in latter sections arec for the interpolator as proposed by [K1]. hence reflect (and are used to : ilustrate) the effect of inconsistency.

### 3.3. Analysis of stability

Unlike consistency, stability proves to be a major factor of distinction among interpolators. In [B7]. we provide the theoretical basis
for the analysis of stability of $B N C$ th interpolators of class $C_{0}$ (assuming uniform flows and grids). Quite conventionally, we define stability as the ability of the numerical method to propagate without amplification all Fourier components with wavelength above $2 \Delta x$; to assess this property we derived criteria that extend the conventional Von Newman criterion to quadratic core elements. These criteria account for the fact that interpolators with quadratic or higher order core elements internally generate energy rransfer between Fourier components, until an equilibrium is reached (which often requires several tens to a fei hundreds time steps). Only after this equilibrium is reach is the amplification factor per time-step time-independent.

Figure 3 shows amplification factors per time step, as a function of $\alpha^{-}$ and the dimensionless wavelength $L_{m} / \Delta x$, for the different interpolators of Table 1. For interpolators with linear core elements, these factors refer to any time step, while for quadratic core elemnts they refer to the equilibrium state (and were actually computed as the ratio between cumulative errors after 400 and 399 time steps). For the $4 \mathrm{P}-\mathrm{LI} 4$, the only of the considered interpolators that has a higher than quadratic (cubic) core element. the amplification factors shown correspond to the first time step.

Taking those figures as a reference, we find thit:

- For Lagrangian interpolators. With linear or quadratic core elements, the BMC is stable, regardless of the actual order of the
polynomial. By contrast, instability arises for cubic compact Lagrangian polynomials (we note that Figure 3 can only suggest the instability of the 4P-LI4, as it shows amplification factors in the first time step, rather than at a time where energy transfer between Fourier components has stopped: however, numerical experimentation confirms the instability).
- From the hybrid Hermitian-Lagrangian polynomials (Hl. PL), only the 4P-HL2 leads to stability. The instability associated with the other interpolators is however very weak, in the sense of amplication factors very close to unity. A significant difference among these interpolators is the size and the location of the zones of the $\alpha-L_{m} / \Delta x$ plane that induce amplification; those zones have a minimal extent (and concentrate in the smaller wavelengths) for the 8P-PL2, but affect most of the plane in the other cases. The round-of $\{$ errors in the calculation of the 6P-PL2, discussed in Section 4.2), are showing up strongly in the symmetry of the amplifying factors.
- The two interpolators based on natural splines lead also to instability, this being stronger than for HP and PL interpolators, in the sense that the ampification factors are larger (but still close ic unity).


### 3.4. Analysis of accuracy

### 3.4.1. Numerical damping and numerical dispersion

Numerical damping and numerical dispersion result, respectively. from the amplitude and celerity (or phase) errors in the propagation of individual Fourier components of the solution. No numerical acthod is able
to avoid both types of errors, and the balance between them is determinant for accuracy.

We note, to avoid common misinterpretation, that both amplitude and celerity errors can independently lead both to the reduction of peak concentrations, and to a wiggly behavior of the solution (resulting, in particular, in negative concentrations). However, amplitude errors are responsible for much more significant peak reductions, and the wiggles that they generate, unlike those due to celerity errors, are quickly damped and preserve symmetry.

Figure 4 both illustrates the above aspects and suggests that. typically, amplitude errors strongly dominate celerity errors in BMC solutions. for centered interpolators (i.e., where the core element is centered within the region that contributes to the definition of the interpolator); this is not necessarily so for non-centered interpolators. such as the 3P-LR2 used by [L1] (not considered in this study). for which celerity errors may become quite significant.

The general dominance of amplicude errors for centered interpolators is a result of the fact that the regions of the $\alpha-L_{m} / \Delta x$ plane that induce significant celerity errors typically overlap with those that have larger amplitade damping. Indeed, any wave that tends to travel at a speed significantly different frow the flow velocity will be quickly damped. contributing little to the numerical solution.

Because of this dominance, a meaningful comparison among the interpolators of Table 1 can be performod only on the basis of their
amplification factors, aiready displayed in Figure 3 (see [B5] for similar information on celerity errors). Rather conventionally, all interpolators tend to handle better larger than shorter wavelengths, and the difference among interpolators can be evaluated by examining how well they preserve the latter.

Such preservation is a function of both the amplification factors per time step, and of the number of time steps. $N$. This is illustrated in Figure 5, wh:cin display the actual amplifications of different interpolators after 10, 100, 1000 and 10000 time steps ( $\alpha=0.5$ ).

For alternative unstable interpolators, the effect of the instability may become significant after a very different number of time steps, as illustrated by the point in time where the amplification factors for short wavelenghts start blowing up in Figure 5 (note that this point depends, for each interpolator, on $\alpha$ ): spline interpolators are, in particular, seen to be of rather limited practical value. In the actual numerical solution of a given problem. the blow-up of amplification factors for individual Fourier components may or may not be of practical significance, depending on their magnitude relative to the dominant components, and on the range of $\alpha$ 's that, as a combination of the characteristics of the flow and of the grid, will most frequently be called upon in the interpolations

On the other extreme, after one thousand time steps, the linear Lagrangian interpolator significanly damps out even wavolengths fifty times
longer than $\Delta x$. The solution will look nicely smooth, but it will likely be urnaceptably diffused.

In general. the ability to handle short wavelengths fimproves as the order of the interpolator increases, inprovements being more drammatic for low-order interpolators: e.g., the differences between the malification factors for the 2P-LI2 and the 3P-LI3 are axich easier to be acceped as practically relevant than those betwen the amplification factors for the 6P-LR2 and the 8P-LR2.

It is particularly interesting to compare cubic interpolators of class $C_{0}$ (4P-LR2, 4P-HL2, 4P-SP2, 5P-HL3, 5P-SP3, 6P-PL2 and 8P-PL2), among themselves and with the cubic Herwite interpolator of class $C_{1}$. To assist on this comparison, we use as a reference the test problem of constant advection of a Gauss-hill, for which solutions are presented in Figure 6 . for a choice of interpolators.

We observe a clear overall best performance of the $C_{0}$ interpolators involving the largest number of nodes, with interpolators with five or more nodes actually outperforming the cubic Hermite interpolator of class $\mathrm{C}_{1}$. 2P-HI2. From the charts of amplification factors shown earlier, this outperformance is, however, recognized to be somewhet artificial and mostly uncontrolled, as it resulta fron the compensation of the darrping of some wavelengths by the amplification of others: for a different problem, or for the same problem at a latter time, the amplification offect may become dominant, and lead to poor accuracy and instability. This emphasizes the risks of the comparison of numerical methods based only on numerical experimentation, which, necessary as it may be, is unable to systematically
identify critical conditions, and may be misleading regarding general conciusions.

Also interesting is to compare interpolators based on the same number of nodes. We take the case of interpolators with five nodes ( $5 \mathrm{P}^{\mathrm{P}}$-LR3. 5P-HL3, and 5P-SP3). The amplifying factors for the 5P-LR3, which is a quartic interpolator, are significantly different from those of the cubic interpolators 5P-HL3 and 5P-SP3 essentially by the fact that deviations from unity lead allways to damping, rather than to amplification. This suggests a superior reliability of the 5P-LR3. egpecially for long-term calculations (and according to on-going research, to non-uniform grids), but may cost it a somewhat poorer performence for short-term calculations (e.g.. Figure 7). We note, however, that even in this case the 5P-LR3 has an accuracy comparable to that of the 2P-HI2.

### 3.4.2. Response to grid refinement

We recall from [B7] that $C_{0}$ interpolators lead to truncation errors of the form:

$$
\begin{equation*}
\epsilon=P(\alpha) \cdot \frac{\Delta x^{Q+1}}{\Delta t} \frac{\partial^{Q+1} c}{\partial x^{Q+1}}+\text { H.O.D. } \tag{5}
\end{equation*}
$$

where $Q$ denotes the effective order of the interpolator. i.e.. the degree of the highest degree function that the interpolator can exactly fit $(Q$ is at most equal to the actual order of the interpolator, $A$, being smaller whenever a lower order polynomial is involved in the definition of the interpolator-e.g., cases of the 6P-PL2 and the $4 P-H L 2) . ~ P(\alpha)$ is an
interpolator-dependent polynomial in $\alpha$, of degree $T_{T}=\max \{M, Q+1\}$ : if the Courant number is large, $\alpha$ and, hence. $P(\alpha)$, are essentially independent of Ax. $\Delta t$; if Courant number is below unity, though. $P(\alpha)$ is an explicit function of $\Delta x, \Delta t$. The consequence, in terms of the dependence of truncation errors on $\Delta t$ and $\Delta x$ can be examined. for selected interpolators, in Tables 4 and 5.

The effective order of the interpolator is seen to play a key role in accuracy. Indeed, from this expression, we observe that, given the relationship betreen moments and derivatives, the $Q^{\text {th }}$ moment of the concentration distribution is the highest moment that can a priori be expected to be exactly propagated by the BMC, regardless of $\Delta x$ (assuming that no aliasing is introduced). Also, the iargest expected rate of convergence of truncation errors to zero, is, for fixed $\Delta t$, characterized by $\Delta x^{Q+1}$, and occurs for large Couranr number (for small Courant numbers. $\alpha=u \cdot \Delta t / \Delta x$, and, therefore, the convergence rate should be reduced reduced).

These aspects are illustrated by considering again the problem of the constant advection of a Gauss-hill, which we solve with a 3P-L.13 interpolator $(Q=2)$; the time step and the number of time steps is kept fixed, but we let the grid spacing vary. Results are presented in Figure 8, in the form of error norms concerning global accuracy and preservation of moments up to the 3rd. We note that. while both the preservation of the third moment and the global accuracy atrongly depend on Ax (and global errors, as measured by the L2-error norm, do decrease, in the zone of larger Courant numbers, roughly as $\Delta x^{3}$ ), moments of up to order 2
(representing, respectively, mass, mean displacement and spreading) are preserved in an essentially exact way. Extrapolations to non-uniforin grids and/or flows should be considered with raution. On-going investigation tentatively shows that both the global accuracy and the preservation of individual moments are sensitive to non-uniformity-e.g. . Figure 9--but different interpolators and different types of non-uniformity affect accuracy differently [B5].

To contrast non-compact Lagrange interpolators with other types of noncompact interpolators, we take 5 -node interpolators as a reference to note that, while for the 5P-LR3 the information from outside the core element was used primarily to increase (relative to the 3P-LI3) the order of the interpolation to quartic, for the 5P-HL3 and 5P-SP3 that information was used in part to reduce $P(\alpha)$ and in art to increase the order of the interpolation to cubic. For an unspecified $\Delta x$, neither of the choices is necessary better; however, the 5P-LR3 is expected to become progessively more accurate than its counterparts as the Courant number increases, and as $\Delta x$ decreases.

## 4. FINAL OONSIDERATIONS

None of the $C_{0}$ interpolators considered in detail in the previous section can be recognized as optimal, in a general sense. However. given a specific problem (characterized in particular by the gradients of the concentration field--which may vary in time, especially if diffusion plays a significant role-and by the magnitude of the carrying flow). and a numerical grid (of ten constrained by availlable computational resources).
some interpolators or combination of interpolators, present important advantages over others, which this study may help recognize.

Among compact interpolators, the 3P-LI3 will of ten be the best option, as lower order interpolators (2P-LI2) introduce significant numerical damping, and higher order interpolators (e.g., 4P-LI4) are unstable. While the accuracy of the 3P-LI3 may be appropriate in most of the spacial domain of most problems of practical interest, concentrations in localized zones of steep gradients (e.g., vicinity of sources, edge of advancing fronts, etc) may result unnacceptably deformed.

In these zones, we may consider the use of a more accurate interpolator. The $\mathrm{C}_{1}$ cubic Hermite interpolator, 2P-HI2, is a legitimate option, but impacts the cost not only of the interpolation procedure, but. especially, that of the tracking and (when appropriate) of the solution of diffusion; furthermore, using the 2P-HI2 in only a localized region in space is unnatural, as concentration derivatives are, for this interpolator, handled as additional dependent variables.

By contrast, non-compact interpolators are natural and effective in providing local accuracy improvement. If, as we recounend and are assuming here, the 3P-LI3 is taken as the basic interpolator, non-compact interpolators sharing its quadratic core element are particularly convenient for implementational purposes: if the 2P-LI2 is taken as rhe reference, non-compact interpolators with linear core elements will be preferable.

Among non-compact interpolators, the 5P-LK3 presents a number of aovatages that may suggest it as a coherent first-choice: concepruai simplicity, minimal amount of required outside information, unconditional stability, and accuracy comparable to the $2 \mathrm{P}-\mathrm{HI2}$. A varlety of options do exist, though, and common-sense use of the accuracy information contained ir this paper may help making specific decisions for specific transport problems.

Extension of non-compact interpolators to multi-dimensional uniform grids poses no special problem; for instance, in 2-D, a double sweep technique, with $m$ interpolations being carried first in one direction, and one final interpolation being carried is the orthogonal direction, as been successfully used [H3,K1,B3-B5]. The extension to irregular grids. of any dimensionality, is more challenging: in addition to potential loss of accuracy (which is shared by compact interpolators. and by any Eulerian numerical method for solution of the transport equation), it involves, in different scales for different interpolatore, nome ambiguity in the definition of the interpolator, and risk of unnattractive costs. Preliminary results and concerptalization suggert [B5] that the relative attractiveness of the 5P-LR3 interpoietor recult strenghted, but further research and actual implementation and application of this and other interpolators in industival codes is deesed necessary so clarify the relevant issues.
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## Figure 1

Illustrative sketch for the Backwa.ds Method of Characteristics

Required steps:

1. Tracking of the characteristic lines. For each node $j$, a characteristic line is independently defined by the backwards (i.e.. between $n$ and $n-1$ ) solution of an ordinary difforential solution of the form $d x_{i} / d t=u_{i}$.
2. Interpolation at the feat of the characteristic lines. The concentration at the foot of each characteristic line (and, for pure advection, at any other point of the characteristic line, including node j at time n ) is found by interpolation from known information on neighboring nodes. at time n-1.



## Figurs 2 Dofinition of the core elements

Figure 3
Amplification factors per time step, as a function of the location, $\alpha$, of the foot of the characteristic line within the core element, and of the dimensionless wavelength
(a) 2P-LI2
(b) 3P-LI3
(c) 4P-LI4
(d) $4 \mathrm{P}-\mathrm{LR} 2$
(e) 5P-LR3
(f) 6P-LR2
(g) 8P-LR2
(h) 6P-PL2
(1) $8 \mathrm{P}-\mathrm{PL} 2$
(j) 4P-SP2
(k) 5P-SP3
(1) $4 \mathrm{P}-\mathrm{HL} 2$
(m) $5 \mathrm{P}-\mathrm{HL} 3$

Amplification factors per time step, for interpolators with quadratic core elements, where computed as the ratio between the cumulative amplificacion factors after 400 and 399 time steps.

## Legend

| Contour | Amplification facto: |
| :---: | :---: |
| 1 | 0.75 |
| 2 | 0.90 |
| 3 | 0.95 |
| 4 | 0.99 |
| 5 | 0.999 |
| 6 | 0.9399 |
| 7 | 1.0000 |
| 8 | 1.0001 |
| 9 | 1.0010 |
| 10 | 1.0025 |
| 11 | 1.0050 |
| 12 | 1.0100 |

Note: Irregilar behavior of contours near $L_{m} / \Delta x=4$, for interpolators based on quadratic core elements, reflects limitations of the contouring code to handle prevalling gradients
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Figure 1
Illustration of the releitive impcriance oi amp:itude and phase errors
(a) 2P-L.I2
(b) $3 P-1.13$
(c) $4 P-L R 2$
(d) 5P-LR3
(e) $6 P-L P ?$
(f) 8P-LR2
(g) 6P-PL义
(h) 8P-PLE
(i) 4P-SP2
(j) 5P-SP3
(k) $4 \mathrm{P}-\mathrm{HLL} 2$
(1) $5 \mathrm{P}-\mathrm{HL} 3$
(m) 7P-HL3

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{q}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow " \infty "
\end{aligned}
$$

Computational parameters: $\Delta t=192$

$$
\begin{aligned}
& \Delta \mathrm{x}=200 \\
& \mathrm{~N}=50 \\
& \mathbf{u}=0.5 \\
& \sigma=264
\end{aligned}
$$

Legend: i Exact solution
2 Numerical solution
3 Numerical solution, purged from phase errors
4 Numerical solution, purged from amplitude errors
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Figure 5
Amplification factors after $N$ time steps, as a function of the dimensionless wavelength ( $\alpha=0.5$ )
(a) 2P-LI2
(b) 3P-LI3
(c) 4P-LR2
(d) $5 P-L R 3$
(e) 6P-LR2
(f) $8 P-L R 2$
(g) 6P-PL2
(h) $8 \mathrm{P}-\mathrm{PL} 2$
(i) $4 \mathrm{P}-\mathrm{SP} 2$
(j) 5P-SP3
(k) $4 \mathrm{P}-\mathrm{HL} 2$
(1) $5 P-\mathrm{H} / \mathrm{L} 3$
(m) 7P-HL3

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow{ }^{\prime \prime}{ }^{\prime}
\end{aligned}
$$

Computational parameters: $\alpha=0.5$
N variable
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Figure 6
Comparison of the accuracy of alternative cubic interpolators

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow " \infty "
\end{aligned}
$$

Computational parameters: $\Delta t=96$

$$
\begin{aligned}
\Delta x & =200 \\
\mathrm{~N} & =100 \\
\mathbf{u} & =0.5 \\
\sigma & =264
\end{aligned}
$$

Legend: 1 Exact solution
2 2P-HI2 (reference $\mathrm{C}_{1}$ interpoleror)
3 4P-LR2
4 6P-PL2
5 8P-PL2
6 4P-SP2
7 5P-SP3
9 4P-HL2
10 5P-HL3



## Figure 7

Comparison of the accuracy of alternative interpolators requiring information from five nodes

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow "^{\prime \prime}
\end{aligned}
$$

Computational parameters: $\Delta t=96$

$$
\begin{aligned}
\Delta \mathrm{x} & =200 \\
\mathrm{~N} & =100 \\
\mathbf{u} & =0.5 \\
\sigma & =264
\end{aligned}
$$

Legend: 1 Exact solution
2 2P-HI2 (reference $\mathrm{C}_{1}$ interpolator)
3 5P-LR3
4 5P-SP3
5 5P-HL3


Figure 8
Dependence of accuracy on the grid refinement (3P-LI3 interpolator)
(a) 12 error norm
(b) Mass ratio
(c) 2nd-moment ratio
(d) 3rd-moment ratio

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow \infty^{\prime \prime}
\end{aligned}
$$

Computational parameters: $\Delta t=96$

$$
\Delta x=200
$$

$$
N=100
$$

$$
\mathbf{u}=0.5
$$

$$
\sigma=264
$$



## Figure 9

The effect of grid non-uniformity (3P-LI3 interpolator)
(a) L2 error norm
(b) 2nd-moment ratio

Reference problem: $\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=0$

$$
\begin{aligned}
& c(x, 0)=\exp \left\{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma^{2}}\right\} \\
& c(x, t) \rightarrow 0 \quad|x| \rightarrow "^{\prime \prime}
\end{aligned}
$$

Computational parameters: $\Delta t=96$

$$
\begin{aligned}
& \mathrm{N}=100 \\
& \mathbf{u}=0.5 \\
& \sigma=264
\end{aligned}
$$

Grid characteristics: - Uniform grid, $\Delta x=200$
+/* Step grid
$\Delta x_{j} \equiv x_{j}-x_{j-1}= \begin{cases}\Delta x_{1} & \text { if } j S J / 2 \\ s \Delta x_{1} & \text { otherwise }\end{cases}$
with $\left(\{1+s\} \Delta x_{1} \equiv 200\right)$
$(+s=5 \quad * s=2)$

- Alternate grid

$$
\Delta x_{j} \equiv x_{j}-x_{j-1}= \begin{cases}\Delta x_{1} & \text { if } j \text { even } \\ 2 \Delta x_{1} & \text { if } j \text { odd }\end{cases}
$$




# Table 1 <br> Definition of spatial interpolators 

2P-HI2
2P-LI2
3P-LI3
4P-LI4
4P-LR2
5P-LR3
6P-LR2
8P-LR2
6P-PL2
8P-PL2
4P-HL2
5P-HL3
7P-HL3
4P-SP2
5P-SP3

| Scheme | Reference sketch | Definition | Q, M | Couments |
| :---: | :---: | :---: | :---: | :---: |
| 2P-HI2 |  | $\begin{aligned} & f(\alpha)=\sum_{p=0}^{1} \phi_{p}(\alpha) \cdot f_{p}+\left.\psi_{p}(\alpha) \cdot \frac{d f}{d \alpha}\right\|_{p} \\ & \phi_{0}(\alpha)=\frac{1}{4}\left(\alpha^{3}-3 \alpha+2\right) \\ & \phi_{1}(\alpha)=\frac{1}{4}\left(-a^{3}+3 \alpha+2\right) \\ & \psi_{0}(\alpha)=\frac{1}{4}\left(\alpha^{3}-\alpha^{2}-\alpha+1\right) \\ & \psi_{1}(\alpha)=\frac{1}{4}\left(\alpha^{3}+\alpha^{2}-\alpha-1\right) \end{aligned}$ | 3,3 | Oubic Hermite interpolator <br> Compact. class $C_{1}$ <br> Reference: [ $\mathrm{H} 1-\mathrm{H} 2$ ] |
| 2P-LI2 |  | $\begin{aligned} & f(\alpha)=\sum_{p=0}^{1} \phi_{p}(\alpha) \cdot f_{p} \\ & f_{0}(\alpha)=1-\alpha \\ & f_{1}(\alpha)=\alpha \end{aligned}$ | 1,1 | Linear Lagrange interpolator <br> Compact. class $\mathrm{C}_{0}$ |
| 3P-L13 |  | $\begin{aligned} f(\alpha) & =\sum_{p=-1}^{1} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{1}(\alpha) & =\frac{1}{2}\left(\alpha^{2}-\alpha\right) \\ \phi_{0}(\alpha) & =1-\alpha^{2} \\ \phi_{1}(\alpha) & =\frac{1}{2}\left(\alpha^{2}+\alpha\right) \end{aligned}$ | 2,2 | Quadratic Lagrange interpolator <br> Compact. class $C_{0}$ <br> Reference: [B2.B9] |
| 4P-L.I4 |  |  | 3,3 | Cubic Lagrange interpolator Compact. cleas $C_{0}$ |


| Scheme | Reference sketch | Definition | Q,M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 4P-LR2 |  | $\begin{aligned} f(\alpha) & =\sum_{p=1}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-1}(c) & =-\frac{1}{6}\left(\alpha^{3}-3 \alpha^{2}+2 \alpha\right) \\ \phi_{0}(\alpha) & =\frac{1}{6}\left(3 \alpha^{3}-6 \alpha^{2}-3 a+6\right) \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(3 \alpha^{3}-3 \alpha^{2}-6 \alpha\right) \\ \phi_{2}(\alpha) & =\frac{1}{6}\left(\alpha^{3}-\alpha\right) \end{aligned}$ | 3,3 |  |
| 5P-LR3 |  | $\begin{aligned} f(\alpha) & =\sum_{p=-2}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-2}(\alpha) & =\frac{1}{24}\left(\alpha^{4}-2 \alpha^{3}-\alpha^{2}+2 \alpha\right) \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(\alpha^{4}-\alpha^{3}-4 \alpha^{2}+4 \alpha\right) \\ \phi_{0}(\alpha) & =\frac{1}{4}\left(\alpha^{4}-5 \alpha^{2}+4\right) \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(\alpha^{4}+\alpha^{3}-4 \alpha^{2}-4 \alpha\right) \\ \phi_{2}(\alpha) & =\frac{1}{24}\left(\alpha^{4}+2 \alpha^{3}-\alpha^{2}-2 \alpha\right) \end{aligned}$ | 4,4 |  |


| Scheme | Reference sketch | Definition | Q,M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 6P-LR2 |  | $\begin{aligned} f(\alpha) & =\sum_{p=-2}^{3} p_{p}(\alpha) \cdot f_{p} \\ \phi_{-2}(\alpha) & =-\frac{1}{120} \alpha\left(\alpha^{2}-1\right)(\alpha-2)(\alpha-3) \\ \phi_{-1}(\alpha) & =\frac{1}{24} \alpha(\alpha-1)\left(\alpha^{2}-4\right)(\alpha-3) \\ \phi_{0}(\alpha) & =-\frac{1}{12}\left(\alpha^{2}-1\right)\left(\alpha^{2}-4\right)(\alpha-3) \\ \phi_{1}(\alpha) & =\frac{1}{12 \alpha(\alpha+1)\left(\alpha^{2}-4\right)(\alpha-3)} \\ \phi_{2}(\alpha) & =-\frac{1}{24} \alpha\left(\alpha^{2}-1\right)(\alpha+2)(\alpha-3) \\ \phi_{3}(\alpha) & =\frac{1}{120 \alpha\left(\alpha^{2}-1\right)\left(\alpha^{2}-4\right)} \end{aligned}$ | 5,5 |  |
| BP-LR2 |  |  | 7,7 |  |


| Scheme | Reference sketch | Definition | Q,M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 6P-PL2 |  | $\begin{aligned} f(\alpha) & =\sum_{p-2}^{3} \phi_{p}(\alpha) \cdot \xi_{p} \\ \phi_{-2}(\alpha) & =0.01806 \alpha^{2}-0.09245 a^{2}+0.07439 \alpha \\ \phi_{-1}(\alpha) & =-0.2570 a^{3}+0.8236 \alpha^{2}-0.5667 \alpha \\ \phi_{0}(\alpha) & =0.6806 \alpha^{3}-1.394 a^{2}-0.2869 \alpha+1 \\ \phi_{0}(\alpha) & =-0.6806 a^{2}+0.6480 \alpha^{2}+1.033 a \\ \phi_{2}(\alpha) & =0.2570 \alpha^{2}+0.0527 a^{2}-0.3097 \alpha \\ \phi_{0}(\alpha) & =-0.01806 \alpha^{3}-0.03888 a^{2}+0.05633 \alpha \end{aligned}$ | 1,3 | Interpolator based on the average of two pseudo-Hermite polynomials. defined over the core element with the assistance of a fictive middle point. <br> Derivatives at the corner nodes are estimated by weighted average of concentrations at 6 nodes. <br> Non-compact. class $\mathrm{C}_{0}$ ) <br> Reference: [K1-K2] |
| 8P-PL2 |  | $\begin{aligned} f(\alpha) & =\sum_{p=-3}^{4} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-5}(\alpha) & =\phi_{4}(\alpha)=\frac{1}{66} \alpha^{2}-\frac{1}{66} \alpha \\ \phi_{-2}(\alpha) & =\frac{1}{54} \alpha^{3}-\frac{115}{792} \alpha^{2}+\frac{301}{2376} \alpha \\ \phi_{-1}(\alpha) & =-\frac{7}{27} \alpha^{3}+\frac{713}{792} \alpha^{2}-\frac{1523}{2376} \alpha \\ \phi_{0}(\alpha) & =\frac{37}{54} \alpha^{3}-\frac{569}{396} \alpha^{2}-\frac{295}{1188} \alpha+1 \\ \phi_{1}(\alpha) & =-\frac{37}{54} \alpha^{3}+\frac{245}{396} \alpha^{2}+\frac{1267}{1188} \alpha \\ \phi_{2}(\alpha) & =\frac{7}{27} \alpha^{3}+\frac{97}{792} \alpha^{2}-\frac{907}{2376} \alpha \\ \phi_{5}(\alpha) & =-\frac{1}{54} \alpha^{3}-\frac{71}{792} \alpha^{2}+\frac{257}{2376} \alpha \end{aligned}$ | 3,3 | Interpolator besed on the average of two pseudo-Hermite polynomials. defined over the core element with the assistance of a fictive middle point. <br> Derivatives at the corner nodes a:e estimated by weighted average of concentrations at 8 nodes. <br> Non-compact. class $\mathrm{C}_{0}$ <br> Reference: [ HE ] |
| 4P-HL2 |  | $\begin{aligned} f(\alpha) & =\sum_{p-1}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-1}(\alpha) & =\frac{1}{4}\left(\alpha^{2}-\alpha\right) \\ \phi_{0}(\alpha) & =\frac{1}{4}\left(\alpha^{2}+3 \alpha-4\right) \\ \phi_{1}(\alpha) & =\frac{1}{4}\left(\alpha^{2}-5 \alpha\right) \\ \phi_{2}(\alpha) & =\frac{1}{4}\left(\alpha^{2}-\alpha\right) \end{aligned}$ | 2,3 | Interpolator based on a cubic Hermite polynomial. defined over the core element. and which derivativea at the corner nodes are estimated from concentrations at 4 nodes <br> Non-compect. cless $\mathrm{C}_{0}$ |


| Scheme | Reference sketch | Definition | Q, M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 5P-HL3 |  | $\begin{aligned} f(\alpha) & =\sum_{p-2}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-2}(\alpha) & =-\frac{1}{12} \alpha\left(\alpha^{2}-1\right) \\ \phi_{-1}(\alpha) & =\frac{1}{6}\left(\alpha^{3}+3 a^{2}-4 \alpha\right) \\ \phi_{0}(\alpha) & =1-a^{2} \\ \phi_{1}(\alpha) & =-\frac{1}{6}\left(\alpha^{3}-3 a^{2}-4 \alpha\right) \\ \phi_{2}(\alpha) & =\frac{1}{12^{\alpha}\left(\alpha^{2}-1\right)} \end{aligned}$ | 3,3 | Interpolator based on a cubic Heraite polynomial. defined over the core element. and which derivatives at the corner nodes are estimated from concentrations at 5 nodes. <br> Non-compact, class $\mathrm{C}_{0}$ |
| 7P-HL3 |  | $\begin{aligned} & f(\alpha)=\sum_{p-3}^{3} \phi_{p}(\alpha) \cdot f_{p} \\ & \phi_{-3}(\alpha)=\frac{T-1}{8}\left(\alpha^{3}-\alpha^{2}-\alpha+1\right) \\ & \phi_{-2}(\alpha)=\frac{T-1}{2}\left(\alpha^{2}-\alpha^{2}-\alpha+1\right) \\ & \phi_{-1}(\alpha)=\frac{1}{8}\left\{5(1-\tau) \alpha^{2}+(7 \tau-3) \alpha^{2}+(5 T-9) \alpha+7(1-\tau)\right\} \\ & \phi_{0}(\alpha)=T\left(1-\alpha^{2}\right) \\ & \phi_{1}(\alpha)=\frac{1}{8}\left\{5(\tau-1) \alpha^{3}+(7 \tau-3) c^{2}+(9-5 \tau) \alpha+7(1-\tau)\right\} \\ & \phi_{2}(\alpha)=\frac{T-1}{2}\left(\alpha^{3}+\alpha^{2}-\alpha-1\right) \\ & \phi_{2}(\alpha)=\frac{1-\tau}{8}\left(a^{3}+\alpha^{2}-\alpha-1\right) \end{aligned}$ | 2,3 | Interpolator based on a cubic Hermite polynomial. defined over the core element. and which derivatives at the corner nodes are estimated from concentrations at 7 nodes <br> Non-compact. class $C_{0}$ |


| Scheme | Reference sketch | Definition | Q, M | Comments |
| :---: | :---: | :---: | :---: | :---: |
| 4P-SP2 | $\leftarrow-\frac{4}{4} \quad 3 \quad 2 \begin{array}{llll}  \\ \leftarrow & 1 & 1 & 1 \end{array}$ | $\begin{aligned} f(\alpha) & =\sum_{p-1}^{2} \phi_{p}(\alpha) \cdot f_{p} \\ \phi_{-1}(\alpha) & =-\frac{1}{15}\left(5 \alpha^{3}-12 \alpha^{2}+7 \alpha\right) \\ \phi_{0}(\alpha) & =\frac{1}{15}\left(15 \alpha^{2}-27 \alpha^{2}-3 \alpha+15\right) \\ \phi_{1}(\alpha) & =-\frac{1}{15}\left(15 \alpha^{2}-18 \alpha^{2}-12 \alpha\right) \\ \phi_{2}(\alpha) & =\frac{1}{15}\left(5 \alpha^{2}-3 \alpha^{2}-2 \alpha\right) \end{aligned}$ | 3,3 | Interpolator besed on locally definod natural splines, valid within the core element but built from concentrations at 4 nodes. Second derivatives are forced to be zoro at -1 and 2 <br> Non-compact, class $\mathrm{C}_{0}$ |
| 5P-SP3 |  |  | 3,3 | Interpolator based en locally defined natural splines, valid within the core element but built from concentrations at 5 nodes. Second derivatives are forcod to be zoro at -2 and 2 <br> Kan-compact. class $\mathrm{C}_{0}$ |

Table 2
Illustration of the Generation Procedure for Hybrid Interpolators
Based on the Estimation of Derivatives of a Core Cubic Hermite Polynomial
(a) $4 \mathrm{P}-\mathrm{HL} 2$
(b) 5P-HL3
(c) $7 \mathrm{P}-\mathrm{HL}_{3}$

Basic Hermite polynomial
$c_{j}^{n+1}=r_{0}(\alpha) c_{j-k}^{n}+r_{1}(\alpha) c_{j-k-1}^{n}+\left.s_{0}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k}+\left.s_{1}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}$
with
$r_{0}(\alpha)=2 \alpha^{3}-3 \alpha^{2}+1$
$r_{1}(\alpha)=-2 \alpha^{3}+3 \alpha^{2}$
$s_{0}(\alpha)=\alpha^{3}-2 \alpha^{2}+\alpha$
$s_{1}(\alpha)=\alpha^{3}-\alpha^{2}$

## Estimation of derivatives

$\left.\frac{\overline{\mathrm{d}}}{\mathrm{d} \alpha}\right|_{j-k} ^{n}=\frac{1}{2}\left\{\left.\frac{d P_{1}(\alpha)}{\mathrm{d} \alpha}\right|_{\alpha=0}+\left.\frac{d P_{2}(\alpha)}{\mathrm{d} \alpha}\right|_{\alpha=0}\right\}$
$\left.\frac{\overline{d c}}{\mathrm{~d} \alpha}\right|_{j-k-1} ^{n}=\frac{1}{2}\left\{\left.\frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=1}+\left.\frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=1}\right\}$
where
$P_{1}(\alpha)=\frac{1}{2}\left(\alpha^{2}+\alpha\right) c_{j-k-1}^{n}+\left(1-\alpha^{2}\right) c_{j-k}^{n}+\frac{1}{2}\left(\alpha^{2}-\alpha\right) c_{j-k+1}^{n}$
$P_{2}(\alpha)=\frac{1}{2} \alpha(\alpha-1) c_{j-k-2}^{n}-\alpha(\alpha-2) c_{j-k-1}^{n}+\frac{1}{2}(\alpha-1)(\alpha-2) c_{j-k}^{n}$

## 5P-HL3

## Basic Hermite polynomial

$c_{j}^{n+1}=r_{-1}(\alpha) c_{j-k+1}^{n}+r_{1}(\alpha) c_{j-k-1}^{n}+\left.s_{-1}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}+\left.s_{1}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}$
with
$r_{-1}(\alpha)=0.25\left(\alpha^{3}-3 \alpha+2\right)$
$r_{1}(\alpha)=0.25\left(-\alpha^{3}+3 \alpha+2\right)$
$s_{-1}(\alpha)=0.25\left(\alpha^{3}-\alpha^{2}-\alpha+1\right)$
$s_{1}(\alpha)=0.25\left(\alpha^{3}+\alpha^{2}-\alpha-1\right)$

## Estimation of derivatives

$\left.\frac{\overline{d c}}{\mathrm{~d} \alpha}\right|_{j-k+1} ^{n}=\frac{1}{2}\left\{\left.\frac{d P_{1}(\alpha)}{d \alpha}\right|_{\alpha=-1}+\left.\frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=-1}\right\}$
$\left.\frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}=\frac{1}{2}\left\{\left.\frac{d P_{1}(\alpha)}{d \alpha}\right|_{\alpha=1}+\left.\frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=1}\right\}$
where

$$
\begin{aligned}
P_{1}(\alpha)= & -\frac{1}{6}\left(\alpha^{3}-3 \alpha^{2}+2 \alpha\right) c_{j-k+1}+\frac{1}{2}\left(\alpha^{3}-2 \alpha^{2}-\alpha+2\right) c_{j-k}- \\
& -\frac{1}{2}\left(\alpha^{3}-\alpha^{2}-2 \alpha\right) c_{j-k-1}+\frac{1}{6}\left(\alpha^{3}-\alpha\right) c_{j-k-2} \\
P_{2}(\alpha)= & -\frac{1}{6}\left(\alpha^{3}-\alpha\right) c_{j-k+2}+\frac{1}{2}\left(\alpha^{3}+\alpha^{2}-2 \alpha\right) c_{j-k+1}+ \\
& +\frac{1}{2}\left(-\alpha^{3}-2 \alpha^{2}+\alpha+2\right) c_{j-k}+\frac{1}{6}\left(\alpha^{3}+3 \alpha^{2}+2 \alpha\right) c_{j-k-1}
\end{aligned}
$$

Basic Hermite polynomial
$c_{j}^{n+1}=r_{-1}(\alpha) c_{j-k+1}^{n}+r_{1}(\alpha) c_{j-k-1}^{n}+\left.s_{-1}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k+1} ^{n}+\left.s_{1}(\alpha) \frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}$
with
$r_{1}(\alpha)=0.25\left(\alpha^{3}-3 \alpha+2\right)$
$r_{2}(\alpha)=0.25\left(-\alpha^{3}+3 \alpha+2\right)$
$s_{1}(\alpha)=0.25\left(\alpha^{3}-\alpha^{2}-\alpha+1\right)$
$s_{2}(\alpha)=0.25\left(\alpha^{3}+\alpha^{2}-\alpha-1\right)$

## Estimation of derivatives

$\left.\frac{\overline{d c}}{d \alpha}\right|_{j-k+1} ^{n}=\left.\tau \frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=-1}+\left.(1-\tau) \frac{d P_{1}(\alpha)}{d \alpha}\right|_{\alpha=-1}$
$\left.\frac{\overline{d c}}{d \alpha}\right|_{j-k-1} ^{n}=\left.\tau \frac{d P_{2}(\alpha)}{d \alpha}\right|_{\alpha=1}+\left.(1-\tau) \frac{d P_{1}(\alpha)}{d \alpha}\right|_{\alpha=1}$
where

$$
\begin{aligned}
& P_{1}(\alpha)=\frac{(\alpha+2)(\alpha+1)}{2} c_{j-k+3}-(\alpha+3)(\alpha+1) c_{j-k+2}+\frac{(\alpha+3)(\alpha+2)}{2} c_{j-k+1} \\
& P_{2}(\alpha)=\frac{\alpha(\alpha-1)}{2} c_{j-k+1}-(\alpha+1)(\alpha-1) c_{j-k}+\frac{\alpha(\alpha+1)}{2} c_{j-k-1} \\
& P_{3}(\alpha)=\frac{(\alpha-2)(\alpha-3)}{2} c_{j-k-1}-(\alpha-1)(\alpha-3) c_{j-k-2}+\frac{(\alpha-1)(\alpha-2)}{2} c_{j-k-3}
\end{aligned}
$$

## Table 5

Truncation Errors for Alternative Interpolation Schemes $(\alpha=\beta=u \Delta t / \Delta x)$

Scheme
Truncation error
2P-LI2 $\frac{u}{2}(\Delta x-u \Delta t) \frac{\partial^{2} c}{\partial x^{2}}+$ higher order derivatives (HOD)
3P-LI3 $\quad \frac{u}{6}\left(u^{2} \Delta t^{2}-\Delta x^{2}\right) \frac{\partial^{3} c}{\partial x^{3}}+H O D$
4 P-LI4 $-\frac{3}{128}\left(9 u^{4} \Delta t^{3}+10 u^{2} \Delta t \Delta x^{2}-\frac{\Delta x^{4}}{\Delta t}\right) \frac{\partial^{4} c}{\partial x^{4}}+$ HOD
$4 P-L R 2 \quad \frac{u}{24}\left(u^{3} \Delta t^{3}-2 u^{2} \Delta t^{2}-u \Delta t \Delta x^{2}+2 \Delta x^{3}\right) \frac{\partial^{4} c}{\partial x^{4}}+H O D$
$5 P-L R 3-\frac{u}{120}\left(u^{4} \Delta t^{4}-5 u^{2} \Delta t^{2} \Delta x^{2}-4 \Delta x^{4}\right) \frac{\partial^{5} c}{\partial x^{5}}+$ HOD
6P-LR2 $\quad(\ldots) \frac{\partial^{b} c}{\partial x^{s}}+$ HOD
8P-LR2 (...) $\frac{\partial^{8} c}{\partial x^{8}}+$ HOD
$2 P-H I 2 \quad-\frac{u}{24}\left(u^{2} \Delta t^{3}-2 u \Delta t^{2} \Delta x+\Delta t \Delta x^{2}\right) \frac{\partial^{4} c}{\partial x^{4}}+H O D$
4P-HL $2 \quad \frac{u}{12}\left(2 u^{2} \Delta t^{2}-3 u \Delta t \Delta x+\Delta x^{2}\right) \frac{\partial^{3} c}{\partial x^{3}}+H O D$
5P-HL3 $-\frac{u}{24}\left(u^{2} \Delta t^{3}+\Delta x^{2}\right) \frac{\partial^{4} c}{\partial x^{4}}+H O D$
7P-HL3 $\quad \frac{u}{6}\left(u^{2} \Delta t^{2}-\Delta x^{2}\right) \frac{\Delta^{3} c}{\partial x^{3}}+H O D$
6P-PL2 (...)c+(..) $\frac{\partial c}{\partial x}+(\ldots) \frac{\partial^{2} c}{\partial x^{2}}+$ HOD
$8 P-P L 2 \quad-\frac{u}{24}\left(u^{2} \Delta t^{3}-2 u \Delta t^{2} \Delta x+\Delta t \Delta x^{3}\right) \frac{\partial^{4} c}{\partial x^{4}}+H O D$

Table 4
Truncation Errors for Alternacive Interpolation Schemes (general case)

Scheme
Truncation error

2P-LI2
$\alpha(1-\alpha) \frac{\Delta x^{2}}{2 \Delta t} \frac{\partial^{2} c}{\partial x^{2}}+$ higher order derivatives (HOD)
3P-LI3

$$
\alpha\left(\alpha^{2}-1\right) \frac{\Delta x^{3}}{6 \Delta t} \frac{\partial^{3} c}{\partial x^{3}}+H O D
$$

4P-LI4 $\quad-\frac{3}{128}\left(9 \alpha^{4}+10 \alpha^{2}-1\right) \frac{\Delta x^{4}}{\Delta t} \frac{\partial^{4} c}{\partial x^{4}}+H O D$

4P-LR2
$\alpha(\alpha-2)\left(\alpha^{2}+1\right) \frac{\Delta x^{4}}{24 \Delta t} \frac{\partial^{4} c}{\partial x^{4}}+H O D$
5P-LR3
$-\alpha\left(\alpha^{2}-1\right)\left(\alpha^{2}-4\right) \frac{\Delta x^{6}}{120 \Delta t} \frac{\partial^{5} c}{\partial x^{5}}+$ HOD

6P-LR2

$$
(\ldots) \frac{\Delta x^{6}}{\Delta t}-\frac{\partial^{6} c}{\partial x^{\sigma}}+H O D
$$

8P-LR2
(...) $\frac{\Delta \mathrm{x}^{\mathbf{8}}}{\Delta \mathrm{t}} \frac{\partial^{\mathbf{a}} \mathrm{c}}{\partial \mathrm{x}^{8}}+\mathrm{HOD}$

2P-HI2

$$
\left(\alpha^{2}-\alpha\right)^{2} \frac{A x^{4}}{24 \Delta t} \frac{\partial^{4} c}{\partial x^{4}}+H O D
$$

$4 \mathrm{P}-\mathrm{HL} 2 \quad-\alpha(\alpha-1)(2 \alpha-1) \frac{\Delta x^{3}}{12 \Delta t} \frac{\partial^{3} c}{\partial x^{3}}+H O D$
5P-HL3 $\quad-\alpha^{2}\left(\alpha^{2}+1\right) \frac{\Delta x^{4}}{24 \Delta t} \frac{\partial^{4} c}{\partial x^{4}}+H O D$

7P-HL3

$$
-\alpha\left(1-\alpha^{2}\right) \frac{\Delta x^{3}}{6 \Delta t} \frac{\Delta^{3} c}{\partial x^{3}}+H O D
$$

$$
(3.7 \alpha-4.2) \alpha \cdot 10^{-4} c+\frac{\Delta x}{\Delta t}\left[\alpha^{2}+(3.7 \mathrm{~K}+3.5) \alpha+(0.94 .2 \mathrm{~K})\right] \alpha \cdot 10^{-4} \frac{\partial \mathrm{c}}{\partial \mathrm{x}}+
$$

6P-PL2

$$
\begin{aligned}
& +\frac{\Delta x^{2}}{2 \Delta t}\left[\alpha^{2}(2 K-1443.8)+\alpha\left(3.7 K^{2}+7 K+320.1\right)+\left(-4.2 K^{2}+18 K-314.3\right)\right] \alpha \cdot 10^{-4} . \\
& \frac{\partial^{2} c}{\partial x^{2}}+H O D \\
& \left(\alpha^{2}-\alpha\right)^{2} \frac{\Delta x^{4}}{24 \Delta t} \frac{\partial^{4} c}{\partial x^{4}}+\text { HOD }
\end{aligned}
$$

8P-PL2
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1. INTRODUCTION

The numerical solution of the transport equation, describing the fate of a passive scalar in a moving fluid, has been the object of intense research for the past few decades. A review of available solution meihods [B2, B5] suggests that they fit into three major categories: Eulerian (EM), Lagrangian (LM) and Eulerian-Lagrangian (ELM). EM, which historically were the first to be introduced and are still very popular, have strong shortcomings in the analysis of transport problems where advection has a significant role vis a vis dispersion (the case for most natural flows) and where sharp gradients in the flow direction can not be resolved with a reasonable grid size (often the case for pollutant transport near sources or fronts). In turn, LM, which perform extremely well for pure advective transport, run into practical difficulties whenever dispersion has also to be solved, and have hardly been used in the context of realistic problems. ELM combine the best aspects of $E M$ and $L M$, having the potential to provide accurate solutions for the range of advection-dominated io dispersiondominated transport problems.

Several research groups have, in the past few years, attempted to explore the potential of TL': (e.g., Holly and co-workers [H2-H4, K1-K2], Benque, Hauguel and co-workers [B10]. Newman and co-workers [N1-N3], and Baptista and co-workers [A1, B1-B5, K3]: other relevant works in the subject include [B1]. [C2]. [G1]. [H1]. [L1] and [V1]). Because ELM are relatively new, and lack tradition, the emphasis of most of the research has been on developing solution strategies, observing the resulting errors (mostly through numerical experimentation), identifying possible causes of
error, and suggesting a fix-up.

This trial-and-error procedure has generated a choice of specific ELM. and has pin-pointed some of their potentials and limitations; however, the "broad picture" is still missing, phile it is already clear that the ability to recognize and explore such picture is, in ELM even more than in other methcds, fundamental for efficiency and accuracy.

In particular, given their very "physical" approach to the solution of the transport equation, and the inherent deccupling of the full problem in fundamentally different steps (tracking of characteristic lines. interpolation to find the initial conditions associated to each these lines, and solution of dispersion plus internal sources and sinks along these lines), ELM have great flexibility in combining, both in time and in space, different procedures to solve specific tasks; an exampie of this flexibility is the choice of the interpolator to find the concentrations at the feet of the characteristic lines, which may vary in space (in such a way to replace or complement locai grid refinement), or in time (e.g., to accomodate changes in the characteristic gradients of concentration in the flow direction). Also, due to the use of the BHC for the solution of the advection equation. ELM can handle accurately a much broader range of time step/space step ratios than conventional EM, and, indeed, the increase of the time step may (depending or the relative role of dispersion, mean advection, and differential advection) lead to improved accuracy.

In this study, we seek basic insight on the dependences and constraints of ELM accuracy, so as to provide modellers with a reliable conceptual framework for their decisions on computational strategy. The
analysis is based on the derivation and examination of the truncation errors of a $1-D$ algorithm that is flexible to accomodate different choices for time-discretization and for spatial interpolation at the feet of the characteristic lines.

## 2. BRIEF REVIEW OF OONCEPTS AND SPECIFIC IMPLEMENTATIONS OR ELM

The conceptual approach behind most ELM is illustrated in Figure 1 . for 1-D (actual implementations of the procedure have been used also in 2-D, and could be extended to 3-D). The concentrations at the nodes of the computational grid are found, at time $n$, through a three-step procedure:

- Definition of characteristic lines that start at each grid node. j. at time $n$, and follow the flow backwards until time $n-1$ or a boundary is reached.
- Calculation. by interpolation from known nodal concentration values at time $n-1$ (or at boundaries), of the concentration at the feet, $\xi$, of the characteristic lines; these concentrations would correspond to the concentrations at time $n$. if advection was the only transport mechanism. More importantly, they are also the correct initial conditions for the transport problem, written in Lagrangian coordinates between times $n-1$ and n.
- Solution of the transport equation in the coordinate system defined by all characteristic lines, taking as initial conditions the concentrations at the feet of these lines.

To implement this procedure. ELM typically aplit the transporic
equation, written either in its differential form (e.g.. [N1-N3]) or, more commonly, in its time-discretized form, into two sub-equations (advection and dispersion). Advection is most of ten solved by the the Backwards Method of Characteristics BMC (which implements the tho first step: it the previously described procedure), using a choice of interpolators, reviewed in detail by [B7]: a Forward Method of Characteristics was alternatively used by [B10], but, to our knowledge, does not present any specific advantage, and may lead to practical problems linked to the uncontrolled deformation of the grid. Dispersion is typically solved by combining a finite-difference (e.g. [H2-H4], [K1-K2], [L1], [G1], [B10]) or finiteelement (e.g. [B2], [B9], [H1]) discretization in space with an Euler implicit or a Crank-Nicholson--defined along the characteristic lines-discretization in time (e.g.. [B2] and [H3]. respectively. Virtually all methods have been used in connection with some local forward tracking procedure, to handle gradients that the basic ELM can not handle (e.g., near sources [H4, K1] or fronts [N1]). Physical. chomical. or biological transport processes (source/sink terms), if present. can be treated within the dispersion step, or as a separate, fourth step.

## 3. REFERENCE ALGORITHM

The EIM taken for reference in this study follows closely the conceptual procedure described in the previous section, being flexible to accomodate two alternative interpolators and two alternative timediscretization schemes. The governing equation is assumed to be of the form

$$
\begin{equation*}
\frac{D c}{D t}=\frac{\partial c}{\partial t}+u(x, t) \frac{\partial c}{\partial x}=L \tag{1}
\end{equation*}
$$

where $L$ represents the dispersion operator, of the form $D \cdot \partial^{a} c / \partial x^{2}$. The description of the techniques selected to perform each of the steps of the solution follows (a $1-\mathrm{D}$ uniform grid is assumed, as in Figure 1).

## Tracking of the characteristic lines

The tracking of the characteristic lines, within each global time ster $\Delta t$, is performed by the backwards (i.e., from $n+1$ to $n$ ) solution, for eacn node of the grid, of the ordinary differential equation

$$
\begin{equation*}
\frac{d x}{d t}=-u(x, t) \tag{2}
\end{equation*}
$$

with initial condition $x=x_{j}$. The algorithm is a $2^{\text {nd }}$ order Runge-Kutta scheme, with time step $\delta t$ < $\Delta t$; once $\mathcal{F}$. at time $n$. is reached, Equation (2) is solved in reverse direction, so to find the position of the starting point, i.e., of node $j$ at $t i m e n+1$; let us denote the result by $x_{j}$... If $x_{j}-x_{j}$. is larger than a uaer-imposed tolerance, the time-step is adjusted by trial and error until the closure error becomea acceptabie.

Interpoiation of concentrations at the feet of the charscteristic

## lines

To find the concentration at the feet of the characteristic lines, we use either a compact quadratic or a non-compact quartic Lagrange interpolator, both of which were studied in detail by [B7]. Their definition is presented in Figure 2.

## Solution of dispersion

(A) Time-discretization

The discretization in time of the transport equation, written in Lagrange coordinaies, takes the general form

$$
\begin{equation*}
\frac{c^{n+1}-c^{\xi}}{\Delta t}=A \cdot L^{n+1}+B \cdot L^{\xi} \tag{3}
\end{equation*}
$$

where A and B are chosen alternatively as

$$
\begin{array}{ll}
A=1, B=0 & \text { Euler implicit } \\
A=0.5, B=0.5 & \text { Crank-Nicholson }
\end{array}
$$

The space discretization of the dispersion operator resorts to centered differences, e.g.,

$$
\begin{equation*}
L^{n+1} \simeq \frac{D}{\Delta x^{2}}\left(c_{j+1}^{n+1}-2 c_{j}^{n+1}+c_{j-1}^{n+1}\right) \tag{4}
\end{equation*}
$$

## 4. TRUNCATION ERRORS

Each of the steps of the procedure described in the previous section may, and, in general, will. introduce numerical errors. However, errors in the tracking of the characteristic lines have rather unique properties, as a consequence of the fact that this step of the procedure is independent of the actual concentration fieid; in particular. errors can be kept below some pre-imposed threshold (definod in the fors of maximum acceptable
distance between $f$ and $j^{\prime}$ ) by reducing the tracking timentep, $\delta t$, without affecting the global time-step of the solution, $\Delta t$.

For the rest of this work, we will assune that the tolerance criterion is set restrictive enough for tracking to be "exact." or, more precisely. to have errors that are negligible when coupared to errors in the other steps. We note that this is not so much an approximation to allow for formal error analysis: rather, it should (although apparently is not--e.g.. [H4], [B10]) be clear that this is a necessary condition to give reliability to the all procedure: if the characteristic lines are poorly tracked, none of the steps that follow can be expected to provide any consistent correction--Figure 2.

To understand the nature of the errors in the remaining steps of the numerical procedure, it is useful to examine the truncation errors of the numerical algorithm. These were derived in Appendix $A$, and can be expressed as

where

```
\(\epsilon_{\text {int }}-1 s\) the error in the interpolation of concentrations at the feet
        of characteristic lines
    \(\epsilon_{\text {dif }}^{\text {sd }}-1 s\) the error due to the space discretization of the dispersion
        operator
    \(\epsilon_{\text {dif }}^{\text {td }}-18\) the error due to the time-discretization of the dispersion
```

> operator along the characteristic lines; it meay be conveniently divided into two components: $\epsilon_{d i f}^{\text {tdm }}$, associated with the timediscretization along paraliel characteristic lines defined by a mean flow; and $\epsilon_{d i f}^{t d f}$ accounting for the fact that, due to flow non-uniformity, the characteristic lines may come closer or futher away from each other as time progresses.

Table 1 sumarizes the expressions for these errors, for the different choices of interpolators and time-discretization schemes considered in the previous section, and Table 2 sumarizes, for the choice of a quadratic interpolator and an Euler implicit time-discretization, the ratios between the different types of errors (within a same tyme step).

No individual type of error can be identified a priort as dominant over the others. Indeed each type of error is affected differently by the characteristics of the transport problem (specifically, concentration derivatives in space, flow velocity and respective derivatives in space and time), and by the adopted space and time discretizacions. Both the absolute accuracy and the relative importance of each error are seen to be controlled by dimensionless parameters. which can conveniently be classified in two groups:

Controling parameters that are independent of the concentration field

Courant number, $\quad \mathrm{Cu}=\mathrm{u} \cdot \Delta \mathrm{t} / \Delta \mathrm{x}$
Dispersion number, $D 1=D \cdot \Delta t / \Delta x^{2}$
Differential Courant number, $\quad C_{f}=\Delta u \cdot \Delta t / \Delta x$
Peclet number. $P e \boxminus \frac{a_{u}}{D 1}=\frac{u \cdot \Delta x}{b}$

Differential Peclet number. $\mathrm{Pe}_{\mathrm{f}}=\frac{\Delta u \cdot \Delta x}{D}$

We note that only the first three paraneters are independent: Peclet numbers were kept for convenience. The magnitude of the spacial variability of the flow was scaled by $\Delta u$ : for realistic problems, $u$ and $D$ Will also have to be interpreted as scales, rather than as local values.

## Controling parameters that depend on the concentration field

These parameters concern the ratios between concentration derivatives of different orders, weighted, when $\epsilon_{\text {dif }}^{\text {tdf }}$ is involved, by velocities and/or velocity derivatives. Their actual number and form depend on the choice of the interpolator and of the space- and time-discretization schemes. To minimize their number, we have to scale space and time derivatives (although the latter will have typically a secondary effect): the following scaling form is suggested

$$
\begin{align*}
& \frac{\partial^{p}}{\partial x^{p}} \approx \frac{1}{e^{p}} \equiv \frac{1}{(M A x)^{p}}  \tag{6}\\
& \frac{\partial^{p}}{\partial t^{p}} \approx \frac{1}{\tau^{p}} \equiv \frac{1}{(N A t)^{p}} \tag{7}
\end{align*}
$$

5. AOCURACY DEPENDENCE ON THE OOMPUTATIONAL STRATEGY

### 5.1. General aspects

For a given transport problem, the accuracy and the cosit of the reference ELM will depend on the computational strategy, which includes
both the choice of the space and the time discretization, and the choice of the interpolator and the time-discretization scheme. This section provides conceptual support for a rational decision-making process. by analising the dependence of accuracy on the relevant choices: of ten we will use as a reference, for illuscration purposes, the problem of the transport of an instantaneous source, as characterized in Figure 4.
5.2. Accuracy dependence on $\Delta x$

The effect of $\Delta x$ is reflected on global accuracy through the errors associated with the interpolation at the feet of the characteristic lines and with the spatial discretization of the dispersion operator. In both cases, accuracy improves as $\Delta x$ decreases, but errors will in general have significantly different magnitudes, and vanish at different rates. Interpolation errors will dominate for large Pe (or. similarly, in the case of $C u \geqslant 1$. for small Dispersion numbers). The meaning of "small" and "large" (e.g., see Table 2) is interpolator-dependent: for most combinations of realistic transport problems and feasible grids. interpolation errors will be dominant, although the use of a quartic. rather than a quadratic, interpolator for advection brings these two types of errors closer to each other-which suggests improved efficiency of the overall solution procedure.

For 2 fixed $\Delta x$, accuracy 18 better for problems with smoother gradients than for problems w'th steeper gradients, a well-known behavior. In particular, dispersion has a swoothing offect on the gradients, as time progresses, and therefore the increase of $D$, although increasing $\epsilon_{d i f}^{\text {sd }}$ with regard to $\epsilon_{\text {int }}$. contributes ultimately to reduce the absolute value of both
$\epsilon_{\text {dif }}^{\text {sd }}$ and $\epsilon_{\text {int }}$.
5.3. Accuracy dependence on $\Delta t$

The dependence of the accuracy on $\Delta t$ is more complex than that on $\Delta x$. Indeed, depending on the relative roles of advection, differential advection and dispersion, decreasing $\Delta t$ may either improve or leteriorate accuracy. This is analysed starting with the case of pure advection, and evolving towards the full transport equation.

## Pure advection

In this case, the only errors come from the interpolation at the feet of the characteristic lines. Within each time step. interpolation errors depend on $\Delta t$ only through the location of the feet of the characteristic lines within the core element, characterized by $\alpha$. For large $C, \alpha$ is a weak function of Cu , depending only on its fractional part, and therefore errors per time step are, in this case, virtually independent of $\Delta t$ (for $u$ and $\Delta x$ fixed). As a consequence, to solve the transport equation between 0 and $T$, we should look for the minimum number of interpolations (one, in the limit, if feasible), hence for the largest possible At.

Choosing $\Delta t$ small, so as to decrease Cu, a must in EA, is then a generally poor option in the BMC solution of the advection equation. We should stress, however, that the improvement of accuracy as At increases is legitimate, in the sense that the numerical solution does not blow up in the limit of amall $\Delta t$ : it rather tends to an accuracy plateau that depends on $\Delta x$ and its ability to resolve prevailing concentration gradients.

Indeed, as suggested by the form of $\epsilon_{\text {int }}$ for $\mathrm{Cu}=\alpha$ (Tabie 1), and formally shown by [B7], the BMC is, for the interpolators considered in the present work, unconditionally consistent. stable and convergent.

## The effect of dispersion

We recognized before that dispersion has the effect of smoothing gradients, and, therefore, should ultimately improve accuracy, but that it also introduces additional errors, associated with both the space and time discretization of the dispersion operator. The errors in the timediscretization have particular significance. as they decrease with the time step $\Delta t$, and, therefore, may reduce or eliminate the ability of the BMC to accurately handle large $\Delta t$.

The time-step that, at a given point in time, minimizes overall errors (optimal time-step) is the one than can bring $\epsilon_{\text {int }}$ and $\epsilon_{d i f}^{t d}$ as close together as possible. For instance, in the case of the quadratic interpolator and the Euler implicit time-discretization, simple combination of the expression of these errors indicates the optimal time-step is. in order of magnitude

$$
\begin{equation*}
\Delta t_{o p t} \approx\left[\left.\frac{\alpha\left(\alpha^{2}-1\right)}{3 \cdot D^{2}} \frac{\frac{\partial^{3} c}{\partial x^{3}}}{\left\lvert\, \Delta x \frac{\partial^{4} c}{\partial x^{4}}-\frac{\Delta x}{D}\left\{\frac{\partial^{2} u}{\partial x^{2}} \frac{\partial c}{\partial x}+2 \frac{\partial u}{\partial x} \frac{\partial^{2} c}{\partial x^{2}}\right\}\right.}\right|^{0.5} \Delta x^{2}\right. \tag{8}
\end{equation*}
$$

Expressions of this form can be siailarly derived for other interpolators and time-discretization schemes (based on Table 1), and. given a specific problem, they can be simplified by proper scaling
derivatives, so as to help the selection of $\Delta t$ as a function of $\Delta x$; e.g.. using the scales of Section 4. Equation 8 becomes

$$
\begin{equation*}
\Delta t_{o p t} \approx\left\{\frac{\alpha\left(\alpha^{2}-1\right)}{3 D^{2}} \frac{M}{1-1_{0} \mathrm{Pe}_{f}}\right\}^{4 / 2} \cdot \Delta x^{2} \tag{9}
\end{equation*}
$$

where now $M$ and $\Delta u$ have to be specified consistently with the physical problem (e.g. Figure 4).

Plots showing the dependence of the total truncation error on $\Delta t$ may however be considerably more informative. Examples of these plots, for specific choices of (u, D. $\Delta u, M$, and $\Delta x$ ) are shown in Figures 5 to 9. They may be intrepreted, for instance, as refering to the problem of the transport of a Gauss-hill in a 1-D flow. Figures 5 to 8 assume the use of a quadratic interpolator and a Crank-Nicholson time-discretization; Figure 9 refers to alternative choices of interpolators and time-discretization schemes.

We observe that:

- The optimal $\Delta t$ is. In a large range of situations, such that $C u>1$ (in contrast with what happens in EM). The optimal $\Delta t$ varies significantly, though, with ail controling parameters identified in Section 4; in particular, for a given problem and grid. it may vary as time progresses, if the characteristic concentration gradients change (e.g.. by effect of dispersion) or if the role of differential advection relative to mean advection and disparsion changes (e.g.: as in a tidal flow).
- Large velocity gradients may reduce the optimal timo-step very
significantly (e.g.. Figure 8). This reduction is larger for larger $P_{f}$ and for smoother concentration gradients. i.e.. larger $M$. in which case $\epsilon_{d i f}^{\text {tdf }}$ is dominant over $\epsilon_{d i f}^{\text {tdm }}-\mathbf{e} . g .$. see Table 2 . The overall accuracy of the solution shows no dependence on $\mathrm{Pe}_{f}$ in the region where interpolation errors are dominant. but it consistently deteriorates with increasing $\mathrm{Pe}_{\mathrm{f}}$ in the zone whero time-discretization errors are dominant; the limit between these zones, for a given problem and grid, determines the optimal time step, and depends on all Cu, Di, Pe, $\mathrm{Cu}_{\mathrm{f}}, \mathrm{Pe}_{\mathrm{f}}$ and M (e.g., see Table 2).
- Smooth concentration gradients may lead to either larger optimal time-steps (e.g., Figure 6) than those for steeper gradients. or to no optimal time-step (accuracy improving all the way down to the minimal possible $\Delta t$ ) depending on the choice of the interpolator and the timediscretization. However, errors are, for smoother gradients, consistently much smaller, not only in the sense of the minimal achievable error, but also for fixed $\Delta t$. This suggests that, when gradients are smooth (e.g.. due to the long term effect of dispersion), the use of an optimal time step may be of secondary interest, for practical purposes.
- The dependence of the accuracy on the time step is also relaxed (in the sense of a large range of $\Delta t$ providing similar accuracy) when the errors associated with the spacial discretization play a significant role; this is typically associated with small $\mathrm{Cu}_{\mathrm{f}}$. With small $\mathrm{Cu}_{\mathrm{u}}$, and with Di numbers in some intermediate range (e.g., see Table 2).
5.4. Accuracy dependence on the interpolator and time-discretization

Taking as a reference some choice of interpolator and timediscretization (a quadratic interpolator and the Euler time-discretization scheme, say) the optimal time step will increase if the order of the timediscretization is increased (e.g., Crank-Nicholson instead of Euler), keeping fixed the interpolator, and will decrease if the order of the interpolator is increased (e.g.. quartic instead of quadratic), keeping the time-discretization scheme fixed; in both cases, optimal accuracy will improve, but the trade-off in costs should be considerably different.

If the order of both the interpolator and the time-discretization are changed the optimal time may either decrease or increase; the choice of a quartic interpolator and a Crank-Nicholson discretization tends to decrease the optimal time step, suggesting that interpolation errors are being helped further than time-discretization errors (not surprising, considering that the order of the interpolator is increased by two, while that of the time-discretization is increased only by one).

For uniform flows .i.e., parallel characteristic lines, it would be conceivable to use for dispersion (as we did for the tracking) a time-step smaller than $\Delta t$ (dt, say), so as to take larger benefit of the ability of the $B M C$ to handle large time-steps-i.e., to extend the optimal time step. However, flow non-uniformity prevents this strategy. which would be effective only if the solution of dispersion could be done foilowing the characteristic lines, hence requiring interpolations at each dt (which would then necessarily coincide with $\Delta t$ ).

Hence, for a fixed interpolator, the ability to increase the optimal
time-step regquires increasing the order of the time-discretization scheme. which involves a trade-off in cost. The difference in cost between the Euler and Crank-Nicholson schemes is minor, and we do recomarend that the latter be used in a eystematic basis. Further increasing the order of the time-discretization scheme may or may not be cost-efficient, however: indeed, $3^{\text {rd }}$ order accuracy in time would require considerable additional work (including tracking), as illustrated in Figure 10.

## 6. FINAL OONSIDERATIONS

Remarkable characteristics of ELM, as compared to more conventional EM, include the ability of the former (a) to flexibly choose between different spatial interpolators for advection (without having to change the grid discretization, an/or increase the bandwidth of matrices required for the solution of dispersion), and between different time-discretization schemes, and (b) to use large time-steps, well beyond $C_{u}>1$, conditional only to the time-discretization adopted to solve dispersion along the characteristic lines that follow the flow.

The efficient use of EIM is, however, more complex than that of EM: while ELM wili in general be at least as accurate as EM that use similar space and time-discretizations for the dispersion operator, the accuracy of the former can of ten be vastly improved by appropriate decisions on the computational strategy, and, in particular, on the choice of $4 t$ and on the local (in time and/or space) increase of the order of the interpolator for advection and/or the time-discretization.

The analysis of the truncation errors of ELM, for alternative
interpolators and time-discretization schemes. is of considerable interest in providing a reference for the different choices involved. as shom in this study. Such analysis has necessarily to include an assessment of the effect of the flow non-uniformity. which plays a key role in the optimal time-step, and, for larger time-steps, on the actual accuracy of ELM.

To our knowledge, this study provides the first conceptual "model" to gride the choice of the ELM computational strategy. Prioritary steps to improve such model include its extension to $2-D$ (flow non-uniformity is more complex in multi-dimensions), and its extensive application in connection with industrial codes and actual engineering problems. The succcess of this application is expected to require familiarity with the trade-offs involved, common sense in the choice of the scales characterizing the physical problem, and ingenuity in handling problems involving multiple scales and/or irregular grids.
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Figure 1
Illustrative sketch for Eulerian-Lagrangian methods

Required steps:

1. Tracking of the characteristic lines. For each node J, a characteristic line is independently defined by the backwards (i.e.. between $n$ and $n-1$ ) solution of an ordinary differential solution of the form $d x_{i} / d t=u_{i}$.
2. Interpolation at the feet of the characteristic lines. The concentration at the foot of each characteristic line is found by interpolation from known information on neighboring nodes (time n-1).
3. Solution of the transport equation. written in Lagrangian form. This solution involves all nodes simultaneously.


|  | $\begin{aligned} & \text { Quadratic Lagrange interpolatior } \\ & \text { Compact. clase } C_{0} \\ & \text { Reference: [82.B9] } \end{aligned}$ |  |
| :---: | :---: | :---: |
| $x_{0}$ | $\sim$ | * |
|  |  |  |
|  |  |  |
|  | $\begin{aligned} & \dot{\ddot{m}} \\ & \dot{m} \end{aligned}$ |  |

Figure 2 Definition of apetial interpolators


1 Actual concentration at the foot of the characteristic line

2 Concentration obtained due to poor tracking (assuming exact interpolation)

## Figure 3 Illustration of the effect of poor tracking



Figure 4 Example of the choice of acales for a specific problem

## Figure 5

Dependence of errors on the nodal spacing, as a function of the time step

Computational parameters:
$\Delta x= \begin{cases}25 & M=500 / \Delta x \\ 50 & \mathrm{Cu}_{2}=\Delta t / \Delta x \\ 100 & \mathrm{Cu}_{f}=0.1 \Delta t / \Delta x\end{cases}$
yariable $\Delta t$
$T=11000$
$u=1$
$\Delta u=0.1$
$n=1$


## Figure 6

Dependence of errors on the dimensionless length scale fo: concentrations. as a function of the time step

## Computational parameters:

| $\Delta \mathrm{x}=100$ | $\mathrm{M}=\{5$ |
| :---: | :---: |
| $\Delta t$ variable | 25 |
| $\mathrm{T}=11000$ | 50 |
| $\mathrm{u}=1$ | $\mathrm{Cu}^{\text {a }}=\Delta t / 100$ |
| $\Delta \mathrm{u}=0.1$ | $\mathrm{cu}_{\mathrm{f}}=\Delta t / 1000$ |
| $\mathrm{D}=1$ | Di $=\Delta t / 10000$ |
|  | $\mathrm{Pe}=100$ |
|  | $\mathrm{Pe}_{\mathrm{f}}=10$ |



## Figure 7

Dependence of errors on the dispersion coefficient, as a function of the time step

Computational parameters:

| $\Delta x=100$ | $M=5$ |
| :--- | :--- |
| $\Delta t$ variable | $\mathrm{Cu}_{\mathrm{u}}=\Delta \mathrm{t} / 100$ |
| $\mathrm{~T}=11000$ | $\mathrm{Cu}_{\mathrm{f}}=\Delta \mathrm{t} / 1000$ |
| $\mathbf{u}=1$ | $\mathrm{Di}_{\mathrm{i}}=\mathrm{DAt} / 10000$ |
| $\Delta u=0.1$ | $\mathrm{Pe}=100 / \mathrm{D}$ |
| $D= \begin{cases}1 & P e_{f}=10 / D \\ 0.1 & \end{cases}$ |  |



## Figure 8

Dependence of errors on the flow non-uniformity, as a function of the time step

Computational parameters:

| $\Delta x=100$ | $M=5$ |
| :--- | :--- |
| $\Delta t$ variable | $C_{u}=\Delta t / 100$ |
| $T=11000$ | $C_{u_{f}}=\Delta t \cdot \Delta t / 1000$ |
| $u=1$ | $D i=\Delta t / 10000$ |
| $\Delta u= \begin{cases}0.1 & P e=100 / D \\ 0.01 & P_{f}=100 \Delta u / D \\ 0.001 & \\ D=1\end{cases}$ |  |



Figure 9
Dependence of errors on the spatial interpolator and on the time-discretization scheine

Computational parameters:

| $\Delta \mathrm{x}=100$ | $\mathrm{M}=5$ |
| :--- | :--- |
| $\Delta \mathrm{t}$ variable | $\mathrm{Cu}=\Delta t / 100$ |
| $\mathrm{~T}=11000$ | $\mathrm{Cu}_{\tilde{f}}=\Delta t / 1000$ |
| $\mathbf{u}=1$ | $\mathrm{Di}=\Delta t / 10000$ |
| $\Delta u=0.1$ | $\mathrm{Pe}=100$ |
| $D=1$ | $\mathrm{Pe}_{f}=10 / \mathrm{D}$ |

## Legend

1: Quardratic interpolator: Euler time-discretization
2: Quadratic interpolator: Crank-Nicholson time-discretization
3: Quartic interpolator: Euler time-discretization
4: Quartic interpolator: Crank-Nicholson time-discretization
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Figure 10
Illustration of the strategy for a third-order time-discretization scheme

Step 1: Use Crank-Nicholson with time-step $\Delta t$ to find $\bar{c}_{j}^{1}$--see (a)
Step 2: Use Crank-Nicholson with time-step $\Delta t$ to $\left\{1 n d \bar{c}_{\mathbf{j}}^{\mathbf{2}}\right.$ ( $\mathrm{C}_{\text {aux }}$ must be found, which involve additional tracking. intermolation, and solution of the set of linear algebraic equations associated with spatial discretization of the dispersion operator)--see (b)

Step 3: Use a Richardson extrapoiation to improve the estimate of $c_{j}$ (from $\bar{c}_{j}^{1}$ and $\bar{c}_{j}^{2}$--not illustrated

(a)

(b)
Table 1
Truncation Errors


$-\frac{D^{2} \Delta t^{2}}{12}\left[K_{1} \frac{\partial c}{\partial x}+K_{2} \frac{\partial^{2} c}{\partial x^{2}}+K_{3} \frac{\partial^{3} c}{\partial x^{2}}+K_{4} \frac{\partial 4}{\partial i}\right.$

uncation

Table 2
Relative Importance cf Different Types of Errors (for a quadratic interpolator and an Euler implicit time-discretization)

note: $v^{(n)}=\frac{\partial^{n} v}{\partial x^{n}} \quad$ with $v=$ or $v \equiv u$

## APPENDIX A

## Derivation of truncation errors

We consider first the general time-discretization scheme.
characterized by Equation (3). Expanding individual terms around the foot of the characteristic line, $\mathcal{F}$, we obtain

$$
\begin{align*}
& c^{n+1}=c^{\xi}+\left.\Delta t \frac{D c}{D t}\right|_{\xi}+\left.\frac{\Delta t^{2}}{2!} \frac{D^{2} c}{D t^{2}}\right|_{\xi}+\left.\frac{\Delta t^{3}}{3!} \frac{D^{3} c}{D t^{3}}\right|_{\xi}+\text { H.O.D. }  \tag{A1}\\
& L^{n+1}=L^{\xi}+\left.\Delta t \frac{D L}{D t}\right|_{\xi}+\left.\frac{\Delta t^{2}}{2!} \frac{D^{2} L}{D t^{2}}\right|_{\xi}+\left.\frac{\Delta t^{3}}{3!} \frac{D^{3} L}{D t^{3}}\right|_{\xi}+\text { H.O.D. } \tag{A2}
\end{align*}
$$

which can be combined so as to obtain the local equilibrium

$$
\begin{align*}
\left.\frac{D c}{D t}\right|_{F}= & \left.L\right|_{F}-\Delta t\left\{\frac{1}{2}\left(\frac{D^{2} c}{D t^{2}}-\frac{D L}{D t}\right)+\left(\frac{1}{2}-A\right) \frac{D L}{D t}\right\}- \\
& -\Delta t^{2}\left\{\frac{1}{3!}\left(\frac{D^{3} c}{D t^{3}}-\frac{D^{2} c}{D t^{2}}\right)+\left(\frac{1}{6}-\frac{A}{2}\right) \frac{D^{2} L}{D t^{2}}\right\}+\text { H.O.D. } \tag{A3}
\end{align*}
$$

Now. from [B7].

$$
\begin{equation*}
\left.\frac{D c}{D t}\right|_{\xi}=\left.\frac{D c}{D t}\right|_{n}-\epsilon_{i n t} \tag{A4}
\end{equation*}
$$

with

$$
\epsilon_{\text {int }}= \begin{cases}\alpha \cdot\left(\alpha^{2}-1\right) \cdot \frac{\Delta x^{3}}{6 \Delta t} \frac{\partial^{3} c}{\partial x^{3}}+\text { H.O.D. } & \text { Quadratic }  \tag{A5}\\ -\alpha \cdot\left(\alpha^{2}-1\right) \cdot\left(\alpha^{2}-4\right) \frac{\Delta x^{6}}{120 \Delta t} \frac{\partial^{8} c}{\partial x^{\delta}}+\text { H.O.D. } & \text { interpolacor } \\ \text { Quartic } \\ \text { interpolator }\end{cases}
$$

Similarly.

$$
\begin{equation*}
L^{\xi}=L^{n}+\epsilon_{L, \text { int }} \tag{A6}
\end{equation*}
$$

Hence, the local equilibrium at $\xi$ expressed by Equation $*$ can be rewritten at (j.n) as

$$
\frac{D c}{D t}=L+\epsilon_{\text {int }}+\epsilon_{L, \text { int }}+ \begin{cases}\frac{\Delta t}{2} \frac{D}{D t}\left(t^{L+\epsilon} \text { int }+\epsilon_{L, i n t}\right)+H .0 . D . & \text { Euler }  \tag{A7}\\ \frac{\Delta t^{2}}{12} \frac{D^{2}}{D t^{2}}\left(L+\epsilon_{\text {int }}+\epsilon_{L, \text { int }}\right)+H .0 . D . & \text { Crank- } \\ \text { Nicholson }\end{cases}
$$

i.e..

$$
\begin{equation*}
\frac{\mathrm{D} \mathrm{c}}{\mathrm{Dt}}=\mathrm{L}+\epsilon_{\mathrm{int}}+\epsilon_{\mathrm{dif}}^{\mathrm{td}}+\text { H.O.D. } \tag{A8}
\end{equation*}
$$

with

$$
\epsilon_{\text {dif }}^{\text {td }}= \begin{cases}\frac{\Delta t}{2} \frac{D L}{D t}+H . O . D . & \text { Euler }  \tag{A9}\\ \frac{\Delta t^{2}}{12} \frac{D^{2} L}{D t^{2}}+\text { H.O.D. } & \text { Crank-Nicholson }\end{cases}
$$

We now express the time-derivatives of $L$ as a function of space derivatives of $L$ and $c$, using the form of the governing equation for transport to assist in the transformation, but making no assuaption on the
characteristics of the flow field (i.e., a general non-unfform, unsteady flow is considered). This leads to

$$
\begin{align*}
& \epsilon_{d i f}^{\mathrm{td}}=\epsilon_{\mathrm{dif}}^{\mathrm{tdm}}+\epsilon_{d i f}^{\mathrm{tdf}}+\text { H.O.D. }= \begin{cases}\frac{D \Delta t}{2} \frac{\partial^{2} L}{\partial x^{2}}- \\
\frac{D^{2} \Delta t^{2}}{12} \frac{\partial^{2} L}{\partial x^{2}}-\end{cases} \\
& \begin{cases}-\frac{D \Delta t}{2}\left[u_{x x} \frac{\partial c}{\partial x}+2 u_{x} \frac{\partial^{2} c}{\partial x^{2}}\right]+\text { H.O.D. } & \text { Euler } \\
-\frac{D^{2} \Delta t^{2}}{12}\left[k_{1} \frac{\partial c}{\partial x}+k_{2} \frac{\partial^{2} c}{\partial x^{2}}+k_{3} \frac{\partial^{3} c}{\partial x^{3}}+k_{4} \frac{\partial^{4} c}{\partial x^{4}}+\right.\text { H.O.D. } & \text { Crank- }\end{cases}  \tag{A10}\\
& \text { Nicholson }
\end{align*}
$$

where $k_{1}, \ldots, k_{4}$ represent products of concentration derivatives by velocities or velocity derivatives (see Table 1 for definitions). We note that $\epsilon_{d i f}^{\text {tdm }}$ represents the result of the above derivation for the case of uniform $u$, and $\epsilon_{d i f}^{\text {tdf }}$ represents a correction due to non-uniformities.

Now. we consider the spatial discretization of the operator $L$
(Equation 4 in text), to obtain

$$
\begin{equation*}
L=D \frac{\partial^{2} c}{\partial x^{2}}=L+\epsilon_{d i f}^{s d}=L+\frac{D \Delta x^{2}}{12} \frac{\partial^{4} c}{\partial x^{4}}+\text { H.O.D. } \tag{A11}
\end{equation*}
$$

Finally, collecting the contribution of the different errors, we obtain Equation 5 in the text.


[^0]:    ${ }^{1}$ Adapted from Baptista, A. M. . "Accurate Numerical Modeling of AdvectionDominated Transport of Passive Scalars," LNE, Lisboa, 1906.

