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1. Introduction

Surface landforms are influenced by various forces, such
as natural processes and human activities, over long-term
periods of time. Landform is the primary issue that we need
to understand while addressing global change and the impact
of anthropogenic activities on the environment and the past
processes. Landform evolution is an important aspect of
Earth Sciences and involves complicated interaction among
different physical processes and environmental factors, such
as topography, underlying rock types and structures, tecton-
ics, climate, vegetation, and human activities, all occurring
over a wide range of spatial and temporal scales. Different
landform patterns are derived from tectonic movements
and erosion and accumulation in specific meteorological
settings. The exogenic meteorological forces control the
hydrological conditions, the regional vegetation and fauna,
and the mode and efficiency of weathering processes. Pre-
served and changing landforms recorded and registered
the meteorological conditions in the past and at present,
and future topographical conditions can be simulated for
changing meteorological parameters. The investigation of
meteorological impacts on the landform can improve the
understanding of characteristics and processes of landform
evolution and provide scientific support for the protection of
the environment, for the maintenance of functioning rivers
in sustainable landscape settings.We invited investigations to
contribute original research articles as well as review articles
that explored this issue from new aspects and used new
methodologies.

2. Climate Change

J. Fei et al. discussed the hypothesis that geological events
dramatically affected the weather and environment in China
and the Korean Peninsula in historical times. The results of
their study suggest that widespread epidemics occurred in
the summer and autumn of 1601 AD in China and Korea
and they suppose that the Huaynaputina eruption possesses
a major burden of responsibility for these concurrent epi-
demic outbreaks. Then, C. Li et al. take a closer into the
characteristics of marine isotope stage 3 (MIS 3) and lake
records of upper stream of Yangtze River in Millennial-scale
Asian monsoon and the authors suggest that signals of the
Dansgaard-Oeschger (DO) events were possibly transmitted
to the lake evolution by Asian monsoon.

C. Zhao et al. reconstruct a vegetation succession history,
explore vegetation succession responses to climate change
(especially during the Holocene Megathermal), and provide
evidence for the evaluation of the possible effects of future
climate change. The result of their work suggests that veg-
etation experienced five successions from cold temperature
mixed coniferous and broadleaved forest, to forest-steppe,
steppe-woodland, steppe, and finally meadow-woodland in
Holocene. And the Holocene warm period in NE China
(7800–7300 cal yr B.P.) could have resulted in strengthening
of precipitation in northernmost NE China and encouraged
the development of broadleaved forests. T. Ning et al. ana-
lyzed temporal and spatial normalized difference vegetation
index (NDVI) changes on the northern Loess Plateau and
their correlation with climatic factors from 1998 to 2012. As
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a result, they detected positive effects of human activities,
including the “Grain for Green” program and successful
environmental treatments at coal mining bases, in addition
to other factors that improved the vegetation state.

V. Macura et al. focus on determination of the effect
of water depth and flow velocity on the quality of an
instream habitat in terms of climate change using Instream
Flow Incremental Methodology (IFIM). They investigated
an optimum ratio of the weights of the flow velocity and
water depth for an assessment of the quality of an instream
habitat. Furthermore, H. Yao et al. examine the reductions of
the runoff and sediment load of the upper Yellow River and
separated the effects of climate change and human activities.
Their results show that human activities are the major drivers
of the runoff and sediment load variations in the Xiliugou
basin, while climate change also contributed to the observed
reductions.

3. Soil Erosion

N. N. Cheng et al. investigate the impacts of hydromete-
orological changes on the evolution of erosive landforms
in the Loess Plateau in the past 60 years (1950–2010). The
result of their study shows that erosive landformswere largely
shaped by hydrometeorological characteristics in comparison
with other contributors. It shows that there is strong positive
relationship between precipitation and erosion. In addition,
C. Wang et al. investigated the sediment budget of the river
mouth reach of the Yangtze River. The results demonstrate
that the river mouth reach acted as a sink but not as a
source due to impoundment measures, which exacerbates
the decrease of sediment discharge into the sea. The authors
also discuss that uncertainties exist in examination of the
sediment processes due to insufficient datasets as well as
deficiencies in the methodologies used to calculate changes
in river channels.

S. S. Shin et al. propose a new equation of power law based
on the rainfall power theory under the ideal assumption
that drop-size is uniformly distributed in constant rainfall
intensity. In addition, they evaluated rainfall energy through
comparing between existing empirical equations and equa-
tion of rainfall power. This result supports the conclusion
that the rainfall energy equations can be more useful in
the development of soil erosion models due to significant
increase in sediment yield by increasing transport capacity
of surface runoff in the high rainfall intensity. Moreover, H.
Yao et al. also suggest that different influences rates of rainfall
(climate change, human activities) change to the deviations
of runoff and sediment load could be produced by using
different categories of annual precipitation.Thus, researchers
need to pay attention to the effects of rainfall intensity to
avoid overestimating or underestimating the contributions
of rainfall changes to the variations of runoff and sediment
load. Moreover, a further inspection on the changes flow
frequency distribution and the water-sediment indicated that
the implementation of soil and water conservation measures
should be the main reason for the phenomenon.

H. Sun et al. conducted a set of sensitivity experiments
under conditions of low and high orography in the northern

Tibetan Plateau (TP) using a regional climate model with
and without the dust module to further discuss the dust
distribution and the impacts of dust effects in TP and East
Asia. As the condition of the northern TP uplift to present
altitude, the effect of dust delays the East Asia summer
monsoon onset in the southern and northern monsoon
regions and greatly suppresses precipitation in East Asia
compared with results in the low terrain experiments.

4. Hydrometeorology

Y. He et al. investigate temporal and spatial variation char-
acteristics of precipitation of flood season. The results show
that precipitation is affected by the large-scale circulation
patterns. Thus, they show the current trends of precipitation
increase in theYangtze River catchmentwill likely continue in
the future. B. Jun identifies the morphological changes asso-
ciated with the soil erosion flow and determines the affected
area and total volume of debris flow.He revealed both the area
affected by the flow and the spatial distribution of sediments
with reasonable accuracy for most of the study area, and
considerate for technicians dealing with the protection of
the mountain area from intense rainfall. Y. Cheng studied
the analysis of the effects of precipitation and anthropogenic
activity on hydrologic features in Yanhe during 1961 to 2008
in support for regional water management and evaluation
of soil and water conservation practices. He shows not only
that the monthly distribution of precipitation and runoff and
sediment discharge is extremely uneven in the river basin, but
also that the precipitation decreased in most seasons except
in winter with particularly decreasing precipitation in fall.

Finally, the presented papers cover various fields of
research (climate change, soil erosion, hydrometeorology,
etc.) impressively highlighting the versatility of the model
in general and specifically in the field of landform evolution
such as the Riverine HABitat SIMulation (RHABSIM) model
which determines the quality of an aquatic habitat based
on the preferences of fish for a wider range of discharges;
Community Land Model version4 (CLM4) which investi-
gates response of stream flow to land use cover change and
climate change; Soil and Water Assessment Tool (SWAT)
and Geographic Information System (GIS), and so forth.
Moreover, most of the presented studies focus on adverse
effects of climate change and anthropogenic activities like
Yangtze River, Loess Plateau, and so forth. The individual
articles highlight the need of further improvements and
developments.
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This paper aims to analyze the effects of precipitation and anthropogenic activity on hydrologic features in Yanhe River so as to
provide support for regional water management and evaluation of water and soil conservation measures. Thiessen Polygon was
created to calculate mean values of watershed, andMann-Kendall statistic test and Sen’s slop estimator test were adapted to analyze
variation trend and interaction between precipitation, runoff, and sediment discharge. When 1961∼1970 was set as reference period
(ignoring human effects), the double mass curve quantified the effects of precipitation and anthropogenic activity on runoff and
sediment discharge in Yanhe River during 1961∼2008.The result showed that the monthly distribution of precipitation, runoff, and
sediment discharge was extremely uneven. 78.1% of precipitation, 64.1% of runoff, and 98.6% of sediment discharge occurred in
the flood season. Precipitation, runoff, and sediment discharge performed significant downward trends during 1961–2008.Therein,
anthropogenic factors contributed 66.7% and 51.1% to sediment discharge reduction during 1971–1994 and 1995–2008, respectively.
They contributed 103.8% and 82.9% to runoff reduction during these two periods, respectively.

1. Introduction

Precipitation variation and anthropogenic activities aremajor
effects on hydrology and soil erosion. Global warming accel-
erates regional water cycle, changes precipitation intensity
and frequency, and therefore affects hydrologic process [1].
The responses of basin hydrology to climate are different
over the world. Goode et al. [2] expected sediment yields to
increase in response to changing climate in northern Rocky
Mountains, USA. Mouri et al. [3] estimated that suspended
sediment yield would increase from 8% to 24% per year
for the MRI-GCM in response to future climate changing.
However, Liu et al. [4] found that precipitation in most
weather stations ofChina have significant reducing trend, and
Wang et al. [5] showed that decrease of precipitation induced
temporal and spatial decrease of streamflow. Meanwhile,
anthropogenic activities for transformation of underlying

surface such as land use change, water conservancy construc-
tion, andwater and soil conservationmeasures have both sig-
nificant effects on water cycle and runoff process. Moreover,
human activities have altered the spatial-temporal distribu-
tion of water resources [6–8]. Hence, water balance becomes
an urgent problem in Loess Plateau under both effects
of precipitation variation and human activities. Currently,
there are several methods such as watershed comparison,
hydrologic modeling, and analysis of time series to quantify
hydrologic effects caused by environmental change. Therein,
analysis of time series has widespread use in evaluation of
environment effect due to its simple use and operability [9].
Through researching streamflow of the mainstream of Yellow
River during 1956–2000, Liu and Zhang [10] concluded that
effect of precipitation on runoff reduction of upper reaches of
the YellowRiver accounted for 75%,whereas human activities
accounted for 25%; however, precipitation accounted for 43%
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and human activities accounted for 57% in middle reaches
of the Yellow River. Li [9] found that precipitation and
human activities contribute 24% and 76%, respectively, to
runoff reduction in Hei He watershed (secondary tributary)
during 1972 to 2000. These researches show that runoff has
various responses to precipitation and anthropogenic activ-
ities by different spatial scales. The considerable attention
has been paid to studying the impacts of climate variations
and human-induced factors on water resources within a
watershed scale [11–17].

Loess Plateau is a region of severest water and soil loss
in China. YanHe River is first tributary of Yellow River and
it has typical landform of hilly-gully in north part of Loess
Plateau. Variation of runoff and sediment discharge to some
extent represents the trend of runoff and sediment discharge
of the middle reaches of Yellow River because heavy erosion
occurred in Yanhe watershed. Climate change impacts on
hydrogeomorphological processes are dominated by short
and severe rainstorms which accelerated erosion [18]. He
et al. [19] also indicated that concurrent flooding in multiple
tributary rivers accounted for 67.5% of the total flooding in
the middle Yellow River. Numerous studies indicated that the
sediment load in many large rivers has been reduced sig-
nificantly by human activities such as construction of dams,
water divisions, and other water stores [20–23]. In themiddle
of 1980s, sediments of hilly-gully region of Loess Plateau have
been significantly decreased due to vegetation practices and
engineering measures [24]. Particularly, sediments reduced
81.8% after 2000 compared to past 60 years in the middle
reaches of Yellow River [25].

The government had conducted a series of soil and
conservation measures in Yanhe River since 1960s. Major
measures included vegetation planting, silt dam and reservoir
built, and terraced field construction. Moreover, government
implemented massive projects of Grain for Green which
returned farmland to forest or grassland after 1997. Many
researches for effects of water and sediment by management
measures concluded that the benefits of these measures
significantly appeared around 1971 [14, 26] and the project
of Grain for Green in the late 20th century had significantly
reduced runoff and sediment discharge [27–29]. Combined
with previous studies in small scale watershed such as land
use/cover change and meteorological events, it is helpful
to quantify the effects of anthropogenic and meteorological
factors on runoff and sediment discharge in Yanhe River.
The study will support not only water and soil conser-
vation but also sustainable water resource use of Yanhe
River.

2. Study Area

Yanhe River is the first-grade tributary flowing of Yellow
River and stems from the south of Bai Yu Mountain.
It has overall length of 284.4 km and the total area of
7591 km2. The river flows through northwest to southeast
via Zhi Dan, An Sai, Yan An, and Yan Chang counties.
Thewatershed (36∘21–37∘19N, 108∘38–110∘29E) has several
tributaries such as Xi Chuan, Pan Long Chuan, and Nan
Chuan, and the average watercourse gradient, average slope,

and average elevation are 3.29‰, 17∘, and 1218m, respec-
tively [30] (this reference is Chinese version with English
abstract).

The watershed is located in temperate continental semi-
arid monsoon area. The weather is arid, windy, and varying
in temperature in spring. In summer, the weather is tepid
but has intensive runoff. Compared to the weather of winter
which is cold and dry and lasts longer, it is rainy with rapid
temperature decreasing in autumn. Interannual precipitation
has significant change, and annual mean precipitation is
around 500mm. Particularly, 60% of annual precipitation is
coming from July to September and most of it is rainstorm.
Average wind speed in watershed is between 1.3 and 3m/s
[30]. Southeaster dominated in summer and northwester
prevails in winter. Strong gale of cold wave occurs during
spring andwinter and is accompaniedwith rapid temperature
change. Average temperature in watershed is 9.4∘C and
increasing from northwest to southeast. Interannual temper-
ature has substantial change that average daily difference of
temperature reaches almost 13∘C. Vegetation is distributed in
the order of forest, forest steppe, and grass from southeast to
northwest [31]. Main soil type is loessal soil; the others are red
clay and Heilu soil. Loessal soil is predominately cultivated
soil because it is fertile and holding more than 85% area
in the watershed [31]. Silt is major constitution of pore-size
distribution in loessal soil so that its persistence for erosion
is poor and it is easy to disperse and carry. Loessal soils are
widespread on the sloping fields. Red soil contains higher
content of clay but it is less fertile, is hard for tillage, and has
lower permeability. Red soils are widespread on the bottom
of trench or slop.

3. Material and Methods

3.1. Data Source. The precipitation data used in the paper
come from county-level station of China, including Yan An,
An Sai, Zhi Dan, and Yan Chang weather stations and Gan
Guyi during 1961 to 2008 (Figure 1). Time series of data
processing are defined as flood season (June to Septem-
ber), spring (March to May), summer (June to August),
fall (September to November), and winter (December to
February). In this study, climate, hydrological, and sediment
datasets are used to investigate effects of climate and anthro-
pogenic activity on hydrologic features in Yanhe River in
the past 60 years. These include climatic, hydrologic, and
topographic datasets (Figure 1). The meteorological datasets
of 4 observation stations, which include daily, monthly, and
annual precipitation during 1961–2008, were used to illustrate
climate change situations in Yanhe River.These datasets were
provided by National Meteorological Information Center
(NMIC), China Meteorological Administration (CMA). The
hydrological datasets of gauge station were used to carry out
hydrometeorological analysis and soil erosion as well. These
datasets include daily stream-flow and sediment discharge
from 1961 to 2008. These datasets were provided by Eco-
logical Environment Database of the Loess Plateau, Chinese
Academy of Sciences and Ministry of Water Resources
(CAS&MWR). Topographic parameters, such as gully den-
sity, slope, aspect, relief, and river network, were extracted
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Figure 1: Geographic location of the Yanhe River and its meteorological and hydrological stations.

from 30 meters resolution DEM which was downloaded
from International Scientific & Technical Data Mirror Site,
Computer Network Information Center of Chinese Academy
of Sciences.

3.2. Methods. Analysis of precipitation and runoff was based
on four observed stations (Figure 1). When it comes to the
whole river basin situation, the total runoff and sediment
correspond to the total precipitation of the Yanhe River,
while in correlation analysis of precipitation, runoff, and
sediments at subbasin scales, specific observation datasets
were used. Using dataset of a specific gauge station or an
average of the whole river basin depends on specific task in
data analysis. While the precipitation was never uniformly
falling over the entire area of the subbasin but varies in
intensity and duration from place to place, Thiessen Polygon
method was more suitable than arithmetic mean method,
which assigned at each weather station in proportion to the
watershed area that is the closest to that station, so as to attain
mean rainfall by calculating weighted average. For missing
data of precipitation in An Sai weather station in 1962, 1968,
and 1969, we interpolated the missing historic precipitation
data by using the nearest weather station (Zhao An) which
has less than 15 km away from An Sai station. Therefore,
effective precipitation data of 48 years in each weather station
were ensured.

Mann-Kendall statistical method [32] is applied for trend
analysis. In the 2-sided trend test, for given significant 𝛼,
if |𝑍| is smaller than 𝑍

1−𝛼/2
, null hypothesis is accepted. If

|𝑍| is greater than 𝑍
1−𝛼/2

, null hypothesis is not accepted; in
other words, time series data has significant trend of growth
or decrease. The trend would be increased when 𝑍 becomes
positive and vice versa. The values of 1.28, 1.64, and 2.32
represent confidence of 90%, 95%, and 99%, respectively.

When Mann-Kendall is used for detecting changing
point, test statistic is different with𝑍; define statistic through

𝑆

𝑘
=

𝑘

∑

𝑖=1
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∑
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;

Var (𝑆
𝑘
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72

.

(4)

UF
𝑖
is standard normal distribution. For given confidence

𝛼, if |UF
𝑖
| > 𝑈

𝛼/2
, the sequence has significant trend.

To calculate UB
𝑘
using the above equation, inverse time

sequence, and make UB
𝑘
= −UF

𝑘
(𝑘 = 𝑛, 𝑛 − 1 ⋅ ⋅ ⋅ 2) and

UB
1
= 0, if the curve of UF

𝑘
and UB

𝑘
has intersection and

the point of intersection is located within the critical lines,
the corresponding time of intersection point is the time for
abrupt change.

Sen [33] developed the nonparametric procedure to
estimate the slope of trend in the sample of𝑁 pairs of data:

𝑄

𝑖
=

𝑥

𝑗
− 𝑥

𝑘

𝑗 − 𝑘

(𝑖 = 1, . . . , 𝑁) , (5)
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Figure 2: Seasonal distribution of runoff and precipitation in the Yanhe River.

where 𝑥
𝑗
and 𝑥

𝑘
are the values at times 𝑗 and 𝑘 (𝑗 > 𝑘),

respectively. The 𝑁 values of 𝑄
𝑖
are ranked from smallest to

largest and the median value of𝑄
𝑖
is slope of this datum [34].

𝑄med is computed as

𝑄med =
{

{

{

{

{

𝑄

(𝑛+1)/2
, if 𝑛 is odd,

𝑄

𝑛/2
+ 𝑄

(𝑛+2)/2

2

, if 𝑛 is even.
(6)

𝑄med does not contain zero and its values indicate the
steepness of trend.

Thedoublemass curve is amethod to test consistency and
variation between two parameters. The double mass curve is
a relation line of two variables in the same period drawn in
rectangular coordinate system. It is used to test consistency of
meteorological elements, interpolate missing values, or data
rectification [35, 36].

4. Result and Discussion

4.1. Changing Pattern of Precipitation, Runoff, and Sediment
Discharge in Yanhe River from 1961 to 2008. The seasonal
distribution of precipitation and runoff in Yanhe River is

extraordinarily uneven (Figure 2). The most of precipitation
and runoff occurred in the summer and fall and accounted
for 82.5% and 73.8% of annual amount, respectively (Table 1).
The precipitation and runoff in summer accounted for 56.2%
and 51.7%, and variable coefficients are 0.28 and 0.61, respec-
tively.The precipitation and runoff in fall accounted for 26.3%
and 21.1, respectively, and variable coefficients of them are
0.48 and 0.51. Compared with the proportion of precipitation
and runoff in summer and fall, however, the proportion of
precipitation in other seasons is lower but variable coefficients
are higher, and the variable coefficients of runoff in winter
and spring are lower which means the runoff of Yanhe River
in winter and spring is relatively stable and less affected by
precipitation. Base flow from upstream is major contribution
to runoff of Yanhe River. In other words, the precipitation is
major recharge source of runoff in Yanhe River in summer
and fall.

Results of applying trend analysis by Mann-Kendall and
Sen’s slope estimator statistical tests for seasonal precipitation
and runoff over period of 1961–2008 are presented in Table 2.
As shown, the precipitation of spring, summer, and fall
performed subtly increasing trend in seasonal time scale.
Thereinto, the decreasing trend in fall was detected at 95%
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Table 1: The characteristics of precipitation and runoff at the outlet (river mouth) in Yanhe River.

Annual Spring Summer Fall Winter

Precipitation

Maximum (mm) 954 204.6 440 308.7 30.8
Minimum (mm) 264.6 17.7 107.3 45.6 0.3
Average (mm) 531.5 81.8 299.1 139.4 11.3
Percentage (%) — 15.4 56.2 26.3 2.1

Variable coefficient 0.26 0.52 0.28 0.48 0.68

Runoff

Maximum (104m3) 50206.4 7040.3 31520.2 10650.6 3692
Minimum (104m3) 4609.1 1036.3 1859 926.3 787.4
Average (104m3) 20291 3566.5 10500.4 4283 1808.5
Percentage (%) — 17.6 51.7 21.1 8.9

Variable coefficient 0.39 0.37 0.61 0.52 0.27

Table 2: The results of Mann-Kendall and Sen’s slope for precipitation, runoff, and sediment discharge.

Test Trend
Annual Spring Summer Fall Winter

Precipitation 𝑍

𝑠
−2.40 −0.46 −1.08 −2.46 0.46

𝑄med −2.65 −0.12 −1.06 −1.71 0.03

Runoff 𝑍

𝑠
−2.37 −1.63 −1.80 −3.05 2.85

𝑄med −173.03 −23.33 −87.53 −62.95 10.68

Sediment discharge 𝑍

𝑠
−2.39 — — — —

𝑄med −57.24 — — — —

confidence level. The precipitation in winter infinitesimal
increased 0.03mm per year. The runoff from Gan Guyi
hydrological station showed that the trends were downward
except in winter, the runoff in winter significantly increased
(2.85), and there was 0.11 million cubic meters increased per
year. However, the runoff in spring, summer, and fall had
negative trends in about 0.23, 0.87, and 0.62millionm3 per
year decrease, respectively. Thereinto, runoff in summer had
negative trend (−1.8) at 95% confidence level, and the runoff
in fall had negative trends (−3.05) at 99% confidence level.
The reasonwhy runoff in these two seasons (summer and fall)
had downward trends was probably because of two aspects:
the decreasing of precipitation in these two seasons and the
other might be related to human activity such as land cover
change and the surged demand of water caused by popularity
growth.

The trends of annual precipitation and runoff change
were shown in Figure 3. Generally, the variation of pre-
cipitation corresponds to runoff changes. The precipitation
had decreased between the late 1960s and middle of 1970s.
During late 1970s and middle of 1980s, the precipitation
had dramatic fluctuation. Its variation became gentle after
1990s. The trend line of precipitation in Figure 3 showed
that annual average precipitation was decreasing and annual
average decline factor is −3.1mm/a. In Sen’s slope estimator
statistic test, the trend of precipitation was detected at rate
of −2.65mm/a. Through nonparametric Mann-Kendall test,
M-K rank correlation coefficient of precipitation (−2.40) has
99% confidence which showed that precipitation has signif-
icantly reduced trend along with time sequence. The trend
of runoff decreased as well and annual average reduction is
1.97millionm3. M-K test (−2.37) indicated the decreasing
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Figure 3: Annual precipitation and runoff in the YanheRiver during
1961–2008.

trend is significant within 99% confidence and annual runoff
trend in Sen’s slope estimator statistic test detected that it was
reducing at the rate of 1.73millionm3 per year.

Figure 4 performed the interannual monthly average
variable characters of precipitation, runoff, and sediment
discharge. The amount of precipitation was basically concen-
trated on flood season which accounted for 71.8% of a year.
Most of sediment discharge also occurred in flood season
which accounted for 98.6%. The distribution of monthly
runoff performed the similar distribution of sediment dis-
charge that there was 64.1% runoff occurring in flood season.
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Table 3: Cumulative area and ratios of human measures in Yanhe River [37].

Year Terrace Silting dam Afforestation Grass planting Total area
Area (Km2) Ratio Area (Km2) Ratio Area (Km2) Ratio Area (Km2) Ratio Area (Km2) Total ratio

1959 4.13 8 4.62 9 41.33 82 0.33 1 50.41 0.7
1969 47.2 21 15.83 7 161.27 71 3.73 2 228.03 3
1979 97.53 23 28.73 7 286.93 67 17.47 4 430.66 5.7
1989 174.33 15 37.8 3 840.73 70 145.2 12 1198.06 15.8
1996 275.6 16 41.67 2 1100.2 66 259.87 15 1677.34 22.1
2000 219.6 14 38.1 3 1637.5 67 180.4 16 2577.4 34
2005 285.5 9 49.5 5 2128.8 68 243.5 18 3350.6 44.1
Ratio indicates the ratio of the area in each period and total measured area. Total ratio indicates the ratio of the total measured area and total area of watershed.
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Figure 4: The monthly distribution of precipitation, runoff, and
sediment discharge in the Yanhe River from 1961 to 2008.

There was a peak of runoff inMarch which was different with
sediment discharge because snowmelting in spring causes the
rise of runoff. Another phenomenon in Figure 4 was shown
that the month of maximum runoff that occurred was not in
accord with the time of maximum sediment discharge that
occurred. It could be explained that early intensive runoff
and precipitation in July had eroded erosive soil particles on
watercourse and slope and scoured them out of the outlet.
Although the precipitation or runoff was larger than that in
later month, the rest of erodible particles were smaller than
those eroded in early time so that average sediment discharge
in August had reduced. The trends of annual sediment
discharge were shown in Figure 5. Sen’s slope estimator
test performed downward trend and sediment discharge
reduced at rate of 57.24 t/a. In M-K statistic test, the trend of
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Figure 5: The annual sediment discharge at the Gan Guyi station
from 1961 to 2008.

sediment discharge had significant reduction (−2.37) within
99% confidence level.

4.2. The Determination of Reference Period and Changing
Periodicity. The reference period is defined as the fact that
hydrological features and underlying surface in this period
are under “nature” background (ignoring human interven-
tion). As mentioned above, the measures of water and soil
conservation in Yanhe River had been conducted since 1960s
and benefits of these measures appeared around 1971 [14, 26].
Before 1959, the treated area was only 0.7% (Table 3). During
1959–1969, 3% of total area of watershed had been treated
which means the effects of humans on underlying surface
were negligible. The abrupt changes of runoff and sediment
discharge by Mann-Kendall test were shown in Figures 6 and
7.The trend of both runoff and sediment discharge increased
before 1971. However, it was going down after 1971. This
trend is in accord with the previous results that benefits had
appeared around 1971. Therefore, it is reasonable to define
reference period during 1961–1970.

The period during 1971–1994 is the period that increased
anthropogenic intervention over Yanhe River. During this
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Figure 7: Mann-Kendall abrupt change point detection of the
sediment discharge.

period, the UF of runoff and sediment discharge decreased
until late 1980s and then increased. Continual water and
soil conservation measures are the reason that the trend of
runoff and sediment discharge decreased. There was 12.8%
of Yanhe River watershed that had been treated (Table 3)
during 1969–1989 and 6.3% of watershed treatment had
been completed during 1990–1996. Although there was 6.3%
increment treated, the trend of runoff and sediment discharge
still upsurges in last 6 years of the period. In Figure 3, the
annual precipitation during 1990–1996 increased.There were

several reasons that might lead to this. One might be that
water conservancy facilities such as terrace and silting dams
gradually lose their function because of intensive rainfall or
being out of repair. Another one could be the implement
of Contracted Farmland policy during 1980s. This policy
encouraged farmers in cultivating steep slope, deforesting for
farmland, and mining.

There were two events that occurred during 1994–2008.
One is the project of soil and water conservation in Yanhe
River loaned by The World Bank (1994–2001). Another is
Grain for Green project proposed by Chinese State Council
in late 1990s. During 1994–2008, the runoff and sediment
discharge had dramatically decreased (Figures 6 and 7).
Kang et al. [38] quantified the benefits of the project of
soil and water conservation in Loess Plateau and indicated
that there was 549.7 km2 area replaced by vegetation. Xie
et al. [39] indicated that the area of farmland decreased from
3083.56 km2 to 2191.86 km2, and the area of forest and grass
increased from 4549.78 km2 to 5439.97 km2 during 1997–
2000. The third period during 1994–2008 is the period in
which intensive anthropogenic activities were implemented
in Yanhe River.The runoff and sediment discharge have their
abrupt change points during this period. The abrupt change
point of runoff occurred at 2005 and the abrupt change
points of sediment discharge occurred at 2003 and 2005.
These abrupt change points indicated that the benefits of
the projects of water and soil conservation had significantly
appeared around 2005.

4.3. The Effects of Climate and Anthropogenic Activities on
Hydrologic Features. Runoff and sediment discharge changes
were both affected by climate change and human activities.
To better understand dominant factor in variation of runoff
and sediment, and effects of human activities on runoff and
sediment, it is necessary to quantify the effects of precipita-
tion and human factor on runoff and sediment. The double
mass curves of runoff-precipitation and sediment discharge-
precipitation in different period were shown in Figures 8
and 9. The double mass curve of runoff-precipitation in
reference period showed the high correlation between runoff
and precipitation. The curve should be a straight line in
other periods if there were no effects of precipitation and
human activity. However, the curve in other periods was
not totally consistent with reference period. Therefore, it is
necessary to quantify the contribution of either precipitation
or anthropogenic effects to runoff and sediment discharge
variation. Predicted values in period of 1971–1994 and 1995–
2008 could be obtained by using linear regression formula
of reference period which represent values under stationary
underlying surface. Through the comparison of observed
values and predicted values, the quantification of effects of
climate and human on hydrologic features was summarized
in Table 4. Actual annual average values of runoff during
1971–1994 reduced by 48millionm3 compared to reference
period. The effects of precipitation accounted for 33.3% and
human activities accounted for 66.7%. Actual annual average
values of runoff reduced by 90millionm3 during 1995–2008
compared to reference period. The effects of precipitation
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accounted for 48.9% and human activities accounted for
51.1%. For variation of sediment discharge, human activity
is a major factor of reduction. The main reason might be
the engineered transformation on underlying surface such as
Grain for Green project. During 1971–1994, human activities
had contributed 103.8% to sediment reduction. They also
contributed 82.9% during 1995–2008.

Since Grain for Green projects were conducted after
1998 that improved ability of soil and water storage for
grass and forest, the contribution of anthropogenic factors to
runoff reduction has reduced. However, excessive demand of
increasing population and development of economy forwater
resource would be a challenge for runoff decline. Facility
agriculture and fruit industry become major agricultural
production models which acquire more water resource than
traditional agriculture. In addition, runoff reduction would
aggravate degeneration of natural vegetation and expan-
sion of desertification. Therefore, quantification of effects of
human factors on runoff would help improve water resource
management for maintaining hydroecological positive cycle.
The results of quantification for effects of human activities on

sediment discharge indicate that water and soil conservation
measures have achieved significant benefits.

5. Conclusion

The monthly distribution of precipitation, runoff, and sedi-
ment discharge was extremely uneven. 78.1% of precipitation,
64.1% of runoff, and 98.6% of sediment discharge occurred
in the flood season. Precipitation, runoff, and sediment dis-
charge performed downward trends during 1961–2008. The
Mann-Kendall and Sen’s slope estimator test showed that pre-
cipitation had decreased trend in seasonal distribution except
winter; particularly, precipitation in fall had significantly
decreased. Runoff during 1961–2008 performed significantly
downward trends in summer and fall and upward trend in
winter. Based on previous studies and major anthropogenic
events, the periods were divided into three parts. 1961–
1970 was set as reference period which was considered that
underlying surface of watershed kept relatively stationary.
The effects of precipitation and anthropogenic factors during
1971–1994 and 1995–2008 were quantified through compar-
ing with reference period. Thereinto, anthropogenic factors
contributed 66.7% and 51.1% to sediment discharge reduction
during 1971–1994 and 1995–2008, respectively. They con-
tributed 103.8% and 82.9% to runoff reduction during these
two periods, respectively. The abrupt change points of runoff
and sediment discharge appeared around 2005.This indicates
that benefits of Grain for Green projects were significantly
achieved.

The selection of reference period is important since it
would affect the results in quantification of other factors.
Therefore, combination with previous studies in Yanhe River
would improve the accuracy for reference period selection.
In addition, effects on hydrologic features are complicated.
Other meteorological elements such as temperature in this
paper were not considered which might impact the accuracy
of evaluating effects of meteorological and human activity
on the hydrologic elements. Coupling more related factors
in studying climate hydrology and anthropogenic effects at
watershed scale is further goal in the research.
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The purpose of this study is to investigate hydrometeorology changing patterns impacts on erosive landforms evolution in
Loess Plateau in the past 60 years (1950–2010). We firstly describe hydrometeorology changing patterns (rainfall-runoff-soil
erosion response) at different time scales (daily, monthly, and yearly) in perspective of river basins and then further investigate
hydrometeorology impacts on erosive landform through combined analysis of statistical quantification and proposed conceptual
model of rainfall-runoff-soil erosion landform. Through the above investigations, the following findings are achieved. Firstly, it
shows that annual runoff and sediment discharges decreased obviously although precipitation remained at the same level in the
past 50 years (1960–2010). Discharges of annual runoff and sediment decreased by 30%–80% and 60%–90%, respectively. Secondly,
contributors of soil erosion are determined by integrated factors such as precipitation, river network, and topography characteristics
of river basins. The strong soil erosion area existed in the middle hilly-gully region, while the high precipitation was in southern
mountains. Thirdly, erosion landform development was largely shaped by hydrometeorology characteristics in comparison with
other contributors. It shows that there is strong positive relationship between precipitation and erosion.

1. Introduction

Soil erosion has been one of the most triggering environ-
mental issues for decades for its destructive effects [1–7].
Soil erosion deteriorates natural environment and socioeco-
nomic properties as well, such as soil quality, agricultural
production, ecosystem stability, and Loess of socioeconomic
properties [8–10]. Soil erosion, which is classified into dif-
ferent categories (water, wind, glacier, gravity, and human
erosions), is caused by contributors such as climate (e.g.,
rainfall), topography (slope, river network), vegetation and
land use cover, and human activities. Soil erosion patterns
changed with the changes of these contributors. For example,
Mediterranean environments in Spain have become more
prone to soil erosion [11], Alpine areas have a high risk for soil
erosion associated with the extreme climatic and topographic
conditions, and sediments of Mississippi River, Nile River,

and Mekong River also changed significantly during the last
several decades [12–16] because of climate change and human
activities [17–19]. Sediment yield is primarily controlled by
plan curvature and highest-order channel length, followed
by hypsometric integral, rainfall, basin relief, and so forth.
In Loess Plateau, watershed shape parameters and relief
parameters are the major factors that affect sediment yield
[20]. With construction of dams and reservoirs, watershed
longitudinal linkages are weakened which caused decrease
of sediment yield, while natural vegetation clearance and
mining activity reduce resistance of land surface and enhance
the effectiveness of flow on sediments, thus increasing sedi-
ment yield [21, 22]. In Loess Plateau, precipitation decrease
is the main reason for reduction of sediment transport, and
their spatiotemporal patterns are consistent in the last several
decades. Contribution rate of human activities is 61%–93%
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to decrease of sediment discharge in 10 tributaries of Yellow
River’s middle reach [23].

Various approaches were developed to investigate soil
erosion and its related issues, including field observation,
laboratory test, quantitative analysis, and model simulation
[13, 24]. Field observations provide the first hand data for soil
erosion investigations [21, 25]. Mathematical statistics mainly
focus on the trend analysis, test of observed streamflow, and
precipitation, which include parametric and nonparametric
tests. Nonparametric tests are generally used to quantify
hydrological parameters; for example, Mann-Kendall Test
has been widely used for trend analysis [26–30]. Geographic
statistics is mainly used for spatial distribution analysis of
observed data. However, the statisticalmethods cannot reveal
the physical process and relations of hydrological parameters
and explain the reasons of change. As a result, mathe-
matical and hydrological models have been widely used.
Hydrological models are commonly applied to effectively
and efficiently analyze changes of hydrological parameters
and their response to climate change, human activities, and
landform evolution. Soil andWater Assessment Tool (SWAT)
model, Distributed Biosphere-Hydrological (DBH) model,
and Community Land Model (CLM4) version 4 were often
used to investigate response of streamflow to LUCC, climate
change, and human activities [31]. The Universal Soil Loss
Equation [32] and its successors, the Revised Universal Soil
Loss Equation (RUSLE), are by far themost oftenusedmodels
for soil erosion predictions. USLE and WEEP were used to
study fluctuations of soil erosion on the influence of rainfall,
vegetation coverage, conservation measures, and land use
[33–36].

Loess Plateau has been experiencing severe soil erosion
for decades influenced by climatic change, hydrology change,
and human activities [37–40]. Previous investigations show
that rainfall density played an important role in soil erosion
process compared to other features in Loess Plateau [41, 42].
Land use is critical in controlling soil erosion in this area
[43, 44], and it was reported that soil erosion decreased
dramatically with the increase of vegetation cover during the
past decades in Loess Plateau. Soil erosion intensity, process,
and mechanism are influenced by topographic factors such
as slope, water velocity, amount of penetration, and runoff
amount in Loess Plateau [20, 45–49]. Soil erosion closely
related to the sediment transportation in the middle Yellow
River. Changes of sediment in the mainstreams of the middle
Yellow River reflected the changes of soil erosion in Loess
Plateau [50]. These investigations provide abundant back-
ground knowledge in soil erosion in Loess Plateau. However,
these studies mainly focus on spatiotemporal characteristics
of soil erosion and climate change at large scales and rainfall
and erosion process at watershed scale. Interaction between
hydrometeorology and erosive landform evolution in Loess
Plateau remains unclear. Coupling response of soil erosion
and landform evolution has not been quantitatively analyzed
in detail, especially in Loess Plateau.Therefore, it is necessary
to carry out coupling analysis and quantitative investigation
of hydrometeorology and erosive landformevolution in Loess
Plateau. The purpose of this study is to investigate hydrom-
eteorology changing patterns impacts on erosive landforms
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Figure 1: Sketch map and DEM of the study area (Loess Plateau)
(triangle, hydrological gauged stations; rectangle, meteorological
station).

evolution in Loess Plateau in the past 60 years (1950–2010)
through combined analysis of statistical quantification and
proposed conceptual model of rainfall-runoff-soil erosion
landform. We firstly describe hydrometeorology changing
patterns (rainfall-runoff-soil erosion response) at different
time scales (hourly, daily, monthly, and yearly) from the per-
spective of river basins and then analyze hydrometeorology
and erosive landforms evolution.

2. Study Area

The Loess Plateau (100∘54 to 114∘33E and 33∘43 to 41∘16N)
which covers 624,000 km2 with over 60% subjected to soil
and water losses is mainly located in the middle reaches of
the Yellow River (3943 km) (Figure 1). The average annual
precipitation on the Loess Plateau ranges from 250mm to
600mm, which gradually increases from northwest to south-
east. Precipitation of rainy season (from June to September)
accounts for 60–70% of the total of the year. Heavy rain in
form of rainstorms occurs frequently in rainy season which
causes flood and severe soil erosion. Strong erosion forms
specific geomorphologic features with many gullies and
fragmented landforms in Loess Plateau. Tableland (Yuan),
ridges (Liang), and hills (Mao) are typical erosion landforms
of Loess Plateau. Gully erosion accounts formore than 80%of
the soil erosion in this area. Gully density and segmentation
of the ground are as high as 8 km/km2, and segmentation
of the ground is about 43.7% in some area. The average
erosion modulus reaches 5000–10000 t⋅km−2⋅a−1, sometimes
even reaching to 20000–30000 t⋅km−2⋅a−1, and it decreased
to 2205.4 t⋅km−2⋅a−1 in He-Long region in 2011 [51]. The
sediment discharge of He-Long section of Yellow River was
about 3.1 × 108 t during 1980–2010 and 1.6 × 108 t during
2000–2010 [51]. Vegetation destruction was one of the key
contributors to soil erosion in Loess Plateau for decades
because of improper human activities (such as cultivation,
deforestation, and development of economy). However, it
improved a lot after implementation of Grain-for-Green
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Project in 1990s with increase of grassland cover (30.5% of
the total) and forest (12.0% of the total) in Loess Plateau.
What ismore, the vegetation improved after a large number of
ecological engineering projects such as check dams, terraces,
and reforestation were implemented.

3. Materials and Methodology

3.1. Data Sources and Materials. In this study, precipitation
and hydrology datasets were obtained from the hydrological
and meteorological stations of Loess Plateau (Figure 1), and
topographic datasets were extracted from digital elevation
model (DEM). All these datasets are used to investigate
hydrometeorology changing patterns impact on erosive land-
forms evolution in Loess Plateau in the past 60 years. The
meteorological datasets of 76 observation stations, which
include daily,monthly, and annual precipitation during 1960–
2011, were used to illustrate situations of climate change
and human activities in Loess Plateau. Precipitation datasets
are further trimmed and classified as erosive precipitation
and rainstorms in terms of rainfall intensity. For example,
an erosive precipitation is defined when daily precipitation
is equal or larger than 12mm/d [52], while it is defined
as rainstorm if daily precipitation is equal or larger than
50mm/d. These datasets were provided by National Meteo-
rological Information Center (NMIC), China Meteorologi-
cal Administration (CMA). The hydrological datasets of 41
gauge stations were used to carry out hydrometeorological
analysis and soil erosion as well. These datasets include
daily streamflow and sediment discharge from 1960 to 2011.
Among these 41 gauges stations, 5 stations are located in
the mainstream of the middle Yellow River, including Tang-
naihai, Toudaoguai, Longmen, Tongguan, and Huayuankou,
which will be emphasized in this study. These datasets
were provided by Ecological Environment Database of Loess
Plateau, Chinese Academy of Sciences andMinistry of Water
Resources (CAS&MWR). Topographic parameters, such as
gully density, slope, relief amplitude (RDLS), and river net-
work, were extracted from 30-meter resolution DEM which
was downloaded from International Scientific and Technical
Data Mirror Site, Computer Network Information Center of
Chinese Academy of Sciences.

3.2. Analysis of Hydrometeorological Spatiotemporal Distribu-
tion. Hydrometeorological spatiotemporal distribution pat-
terns were analyzed by using Mann-Kendall Test (Mann,
1945; Kendall, 1975), Geographic Information System ap-
proaches, for example, Inverse Distance Weighted (IDW)
[53]. Mann-Kendall Test is applied for detecting changing
points in hydroclimatic time series. Meanwhile, temporal
characteristics and relationships of precipitation, runoff and
sediment in Loess Plateau, and the middle Yellow River
basin were also described by Mann-Kendall Test. Changing
patterns of climatic and hydrologic spatial distributions were
illustrated by spatial interpolation technique, the Inverse
Distanced Weighted (IDW). Topographic parameters were
further analyzed after extraction from DEM, such as gully
density, slope, aspect, relief, and river network, which were

extracted from30-meter resolutionDEM. In comparison, soil
erosion landforms in different river basins were characterized
through these topographic parameters.

3.3. Erosive Landform Evolution Index for Soil Erosion and
Landform Evolution. To quantify soil erosion contributors
to landform evolution, we proposed an Erosive Landform
Evolution Index (ELEI) for description of soil erosion and
landform evolution in Loess Plateau. Considering the com-
plexity of landforms and contributors to soil erosion, those
parameters of gully density, relief amplitude (RDLS), and
hilly slope are chosen to quantify landform changes, and
precipitation, runoff, and sediment are defined as primary
parameters of soil erosion. Landform evolution change
(EvLandform) is function of gully length (𝐿

𝑔
), relief amplitude

(𝐴
𝑟
), and hilly slope (𝑆

ℎ
). Soil erosion intensity (Erlandform)

is function of precipitation (𝑃), runoff (𝑅), and sediment
transportation (𝑆). Erosive LandformEvolution Index (ELEI)
is function of landform evolution change (Evlandform) and
soil erosion intensity (Erlandform). By using the principal
components analysis (PCA), we can select comprehensive
factors for landform evolution change (Evlandform) and soil
erosion intensity (Erlandform) from parameters of Erosive
Landform Evolution Index (ELEI) and climate factors and
establish functions for landformevolution change (Evlandform)
and soil erosion intensity (Erlandform).Meanwhile, we can also
build the function between Evlandform and Erlandform by using
linear regression analysis:

Evlandform = 𝐹 (𝐿gully, 𝐴 relief , 𝑆hilly) ,

Erlandform = 𝐺 (𝑃, 𝑅, 𝑆) ,

ELEI = 𝐻 (𝐹, 𝐺) .

(1)

According to referenced geomorphological mapping tax-
onomy, it defines RDLS as flat (0–20m), small (20–75m),
middle (75–300m), mountain (300–600m), and highmoun-
tain (>600m).On the basis of characteristics ofDEM inLoess
Plateau, the slope can be defined as 5 grades (<3∘, 3∼7∘, 7∼15∘,
15∼25∘, and >25∘). In this study, we calculated percentages of
different RDLS and slope.

4. Results

4.1. Changing Patterns of Rainfall-Runoff-Soil Erosion Process
in the Loess Plateau (1950–2010). Changes of precipitation,
runoff, and sediment displayed different patterns during the
past 60 years (1950–2010). Although annual precipitation had
no obvious change, average annual runoff has decreased by
30%–80%, and sediment discharge has decreased by 60%–
90% in 2000s in comparison with those in 1960s. Figure 2
displays distribution of annual rainfall, rainfall erosivity
(rainfall erosivity is the kinetic energy of raindrop’s impact
and the rate of associated runoff, MJ⋅mm⋅ha−1⋅h−1⋅yr−1), and
specific soil yield (SSY refers to sediment export per unit
area, Mg⋅km−2⋅y−1) from 1960 to 2010. It shows that only four
stations in the west and north part indicate increasing trend
(0–1.7mm⋅y−1), and all the other stations present downward
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Figure 2: Distribution of precipitation, rainfall erosivity, and specific soil yield (SSY) in Loess Plateau (modified after [37]). ((a) Precipitation
trend distribution map, (b) rainfall erosivity distribution map, (c) specific soil yield distribution map (1955–1969), and (d) specific soil yield
distribution map (2000–2009)).

trend ranging from −4.85mm to −0.02mm, particularly near
Lanzhou and Yinchuan cities as well as the northeast of
Loess plateau [37]. Further, through the Mann-Kendall Test,
the change points of annual precipitation usually occur in
late 1980s, and annual precipitation increased slightly after
change points (Figure 3). Annual runoff of all hydrological
stations decreased at 99% confidence interval during the past
50 years, and the significant change often began after 1980s
(𝑝 = 0.01) through theMan-Kendall Test. Spatial distribution
of average annual Specific Sediment Yield on Loess Plateau
within the two periods. During the period from 1955 to 1969,
the most severe soil erosion regions with SSY higher than

8,000Mg⋅km−2⋅y−1 lie in the section between Toudaoguai
and Longmen stations (Figure 1), which is also called “the
Coarse Sandy Hilly Catchments” [19]. This region covers an
area of 7.86 × 104 km2, accounting for only 14.8% of the
whole Yellow River basin but producing nearly 80% of the
coarse sediment to the Yellow River [37]. Obviously, heavy
rain causes increase in runoff and the tendencies of them
are consistent, but the impact of precipitation is postponed
because of runoff and flood process. In Loess Plateau, more
than 50% of annual precipitation and runoff concentrate
during the rainy season (June, July, August, and September),
and soil erosion is mainly caused by heavy rainfall (Figure 4).
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Figure 3: Changes of annual precipitation, runoff, and sediment discharge during the past 50 years (1960–2010) ((a) Tangnaihai, (b) Toud-
aoguai, (c) Longmen, and (d) Huayuankou).
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Figure 4: Frequency of different rainfall types ((a) erosive precipitation, (b) rainstorm, and (c) heavy rainstorm).

It is obvious that there were time lags between rainfall and
runoff, runoff, and sediment transportation in the observed
stations. For example, precipitation peak was on the 18th day
at Tangnaihai station in 1967, the nearest runoff began to
increase on the 22nd day, and the runoff peak was on the
35th day; in 1976, the peaks of runoff were about 4–8 days
late compared to that of precipitation.

Differences between precipitation and runoff and sedi-
ment increased from upstream to downstream in the main-
stream of upper and middle Yellow River, although precip-
itations fluctuated at around a certain level. And sediment
decreased much more than runoff. Higher precipitation of
these cities (Tangnaihai, Toudaoguai, Longmen, Tongguan,
and Huayuankou) which locate from the upper of Yellow
River to lower of it corresponded to higher runoff and sed-
iment from 1960 to 2010. Correlation between precipitation
and runoff is positive (𝑟 = 0.565, 𝑝 < 0.01), and it is

much more obvious during 1960 and 1990. In 1960s and
1970s, change of runoff was mainly caused by fluctuation
of rainfall. With development of society and increase of
human activities, factors influencing runoff increased, and
the coupling relationship between rainfall and runoff has
become more complex. Moreover, annual runoff increases
fromupstream to downstream aswell as annual precipitation.

Although annual precipitation fluctuates during the
study period, annual runoff sediment discharge decreased
obviously. However, runoff peaks correspond with rainfall
events, especially for rainstorm (daily rainfall is larger than
50mm/d). Sediment discharge does not display well correla-
tions with precipitation; as a result, sediment discharge (soil
erosion) is mainly influenced by vegetation, land cover, and
human activities. The relationship of rainstorm and runoff
can correspond well. In July of 1977 at Pingliang, there was a
rainstorm which lasted for 19 hours and covered 33200 km2.
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Table 1: Parameters configuration of Erosive Landform Evolution Index (ELEI).

Parameters of Erosive Landform Evolution Index Weihe River Jinghe River Beiluo River Wudinghe River
Gully

Gully density (km/km2) 0.13 0.15 0.15 0.13
Runoff (108 m3) 64.62 16.01 8.16 10.86
Sediment discharge (108 t) 2.94 2.08 0.68 0.92

RDLS
0–20 0.44% 0.23% 0.61% 1.67%
20–75 5.81% 1.01% 3.96% 37.30%
75–300 29.82% 52.36% 58.94% 53.12%
300–600 42.31% 44.49% 36.45% 7.85%
600–max 21.62% 1.91% 0.04% 0.06%
Runoff (108 m3) 64.62 16.01 8.16 10.86
Sediment discharge (108 t) 2.942 2.083 0.682 0.916

Slope (∘)
0∼5 24.32% 16.69% 19.12% 57.46%
6∼15 38.14% 40.77% 41.05% 27.89%
16∼25 23.98% 32.75% 29.54% 11.94%
26∼35 9.56% 6.24% 8.85% 2.31%
36∼40 2.20% 2.92% 0.88% 0.22%
41∼45 1.08% 0.30% 0.31% 0.09%
46∼max 0.73% 0.34% 0.24% 0.09%
Runoff (108 m3) 64.62 8.16 16.01 10.86
Sediment discharge (108 t) 2.942 0.682 2.083 0.916

ELEI
Gully length (km) 9334.05 3501 5865.51 4414.58
RDLS (km2, 20–600m) 48825.22 26755.75 44496.04 29713.77
Slope (km2, 0–25∘) 54150.01 24294.27 40790.31 29417.45

Its rainfall was 255mm, and the maximum peak flow was
5220m3/s. In August of 1984 at Zhengning, there was a
rainstorm which lasted for 6 hours and covered 423 km2,
and the maximum peak flow was 586m3/s. In May of 1985
at Zhenyuan, the rainstorm lasted for 2.5 hours and covered
480 km2 with 359mm precipitation, the maximum peak flow
of which was 1260m3/s. In July of 1996 at Qingyang, the
rainstorm lasted for 19.5 hours and covered 33150 km2 with
257.2mm precipitation, and the maximum peak flow was
4680m3/s.

Frequency of low intensity rainfall was higher than that
of high intensity rainfall, and frequency of the same inten-
sity rainfall is higher in downstream than that of upstream.
The average annual precipitation increases from northwest to
southeast, and theminimumannual precipitation (46.80mm/
a) is in Linhe, Inner Mongolia, and the maximum annual
precipitation (1262.3mm/a) is in Huashan, Shaanxi. Overall,
high rainfall (more than 720mm/a) region mainly concen-
trates in south of Shaanxi province, and the low rainfall (less
than 250mm/a) is in Inner Mongolia, Ningxia province, and
northwest ofGansu province.The tendency of average decade
precipitation is consistent with that of average annual precipi-
tation which increases from northwest (138mm) to southeast
(819mm). In the typical reach of the Yellow River, sediment
discharge and annual runoff of specific stations which are

close to downstream are larger than others. It indicates that
(a) the downward trend of sediment discharge in upstream
catchment ismore significant than that in downstream basins
for the same grade tributaries and (b) the trend of annual
runoff in downstream catchment is more significant than
that in upstream basin. The trend of sediment discharge is
similar to that of runoff which increases from upstream to
downstream.

4.2. CouplingAnalysis of Soil Erosion and Landforms Evolution
in the Loess Plateau. Tectonic movements in Quaternary
formed the basic topography in Loess Plateau. Based on the
above analysis of rainfall, runoff, and sediment transport, we
can observe that peaks of runoff and sediment discharge are
consistent with rainfall peak with time lags, and time lags of
runoff and sediment discharge became longer in downstream
than that in upstream for a normal distribution rainfall.

As indicated in methodology section, the higher values
of Erosive Landform Evolution Index (ELEI) represent late
stage of landform erosion. Table 1 displays parameters con-
figuration of Erosive Landform Evolution Index (ELEI). By
using the PCA method, we can easily get a comprehensive
factor to stand for the three landform factors (gully length,
RDLS, and slope). Before the PCA process, we standardized
the data of three landform factors because of the difference of
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Table 2: The proportion of covariance and first principal values of landform and climatic factors.

(a)

PRIN number Eigenvalue Difference Proportion Cumulative
Landform factors

1 2.9524 2.9051 0.9841 0.9841
2 0.0473 0.0470 0.0158 0.9999
3 0.0003 0.0001 1.0000

Climatic factors
1 2.7813 2.6352 0.9271 0.9271
2 0.1461 0.0734 0.0487 00.9758
3 0.0726 0.0242 1.0000

(b)

Basins Weihe River Wudnghe River Beiluohe River Jinghe River Fenhe River Qinhe River Yanhe River
Landform factors 2.7176 0.1526 −0.3206 1.3861 0.1233 −1.9096 −2.1495
Climatic factors 3.3354 −0.3999 −0.4694 0.9867 −0.7555 −1.3332 −1.3640

Table 3: The estimation parameters of the regression modeling.

Variable Parameter estimate Standard error 𝑡 value 𝑝 value
Comprehensive factor of erosive landform

Intercept 0 0.270 0 1.00
𝐸

𝑒

0.953 0.004 150.87 <0.003

the units. The results of PCA (Table 2) show that the pro-
portion of first principal is 98.41% which has significant cor-
relationwith the three landform factors. Sowe choose the first
principal components as the comprehensive factor of erosion
landform; higher PRIN values mean higher development of
the erosion landform. Furthermore, with the PCA results
we build (2) between the first PRIN and landform factors.
The equation indicates that the three landform factors have
positive correlation with the comprehensive landform factor:

𝑌

𝑒
= 0.576𝑋1 + 0.575𝑋2 + 0.582𝑋3, (𝑝 < 0.05) . (2)

In the equation, the 𝑌
𝑒
is the comprehensive factor of erosion

landform, 𝑋
1
is the standardized value of gully length, 𝑋

2

is the standardized value of waviness, and𝑋
3
is the standard-

ized value of slope.
On the other hand, we also applied the same PCA proc-

ess of calculation of the comprehensive factor of erosion
landform, to calculate the comprehensive effect of erosion
landform. By using the data of effects of erosion landform
(Table 2), we obtain the comprehensive effect of erosion
landform based on these erosion landform effects (runoff,
sediment, and rainfall volume). The results (Table 2) indicate
that the proportion of first principal is 92.71%, which means
the first principal can explain all the erosion landform
effects very well. Therefore, we select the first principal com-
ponent as the comprehensive effect of erosion landform, and
higher principal scores mean more influence on the erosion

landform. The equation of comprehensive effect of erosion
landform is as follows:

𝐸

𝑒
= 0.570𝑍1 + 0.578𝑍2 + 0.584𝑍3, (𝑝 < 0.05) , (3)

where the𝐸
𝑒
is the comprehensive effect of erosion landform,

𝑍

1
is the standardized value of runoff, 𝑍

2
is the standardized

value of sediment, and𝑍
3
is the standardized value of rainfall

volume.
Finally, by using regression analysis, we can figure out

the relationship between the comprehensive factor and com-
prehensive effect of erosion landform. Via the first principal
scores of both comprehensive indexes (Table 2) in seven
basins, we can calculate the relationship between these two
indexes. The results (Table 3) show that the erosion landform
comprehensive factor has the significant correlation (𝑝 <
0.003) with comprehensive effect of erosion landform, and
the intercept of the model is not significant with erosion
landform comprehensive factor (𝑝 > 0.05). Therefore we
remove the intercept from the model.

Moreover, through the regression analysis we also obtain
(4) between the erosion landform comprehensive factor and
comprehensive effect. Meanwhile from the equation, we can
also indicate that the erosion landform comprehensive factor
has positive relationship with the effects of erosion landform.
Therefore, the development level of erosion landform will
increase as the effects values increase:

𝑌

𝑒
= 0.953𝐸

𝑒
, (𝑝 < 0.003) . (4)
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In this equation, the𝑌
𝑒
is the comprehensive factor of erosion

landform and the 𝐸
𝑒
is the comprehensive effect of erosion

landform.

5. Conclusion

The aim of this study was to identify coupling relationship of
soil erosion and landforms evolution under the background
of climate change and human activities. Through mathemat-
ical statistics, regression analysis, and PCA method, it was
found that the main effects of erosion landform are rainfall
volume, runoff, and sediment in Chinese Loess Plateau. The
results of PCA indicate that the erosion landform compre-
hensive factor is composed of the three landform factors,
which are gully length, RDLS, and slope. It also shows that
there is a significant positive relationship between erosion
landform comprehensive factor and landform factors, and
this means that these three factors can stand for erosion
landform. Therefore, they can be used as evaluation factors
of erosion landform. The results of multiregression analysis
indicate that annual rainfall volume, runoff, and sediment
are the main effects of erosion landform, and they drive
the changes of landform in the Loess Plateau. Furthermore,
both landform factors and erosion landform effects should be
standardized before using them to build up the correlation
model because standardization can reduce the influence of
unequal units of these factors, which is a very important
part in this modeling. Meanwhile, the regression results also
show that there is also a significant positive linear relationship
between the erosion landform comprehensive factor and
its effects. As a result, the development level of erosion
landform will increase as its effects’ values increase. Thus,
this study provides useful information on impacts of erosion
landforms evolution and can be used to guide soil and water
conservation and investigate landforms evolution.
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The objectives of this study are to simulate the topographical changes associated with rainfall and the consequential debris flow
using terrestrial LiDAR (LightDetectionAndRanging).Three rainfall events between July 9 and July 14, 2009, triggered a number of
debris flows at Jecheon County in Korea. Rain fell at a rate of 64mm/h, producing 400mmof total accumulation during this period.
Tank simulation model for SWI (Soil Water Index) estimated the water stored beneath the ground and debris flow occurrence in
study area. For the LiDAR (Light Detection and Ranging) survey, the terrestrial laser scanning system RIEGL LMS-Z390i consists
of an accurate and fast 3D scanner, associated RTK GPS system. The DEM derived from LiDAR enabled the debris flow to be
mapped and analyzed in great detail. The estimated affected area and erosion/deposition volumes by debris flow were compared
with two-dimensional numerical simulation.The simulation results were sufficiently in good agreement with the debris flow track,
and a success rate of over 90% was achieved with a simulation time of 300 s. A comparison of the simulated and surveyed results
based on deposition volume yields a success rate of over 97% with 350 s of simulation time.

1. Introduction

Since the debris flows generally transport huge volumes of
sediments inmountain torrents, it is important to understand
the characteristics of erosion, transportation, and deposition
of debris flows, especially mountainous areas. In a previous
study, the peak discharge of the water and sediment mixture
was reported to be an order of magnitude greater, and the
density of the mixture can be two times greater than the
density of water [1]. Moreover, the debris flow discharges are
much higher than clean water discharges; thus, the hydro-
dynamic forces are increased [2]. Climatic factors are an
important subject for a better understanding of hydrological
response of landslide activity and are essential for developing
landslide/debris flow warning systems. Intense rainstorms
may directly trigger shallow landslides (<3m deep), and
an upper threshold for landslide initiation with rainfall
intensity and rainfall durationwas defined.The IndianOcean
monsoon produces seasonal precipitation in Korea [3], which
causes landslides and debris flows. Recently, these events have

resulted in notably higher damage [4]. In both Korea and all
around Northeast Asia, the sediments in debris flows often
cause catastrophic damage in local communities [5].

Many researchers have proposed mathematical models
of debris flow. A number of these models employ empir-
ical formulas concerning run-out and deposition [6–9].
Other models focus on the physical and dynamic aspects
of debris flows [10–14]. In recent studies, incorporating
numerical simulations with GIS (Geographic Information
System) enabled the evaluation of debris flow risk through
the integrated simulation of triggering, propagation, and
deposition [15, 16]. Takahashi [10] used Bagnold’s dilatants
fluid hypothesis and proposed that the erosion/deposition
rate is a function of sediment concentration and controlled by
the excess concentration over the equilibrium concentration.
These models incorporate the rheological properties, such as
friction parameters, as input data, and back calculation is
usually required for estimating these rheological properties.

The observation of topographic changes with high-
resolution imaging can help validate debris flow simulations.
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LiDAR (Light Detection and Ranging) is a remote sensing
technology that collects three-dimensional point clouds of
the surface. LiDAR data has already been used for studying
landslide morphology and distribution [17–19], local relief
[20, 21], channel bed morphology [22, 23], and headwater
channel network analysis [24, 25], as well as for the hill
slope-to-valley transition [26]. LiDAR data also enables the
calculation of surface characteristics [27] and the extrac-
tion of geometry and identification of failure [28]. Various
researchers have investigated the effect of DEM (Digital Ele-
vation Model) resolution on landscape representation [29–
31]. These data were combined with landslide observations
and landslide models [32]. The benefits of laser scanning are
the ability to quickly generate data of an object surface, easy
leveling process, and fewer human errors [33].

This study presents results from quantification of the
volume and pattern of debris flow deposits using DEMs gen-
erated from GPS (Global Positioning System) measurement
through the LiDAR survey.The objectives of this study are to
identify themorphological changes associatedwith the debris
flow and to determine the affected area and total volume
of debris flow using high-resolution terrestrial LiDAR. The
estimated results of the affected area and erosion/deposition
volumes by debris flow were compared with the numerical
simulation results.

2. Methods

2.1. Study Area. Due to an intensive rainfall from 9 to 14
July 2009 in Jecheon County, a large number of debris flows
occurred around the mountainous area. The study examined
one of these debris flow occurrences areas in Jecheon County,
which is located at 37∘07N latitude and 128∘04E longitude.
Figure 1 shows the location andmorphology of study area and
also shows channelized debris flow. The damage from these
debris flows was large; they destroyed 2 houses on the apex
and 6 houses at the alluvial fan and damaged several vinyl
greenhouses and all of the fields around the channels. The
morphologies of the basin and channel in this study are listed
in Table 1. The area of catchment is approximately 1.22 km2,
rising from 275m to 680m, with water flowing NW.

Figure 2 shows an aerial photograph of the study area and
a terrestrial photograph of areas with erosion or deposition.
The white circles (A), (B), and (C) represent the area of
the subsequent photograph.The rectangular transparent gray
zone represents the LiDAR scanning area for this study,which
is also applied to the mathematical simulation.

Figure 3 shows the rainfall events at Baekun weather
station near the study area from 7 to 16 July 2009. In
Jecheon County, six weather stations were operated, and,
among them, the Baekun weather station was closest to the
study area. The rainfall data indicates that high intensive
and sequential rainfall occurred between July 9 and July 14,
totaling 455.5mm. Rainfall intensity increased on July 14 to
the maximum rainfall intensity of 64mm/h and 201mm/d at
Baekun weather station and debris flow occurred at 21:00 on
July 14.

High water content is necessary for soil saturation, and it
was reported that most debris flows occurred during or after

Table 1: Topographic parameters in study area.

Parameters (unit) Value
Basin area (km2) 1.22
Basin maximum elevation (m, a.s.l.) 680
Basin minimum elevation (m, a.s.l.) 275
Basin mean elevation (m, a.s.l.) 464
Basin mean slope (degree) 22.0
Channel length (m) 2,030
Channel slope (degree) 7.8
Debris flow area slope (degree) 11.9

heavy and sustained rainfalls [34]. Antecedent moisture also
plays an important role in the saturation of soils, and it rises
with groundwater level and soil moisture [35, 36]. The SWI
(SoilWater Index) has been used as a variable in landslide and
debris flow warning systems [37]. SWI estimates the water
stored beneath the ground and landslide disaster occurrence
by comparing current and past SWI values. Tank simulation
models for SWI evaluation are semiphysical models that
generalize the geometrical, spatial, and material conditions.
Due to the simplicity, a tank model can be used for long time
periods andGIS applications [38].Thismodel also shows how
long it takes for rain to become groundwater. We verified the
SWI in this study area and investigated the applicability of
a tank model. In this study, SWI was defined to be the total
storage thickness of the three tanks.

Figure 4 shows the part of temporal variation from 1 to
31 July 2009 in the study area. Three major rainfall events
occurred within six days and the sequence of debris flow
events in the study area started on 14 July 2009 during the
third rainfall peak, which had a maximum rainfall intensity
of 64mm/h and 201mm/d. The temporal variations of SWI
represent the possibility of prediction tools for landslide
occurrence. The antecedent rainfall seemed to have a strong
effect on triggering debris flows in this study area.

2.2. LiDAR Scanning. For the LiDAR survey, the terrestrial
laser scanning system RIEGL LMS-Z390i consists of a highly
accurate and fast 3D scanner using TOF (time of flight)
method, associated RTK GPS system, and high-resolution
digital camera. The TOF method calculates the time taken
by the light pulse and finds 𝑥, 𝑦, and 𝑧 coordinates and the
distance from the source to the object. TOF scanner used
in this study has the ability to measure 11,000 points every
second.The point cloud contains information including 𝑥, 𝑦,
and 𝑧 coordinates.

The LiDAR provides high-resolution DEMs that provide
better land surface representation. In debris flow studies,
LiDAR is often used in conjunction with other datasets
such as DEMs derived from photogrammetry to compare
with LiDAR topography. To gather and compare the digital
information available for the study area, we used ArcGIS
tools, which enabled volume calculations.

2.3. Numerical Model. A mathematical model is applied
to simulate the debris flow in study area. The fundamen-
tal theory of the numerical model is based on mass and
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Figure 1: The location of study area (a) and debris flow occurring in basin (b).

momentum conservation with a shallow-water assumption
and storm-induced debris flow often moves as a continuous
fluid until stoppage [39]. To estimate the debris flow, this
study adopted Takahashi model [10], which treats a debris
flow as a steady fully developed laminar flow and assumes that
the flow is dilatants fluid and governed by Navier-Stokes and
continuity equations. The model fluid is considered a solid-
liquid mixture of sediments and interstitial fluid. Assuming
that the solids and the interstitial fluid move downstream
with the same velocity, the flow of the mixture is described
using a two-dimensional depth averaged model with a 2D
momentum equation and two mass balance equations for
the mixture and the sediments. Differential equations are
integrated with an upwind explicit finite-difference scheme.
By introducing shear stresses at the flow surface, the depth-
wise averaged two-dimensional momentum equations of
debris flow for 𝑥 (down valley) and 𝑦 (lateral) directions are
described as follows:
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(1)

where 𝑀 (=𝑢ℎ) and 𝑁 (=Vℎ) are the flow discharge per
unit width in 𝑥 and 𝑦 directions, 𝑡 is time, 𝑢 and V are the
velocity components in 𝑥 and 𝑦 directions, 𝛽 is momentum
correction factor equal to 1.25 for a stony debris flow, 𝑔 is
gravitational acceleration, ℎ is flow depth, 𝜃

𝑏𝑥0
and 𝜃
𝑏𝑦0

are 𝑥
and 𝑦 components of the slope of the original bed surface, 𝑧

𝑏

is erosion or deposition thickness of the bed measured from
the original bed surface elevation, 𝜏

𝑏𝑥
and 𝜏
𝑏𝑦
are the bottom

shear stresses in 𝑥 and 𝑦 directions, and 𝜌
𝑇
is the mixture

density.
The continuity equation of the total volume is

𝜕ℎ
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, (2)

where 𝑖
𝑏
is the erosion (≥0) or deposition (<0) velocity.

The continuity equation of the coarse particle fraction
that is sustained in the flow by the action of particle encoun-
ters is

𝜕 (𝐶ℎ)

𝜕𝑡

+

𝜕 (𝐶𝑀)

𝜕𝑥

+

𝜕 (𝐶𝑁)
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= 𝑖
𝑏
𝐶
∗
, (3)

where 𝐶 is the volumetric sediment concentration in the
flow and 𝐶

∗
is the volumetric sediment concentration in the

original bed.The erosion or deposition thickness to calculate
the bed surface elevation is given by

𝜕𝑧
𝑏

𝜕𝑡

+ 𝑖
𝑏
= 0. (4)

The change of the debris flowdensity can bemodeled through
the mass balance of both phases (solid and liquid) and the
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Figure 2: The aerial photograph in study area and terrestrial photograph showing flooding area.

definition of the erosion/deposition rate as a function of
the sediments concentration. The debris flow can be numer-
ically simulated by two-dimensional governing equations
composed of the momentum conservation equation for the
mixture of solid and liquid, the mass conservation equations
for the liquid phase and solid phase, respectively, and the
equation for bed height change. Since the resistance term
involves themomentumconservation equations, the different
constitutive equations for fully developed stony debris flow
and immature debris flow and turbulent flow should be con-
tained in the momentum conservation equation.The bottom
resistance for a two-dimensional flow is described as follows.

For a fully developed stony debris flow (𝐶 > 0.4𝐶
∗
),

𝜏
𝑏𝑥
=

𝑢

√𝑢
2

+ V2
𝜏
𝑦𝑥
+ 𝜌𝑓
𝑏
𝑢√𝑢
2

+ V2,

𝜏
𝑏𝑦
=

V
√𝑢
2

+ V2
𝜏
𝑦𝑦
+ 𝜌𝑓
𝑏
V√𝑢2 + V2,

(5)

in which 𝜏
𝑦𝑥

and 𝜏
𝑦𝑦

are the yield stresses in 𝑥 and 𝑦 direc-
tions, which can be expressed using constitutive equations of
Takahashi et al. [40].
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Figure 3: Rainfall at Baekun weather station on 7–16 July 2009.
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Figure 4: Temporal variation in Soil Water Index from 1 to 31 July
2009 in Jecheon area.

For an immature debris flow (0.02 ≤ 𝐶 ≤ 0.4𝐶
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𝜏
𝑏𝑥
=

𝜌
𝑇

0.49

(

𝑑
𝑚

ℎ

)

2

𝑢√𝑢
2

+ V2,

𝜏
𝑏𝑦
=

𝜌
𝑇

0.49

(

𝑑
𝑚

ℎ

)

2

V√𝑢2 + V2.

(6)

For a turbulent flow (𝐶 < 0.02),
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(7)

Since the volume of debris flow traveling downstream will
increase with the bed erosion or decrease with deposition,
the erosion and deposition velocity equations should be
contained in the mass conservation equations. The erosion
and deposition velocity equations for two-dimensional debris
flow model are given by Takahashi et al. [40].

Table 2: Summary of values used in simulations.

Parameters (unit) Value
Solid density (kg/m3) 2.65
Fluid density (kg/m3) 1
Volumetric sediment concentration in bed 0.65
Mean diameter of sediment particle (m) 0.03
Gravity acceleration (m/s2) 9.8
Erosion coefficient 0.0007
Deposition coefficient 0.05
Tangent of internal friction angle of sediment 0.7
Manning coefficient 0.04
Time interval (s) 0.02
Mesh size (m) 5

Erosion velocity equation is

𝑖
𝑏
= 𝛿
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where 𝛿
𝑒
is erosion coefficient and 𝐶

∞
is the equilibrium

concentration.
Deposition velocity equation for a fully developed stony

debris flow is
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where 𝛿
𝑑
is deposition coefficient, 𝑝 (=2/3) is numerical

constant, and 𝑈
𝑒
is the equilibrium velocity at which neither

erosion nor deposition takes place as follows:
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(10)

where 𝜃
𝑒
is channel slope in which sediment concentration is

in equilibrium, which can be obtained as follows:

tan 𝜃
𝑒
=

𝐶 (𝜎 − 𝜌
𝑚
) tan𝜙

𝐶 (𝜎 − 𝜌
𝑚
) + 𝜌
𝑚

. (11)

For the cases of an immature debris flow and a turbulent flow,
the respective deposition equation is expressed as

𝑖
𝑏
= 𝛿
𝑑

𝐶
∞
− 𝐶

𝐶
∗

√𝑢
2

+ V2. (12)

The input values and unit of the parameters for simulations
are listed in Table 2.

Taking into consideration a previous study by Salciarini
et al. [41], the soil depth was assumed to be 3m, based on
the results from terrestrial LiDAR survey. A simulation time
interval of 0.01 s was used for the simulation of debris flow.
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3. Result and Discussion

3.1. LiDAR Scanning. Figure 5 shows the DEMmanipulation
and the main LiDAR processing steps in a flow chart. For the
DEM generation before the debris flow, we used a digital map
that was provided by Korea Geography Information Institute
because therewas no available LiDARdata around study area.
The digital map with 1 : 5000 scale was constructed in 2007,
and the DEM before the occurrence was generated with the
grid cell of 5m × 5m spatial resolution.

The first step in LiDAR survey involves the RTK GPS
(Global Position System) receiver setup. The LiDAR survey
produces quantification of the volume and pattern of debris
flow deposits using DEM generated from GPS and LiDAR
data [42]. Synchronization of GPS and LiDAR was obtained
using the starting point as a reference for the survey pro-
cesses. The GPS and LiDAR sensor were both connected
to a computer for the data management and storage. The
LiDAR scanning integrated the georeferenced cloud points.
The study area required scanning from 21 locations to capture
debris flow track geometry and these 21 locations were
combined to one dataset. Due to the presence of vegetation
and houses, mask and filtering was performed.

Next, a triangulated irregular network (TIN) was con-
structed for the point cloud. Finally, a raster DEMwas gener-
ated with 5m × 5m spatial resolution. The DEM generation
was performed using the universal Kriging interpolation
method. Using these two DEMs, further raster calculations
were performed by ArcGIS. A number of results can be
derived from the raw data, including morphology, geometry,
and cross-sectional profiles.

Figure 6 shows the capture of whole cloud points com-
bined by the RiSCANPRO program, which is the companion
software for RIGLE terrestrial 3D laser scanner system along
the debris flow track. The study area consisted of 21 scanning
points to capture whole debris flow track. Initial raw data
consisting of more than 350,000 points required postprocess-
ing before DEM generation. The first step in postprocessing
involves the elimination of points identified as beyond the
nominal ground surface. Next, the objects except the surface
of the earth should be removed from the original data by

Figure 6: The capture of combined cloud points: original LiDAR
range image subjected to debris flow (A) and cutting result of forest
canopies and artificial structures (B).

filtering. The points returned from forest around the debris
flow track are identified and removed using visual inspection
of the 3D data. Figure 6(A) shows a magnified part (white
circle) of original scanning point cloud data including some
woods and artificial structures and Figure 6(B) shows the
filtered point cloud data at the same area with (A).

Figure 7 shows the topographicmap before (a) or after (b)
debris flow.The left upper corner of the figure shows the area
upstreamof the debris flow track. Figure 7(b) shows the high-
resolutionDEM as a result of overlapping the digital map and
3D point cloud data. Figure 7(b) also shows obvious erosion
scars in the upstream region and detailed topography features
all over debris flow track. It is shown that the debris flow track
tends to reach a configuration of dynamic equilibrium in the
downstream zone, while in the upstream zone the erosion is
dominant.

Through the raster calculation of results in Figure 7,
we can calculate erosion and deposition. Figure 8 shows
the evaluated values of erosion and deposition depth. The
blue and brown areas represent erosion and deposition
areas, respectively. Whereas deep erosion was shown at
the upstream region, the erosion became smaller and the
deposition more broad downstream. Figure 8 also represents
the affected area of the debris flow track. Furthermore, the
volume changes by the debris flow event could be estimated
based on a comparison between the eroded or deposited
surface area and its heights. Next, the total volume and area
of erosion and of deposition were calculated by summing
the negative and positive pixels, respectively. According to
this comparison, the erosion volume was approximately
32,847m3 and the deposition volume was approximately
22,889m3, respectively. As a consequence, it was thought
that discharged sediment volume was 9,958m3. Generally, a
debris volume could increase during the landslide event, as
a consequence of the deposition during the landslide [18].
However, the deposition volumewas estimated to be less than
that of erosion. The underestimated deposition volume can
be assumed to be discharge volume into the reservoir located
downstream of the study area.

The debris flow volumes and discharges can be much
greater than clean water due to rainfall. The density of the
mixture is two times greater than that of the liquid flow. In
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Figure 7: Topographic map before (a) and after (b) debris flow.

consequence, the hydrodynamic forces acting on the struc-
ture are increased. Therefore, the debris flow volumes should
be considered to design hydraulic structures such as dams
and bridges. With the classification of Jakob [2], the flow was
rated as size class 4, which could destroy parts of village and
destroy sections of infrastructure corridors and bridges.

3.2. Topographical Change Simulation. A debris flow model
is used to simulate the transport and deposition of failed
materials from the identified source areas. In absence of
any recorded discharge amount on the upper part of trig-
gering point, a rectangular discharge hydrograph with flow
of 20m3/s was assumed. The computational domain was
discrete with 108 × 48 square cells with a size of 5m. A
DEM was obtained from a 1 : 5000 digital map and was
not refined anywhere. Figure 9 shows the morphological
variations evaluated between the initial condition and the
temporal progression of the simulated debris flows.The solid
line represents the affected area results from the LiDAR
survey as shown in Figure 8.

In Takahashi model, if debris flow contains lower solid
concentration than the equilibrium concentration, the bed
would be eroded, and if the solid concentration is higher than
the equilibrium value, solid would be deposited.Thismethod
was applied to cases of laboratory experiment [43] and vari-
ous field researches [4]. Comparing with stochastic method
such as random walk model deciding the flow direction by
the probability proportional to the flow velocities calculated
from the elevation differences between the adjacent grid
points, demerit of random walk model is that the deposition
proceeds with one-dimensional motion despite the complex
topology [44]. This study uses horizontally two-dimensional
momentum conservation and mass conservation equations
representing the two-dimensional flow.

It reveals that the simulation results are sufficiently good
excluding the northern part of the domain where the model

50 0 5025
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−1.9 to −1

−0.9 to −0.1

−0.09 to 0

0.01 to 1
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3.1 to 8.5

Figure 8: The evaluated values of erosion and deposition depth.

simulates wide spreading of the wave in the upper stream.
This broad deposition did not occur in the real world event.
Debris flow moves with the mean velocity of 3.5m/s along a
path with the average slope of 11.9∘.

To validate the model performance, we extracted the
affected area with a terrestrial LiDAR survey and compared
the affected area with the results of debris flow simulation.
Figure 10 shows the details of the model performance in
predicting the affected areas.
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Figure 9: The temporal progression of the simulated debris flows.

For the evaluation of success rate, the proportions of
successfully predicted affected areas (𝐴

𝑠
) were calculated:

𝐴
𝑠
=

𝑁
𝑝

𝑁
𝑡

× 100 (%) , (13)

where 𝑁
𝑡
is the total cell number of surveyed affected

areas and 𝑁
𝑝
is the correctly simulated cell number within

the affected areas. In Figure 9, the solid line represents the
terrestrial LiDAR surveyed affected areas and corresponds to
𝑁
𝑡
. The differences between the solid line area and colored

area by the simulation time represent the discordances with

the surveyed area and the simulated results. A high success
rate over 90% was achieved with a simulation time of 300 s.

Moreover, because the terrestrial LiDAR survey results
have depth information, we could validate simulated ero-
sion/deposition volume change along within the affected
area.Thedepth of sediment deposition before and after debris
flow can be used to estimate themodel performance [45].The
second validation defined the prediction accuracy by calcu-
lating the ratio of the simulated erosion/deposition volume
and surveyed erosion/deposition volume, respectively.

Figure 11 shows the simulated erosion/deposition volume
and the success rate. In this study, deposition volumes were
lower than erosion volumes. For the success rate evaluation of
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the erosion/deposition volume, the proportions of predicted
erosion/deposition volume andmeasured erosion/deposition
volume by the LiDAR survey (𝑉

𝑠
) were calculated:

𝑉
𝑠
=

𝑉simulated
𝑉measured

× 100 (%) , (14)

where 𝑉measured is the LiDAR surveyed erosion/deposition
volume as shown in Figure 8 and 𝑉simulated is the simulated
erosion/deposition volume. A comparison of the simulated
and survey results, based on the deposition volume, yields a
success rate of over 97% at 350 s simulation time.The erosion
volume success rate reaches the highest value at 500 s simu-
lation time. It was thought that this delayed result is probably
due to the soil depth limitation in the model assump-
tions.

The results reproduced both the zone affected by the
debris flow and the spatial distribution of sediments with
reasonable accuracy for most of the domain. The model test
and validation results confirm the usefulness of the model
in calculating the number and size of affected areas, run-out
path, and volume of run-out deposits.

These results suggest some important considerations for
technicians dealing with the protection of the mountain
areas from intense rainfall. This debris flow model can be
applied to design and construct the hydraulic structures like
dams and bridges with the consideration of hydraulic forces.
The hydraulic structures have been designed referring to
the peak discharge and the volume was regarded to be of
minor importance. However, the numerical model can show
the propagation and the stoppage of the debris flow by the
hydraulic structure. The simulation and validation results
confirm the usefulness of the model for creating hazardmaps
and reducing debris flow risk.

4. Conclusions

This study presented the tank simulation model for SWI
estimating the water stored beneath the ground and debris
flow occurrence using high-resolution terrestrial LiDAR at
the Jecheon County in Korea. The DEM derived from the
LiDAR enabled the debris flow to be mapped and analyzed
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Figure 11: Variation of erosion/deposition volume and its success
rate.

in great detail. The study area required scanning from 21
locations to capture debris flow track geometry and these 21
locations were combined to one dataset. The morphological
change associated with the debris flow and the affected area
and total erosion/deposition volume by debris flow were
calculated. The estimated volumes of erosion and deposition
are 32,847m3 and 22,889m3, respectively. The estimated
results of affected area and erosion/deposition volume by
debris flow were compared with two-dimensional numerical
simulation results. We adopted Takahashi model for the
friction terms,which treats a debris flow as a dilatant fluid and
is governed by Navier-Stokes and continuity equations. The
simulation results agreed well with the debris flow track, and
a high success rate of over 90% was achieved with simulation
time of 300 s. A comparison of the simulated and surveyed
results based on the deposition volume yields a success rate
of over 97% at 350 s simulation time. The erosion volume
success rate reaches the highest value at 500 s simulation time.
It was thought that this delayed result is probably due to the
soil depth limitation in the model assumptions. These results
revealed both the area affected by the debris flow and the
spatial distribution of sediments with reasonable accuracy for
most of the study area. The simulation and validation results
confirm the usefulness of the model for creating hazardmaps
and reducing debris flow risk. These results suggest some
important considerations for technicians dealing with the
protection of the mountain areas from intense rainfall.
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Rainfall is one of themost important reasons causing the soil erosion in the Loess Plateau.The precipitation across themost severely
eroded areas in middle reaches of the Yellow River (MRYR), China, was investigated by analyzing the precipitation of flood season
(𝑃𝑓) and precipitation ofmain flood season (𝑃mf) from 26meteorological stations during the period from 1958 to 2013.The empirical
orthogonal function (EOF), ensemble empirical mode decomposition, and Hurst exponent are used to detect spatial, multiscale
characteristics of periodicity and trend for precipitation. The results show that there exist quasi-3- and quasi-6-year interannual
periods and quasi-11- and quasi-28-year interdecadal scale periods for 𝑃𝑓 and 𝑃mf. However, periodical features in most of the study
area are not statistically noticeable. Moreover, first EOFs indicated precipitation was affected by the large-scale circulation patterns,
and the spatial patterns of the second EOFs indicated an obviously north-south gradient in the MRYR, whereas the third EOFs
displayed east-west patterns. Hurst exponent analysis indicates that precipitation in 𝑃𝑓 and 𝑃mf will continue the current trends in
the future. These findings can provide important implications for ecological restoration and farming operations across the study
region.

1. Introduction

Time series analysis of hydroclimatic observations provides
direct information about hydrological changes and, therefore,
plays a key role in understanding and managing water
resources. Increasing knowledge is needed on large-scale
variations of hydrological variables and water cycle param-
eters in order to assess their potential impact on water
resources availability and hydrologic hazards. Precipitation is
a major factor in agriculture and in recent years interest has
increased in learning about precipitation variability for peri-
ods of months to years. Therefore, the spatial and temporal
variability of the precipitation time series is important from
both the scientific and practical point of view [1, 2].

For the last several years, a number of researches
have been used to measure rainfall variability with various

approaches in many different regions in the world; for
example, Barros et al. [3] showed that most of the annual
precipitation trends since 1960 in the Southern South Amer-
ica to the east of the Andes region could be described by
the first two rainfall eigenvectors of the principal compo-
nent analysis (PCA). Coulibaly [4] used the wavelet and
cross-wavelet to identify and describe spatial and temporal
variability in Canadian seasonal precipitation and gained
further insights into the dynamical relationship between the
seasonal precipitation and the dominant modes of climate
variability in the northern hemisphere. Feidas et al. [5]
analyzed the precipitation in Greece and found that there
was a link between precipitation variability in Greece and the
Mediterranean pressure oscillation. Modarres and da Silva
[6] analyzed the time series of annual rainfalls, number of
rainy-days per year, and monthly rainfall of 20 stations by
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the Mann-Kendall test to assess climate variability in the arid
and semiarid regions of Iran. Liu et al. [7] investigated the
spatial and temporal patterns of the precipitation trends in
the YellowRiver Basin, China, and showed a decreasing trend
in most of stations. Li et al. [8] evaluated the variation of
annual and seasonal precipitation by using theMann-Kendall
test and Hurst exponent methods in Xinjiang, China. Xue et
al. [9] decomposed the autumn precipitation series by using
ensemble empiricalmode decomposition (EEMD)method in
the Weihe River Basin and got the period characteristics of
multiscales in precipitation. Yu et al. [10] investigated precip-
itation signals and its impact assessment on soil hydrological
process by using Hilbert-Huang transform and continuous
wavelet transform approaches.

The Yellow River is noted for its small water and huge
sediment discharge in the world. The middle reaches of the
Yellow River flow through the Loess Plateau, rainfall is one
of the most important reasons causing the soil erosion in
this region.The water from the middle reaches accounted for
44.3% of the Yellow River streamflow, but the sediment has
accounted for 88.2% of the Yellow River sediment [11]. The
annual average sediment discharge of the Yellow River was
16 × 108 t (according to the observed data from Shan County
hydrological station during 1919–1960). In recent years, many
studies have reported significant decrease beyond expecta-
tions in streamflow and sediment discharge in the Middle
YellowRiver [11–17].The observed average annual streamflow
form Toudaoguai station to Tongguan station (located in
the Middle Yellow River) was 124.9 × 108m3 during 1952–
2013, while it was 68.9 × 108m3 during 2000–2013. The 56.0
× 108m3 decrease in streamflow accounted for 44.8% of
the average annual streamflow (1952–2013) (the Ministry of
Water Resources of China, 2014).

So far, most of the studies for precipitation variation
were focused on analysis in yearly, while fewer studies were
conducted on the periodicity of precipitation time series for
identifying climate change signals in themiddle reaches of the
Yellow River. The periodicity of precipitation is a key factor
for soil erosion, especially in the Loess Plateau. Therefore,
the objectives of this study were to investigate temporal
and spatial variation characteristics of precipitation of flood
season precipitation (𝑃𝑓) and precipitation of main flood
season (𝑃mf ) using monthly precipitation datasets from 1958
to 2013 and to explore the trends of𝑃𝑓 and𝑃mf in the future by
Hurst exponent.The results may have important implications
on water management and environmental phenomena, such
as soil instability, erosion, and desertification.

2. Study Area and Data

2.1. Study Region. The study area is situated in the arid and
subhumid Loess Plateau region in the middle reaches of
the Yellow River (MRYR), betweenHekouzhen (Toudaoguai)
and Tongguan section, with an area of 290 000 km2 between
104∘–113∘E and 32∘–40∘N, accounting for 38% of Yellow River
Basin area. It encompasses parts of 159 counties, across the
Ningxia Hui Autonomous Region (Ningxia), Shanxi, Inner
Mongolia Autonomous Region (Inner Mongolia), and the

Table 1: Geographical coordinates, annual mean precipitation (𝑃𝑦)
for 26 meteorological stations across the middle reaches of the
Yellow River.

Station (abbreviation) Latitude
(∘N)

Longitude
(∘E)

Elevation
(m) 𝑃𝑦 (mm)

Youyu (YY) 40.00 112.45 1345.8 421.6
Hequ (HQ) 39.38 111.15 861.5 410.4
Wuzhai (WZ) 38.92 111.82 1401.0 472.5
Xingxian (XX) 38.47 111.13 1012.6 492.9
Yulin (YL) 38.27 109.78 1157.0 406.9
Taiyuan (TY) 37.78 112.55 778.3 443.7
Hengshan (HS) 37.93 109.23 1111.0 377.6
Suide (SD) 37.50 110.22 929.7 452.7
Lishi (LS) 37.50 111.10 950.8 491.1
Jiexiu (JX) 37.03 111.92 743.9 465.5
Wuqi (WQ) 36.92 108.17 1331.4 469.0
Yan’an (YA) 36.60 109.50 958.5 542.7
Xixian (XX) 36.70 110.95 1052.7 524.5
Linfen (LF) 36.07 111.50 449.5 484.7
Huanxian (HX) 36.58 107.30 1255.6 434.2
Luochuan (LC) 35.82 109.50 1159.8 612.3
Yuncheng (YC) 35.05 111.05 365.0 528.6
Xiji (XJ) 35.97 105.72 1916.5 410.3
Pingliang (PL) 35.55 106.67 1346.6 501.3
Xifeng (XF) 35.73 107.63 1421.0 550.3
Changwu (CW) 35.20 107.80 1206.5 581.3
Tongchuan (TC) 35.08 109.07 978.9 581.6
Tianshui (TS) 34.58 105.75 1141.7 522.4
Baoji (BJ) 34.35 107.13 612.4 655.7
Wugong (WG) 34.25 108.22 447.8 602.7
Xi’an (XA) 34.30 108.93 397.5 556.7

Gansu and Shaanxi provinces. The natural environment is
featured by a gradual increase in precipitation fromnorthwest
to southeast, concentratedmainly in summer, and dominated
usually in the form of rainstorms. A digital elevation model
(DEM) of the region is shown in Figure 1. The annual
sediment transportation into the Yellow River accounts for
90% of the total sediment discharge, making the MRYR one
of the most soil-eroded areas of the Loess Plateau. The area
has thick (50–80m) loess layers. The particle composition is
mainly fine sand, silt (up to 50% of the total), and clay. The
loess has high porosity and is prone to landslides. The soil is
typical black loam soil with a loose structure that is readily
degraded [18].

2.2. Data. The daily and monthly rainfall data of 26 national
meteorological stations (apart from the mountain station)
used in this work were extracted from the National Meteo-
rological Information Centre (NMIC) (Table 1 and Figure 1),
including daily precipitation (𝑃𝑑, mm),monthly precipitation
(𝑃𝑚, mm), and yearly precipitation (𝑃𝑦, mm) from 1958 to
2013. The dataset has been quality ensured by NMIC. We
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Figure 1: Location of the selected 26 meteorological stations on a DEM of middle reaches of the Yellow River, China.

performed further routine quality assessment and error cor-
rection procedures on the data following methods described
by Peterson et al. [19]. Missing values are infrequent (during
certain months in 1968 precipitation data was missing from
Wuqi station, during certain months in 1969 precipitation
data was missing from Lishi station, and during one month
in 2013 precipitation data was missing from Baoji station).
The missing data in these three stations were processed in
the following ways: (1) if data were missing only for 1 day,
the missing data were replaced by the average value of its
neighboring days and (2) if consecutive days were missed,
those were estimated by simple linear interpolation method
using the data of neighboring stations (𝑅2 > 0.95) [20, 21].
Due to urbanization, data from Yaoxian station were used
instead of Tongchuan station after 1999; data from Maiji
station were used instead of Tianshui station after 2004; data
from Fengxiang station were used instead of Baoji station
after 2005; data from Jinghe station were used instead of Xi’an
station after 2006. Considering the hydrogeology condition
in study area, the distribution of precipitation in rainy season
is the driving force for soil erosion and flood for this region,
because it is well known that individual rainfall events can
contribute approximately 60% to 90% of the yearly rainfall
total [22]. In general, the flood season refers to June–October,
and main flood season refers to July-August [17, 23], in
the Loess Plateau. Consequently, this study focused only on
precipitation in flood season and main flood season, which
are critical agricultural months in the study area.

3. Methodology

3.1. Empirical Orthogonal Function. The empirical orthogo-
nal function (EOF) had been used in atmospheric science
since the early 1950s and EOF techniques are deeply rooted
in statistics, especially in principal component analysis [24,
25]. It provides a compact description of the temporal and
spatial variability of a dataset of a single variable in terms
of orthogonal components or, also called, statistical “modes.”
The main features of spatial variability can be outlined
using EOF analysis. Essentially, the EOF reduces the data
dimensionality, and the smaller set of uncorrelated variables
ismuch easier to understand and further analyze than a larger
set of correlated variables. Therefore, the EOF has become a
popular tool inmeteorology, geology, and geography [26–28].
More details on EOF can be found in Kim et al. [29].

3.2. Ensemble Empirical Mode Decomposition. EEMD, a
fundamental part of the Hilbert-Huang transform, is an
adaptive method that decomposes a time series into intrinsic
mode functions (IMFs) ranging from high- to low-frequency
modes, each of which represents a specific frequency range,
and a long-term trend [30]. The first IMF has the highest fre-
quency and so on. The sum of these IMFs and the long-term
trend reproduces the original time series. The length of the
time series determines the number of IMFs. It improves upon
the empirical mode decomposition (EMD) method [31, 32],
which is an adaptive data analysis method to decompose any
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complicated data series into a finite and often small number
of amplitude-frequency modulated oscillatory components.
Based on EMD algorithm [31], EEMDmethod can be briefly
described as follows [33]: Step 1: set the ensemble number and
the amplitude of the added white noise; Step 2: add a white
noise series to the targeted data with the set amplitude; Step 3:
decompose the data with addedwhite noise into IMFs; Step 4:
repeat Steps 2 and 3 again and again, but with different white
noise series each time; then, the final ensemble means of
corresponding IMFs of the decompositions are obtained.The
basics and effectiveness of this method applied to geophysical
data analyses have been documented in many recent works
[32–34]. Formore details about EMD and EEMD, refer toWu
and Huang [33]. In this study, the ensemble number is set to
100 and the amplitude of added white noise is set to 0.2 times
of standard deviation of that of the data based on suggestion
by Wu and Huang [33].

3.3. Hurst Exponent Analysis. The fractal theory for time
series research has been widely applied in climate change,
geography, and other fields [35], used to analyze future pre-
cipitation trend in this study. The Hurst exponent, estimated
byR/S analysis, is used as ameasure of the long-termmemory
of the time series. Hurst’s index (𝐻) has a strong ability to
predict future trends for a time series in relation to past
trends, and it has been used to predict hydrological and
climatological processes [8, 36]. 𝐻 ranges between 0 and 1,
where (1) 𝐻 = 0.5 means the various essential elements
are completely independent and the change is random; (2)
0.5 < 𝐻 < 1 shows that the time series has a long-term trend
which is likely to continue in the future; the closer the𝐻 value
to 1, the stronger the continuity; and (3) 0 < 𝐻 < 0.5 also
indicates the time series has a long-term trend. However, its
future tendency will be the opposite; the closer the𝐻 value to
0, the stronger the reverse tendency.

4. Results and Discussion

4.1. Annual Variability of Flood Season Precipitation andMain
Flood Season Precipitation. The mean annual precipitation
(𝑃𝑦), precipitation of flood season (𝑃𝑓), and precipitation
of main flood season (𝑃mf ) were 499.9mm, 383.3mm, and
211.0mm in the research region, respectively (Table 2). The
𝑃𝑓 and 𝑃mf account for 76.67% and 42.21% of the annual
mean precipitation, respectively. The difference between the
maximum and minimum values for each variable was small.
The coefficients of variation (CVs) of 𝑃𝑦, 𝑃𝑓, and 𝑃mf were
0.166, 0.190, and 0.254, respectively, showing that all of their
changes are stable. Both the annual average precipitation of
flood season and the annual average precipitation of main
flood season had no significant trends with a linear increase
from 1958 to 2013 (Figure 2). Moreover, there was significant
(𝑃 < 0.01) synchronized variation between the 𝑃𝑓 and 𝑃mf .

4.2. Spatial Patterns of the Precipitation by EOF. The EOFs of
the precipitation series in flood seasonwere calculated during
1958–2013.The significance of eigenvectors derived fromEOF
was tested with North’s method [37]. The results showed

Table 2: Statistics for annual precipitation (𝑃𝑦), precipitation of
flood season (𝑃𝑓), and precipitation of main flood season (𝑃mf ) of
the Middle Yellow River from 1958 to 2013.

Statistic 𝑃𝑦 (mm) 𝑃𝑓 (mm) 𝑃mf (mm)
Mean 499.9 383.3 211.0
Minimum 335.3 231.1 103.9
(Year) (1997) (1997) (1991)
Maximum 758.1 549.1 345.0
(Year) (1964) (1964) (1958)
Median 487.0 373.5 214.4
Standard deviation 82.9 72.8 53.6
Confidence levels (95.0%) 22.20 19.49 14.30
Coefficients of variation 0.166 0.190 0.254
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Figure 2: Mean annual flood season and main flood season precip-
itation in the middle reaches of the Yellow River during 1958–2013.

that the first three eigenvectors were valuable signals both
in flood season and main flood season. The first three EOFs
during the study period explained approximately 45.2%,
20.8%, and 6.0% of total variance, respectively. It is generally
assumed that those EOFs, whose accumulated variance is
more than 70% of the total variance, have significance in
explaining the original data [28, 29]. In this study, the first
three EOFs explained 72% of the total variance in flood
season precipitation. Therefore, the first three EOFs were
used in this study to explain the original data.TheEOFs of the
precipitation series in main flood season were also calculated
during the study period.The first three EOFs explained 71.8%
of the total variance in main flood season.Therefore, the first
three EOFs of precipitation in flood season were also used in
this study to explain the original data.

The first EOF values for 𝑃𝑓 and 𝑃mf were both positive
(Figure 3), which indicated the precipitation was affected
by the East Asian monsoon. The second EOFs for both
𝑃𝑓 and 𝑃mf indicated that precipitation had obvious north-
south differences, and the zero contours for 𝑃𝑓 and 𝑃mf were
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Figure 3: First three EOFs of the 𝑃𝑓 and 𝑃mf in MRYR.
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Figure 4: EEMD of the 𝑃𝑓 time series from 1958 to 2013 at the Suide
station.

both located in the area around Linfen, Luochuan, Xifeng,
and Pingliang. It means that the trend in the precipitation
variation is opposite for the northern and the southern areas
of the study area, which reveals that precipitation increased
in the northern area and decreased in the southern area.
In the third EOFs, the zero contours for 𝑃𝑓 and 𝑃mf were
both located in the area around Yulin, Suide, Luochuan,
and Wugong, which indicated an approximately east-west
direction.

4.3. Decomposing Annual Flood Season and Main Flood
Season Rainfall Time Series Using EEMD. By employing the
EEMD technique, the original annual 𝑃𝑓 and 𝑃mf time series
from 26 stations are decomposed into four independent IMFs
and one residue, respectively. For example, the results for
the Suide station are illustrated in Figures 4 and 5. It can
be observed that precipitation data are decomposed into
IMFs, and we can also see that the IMFs present changing
frequencies, amplitudes, and wavelengths. For all IMFs, IMF1
has the maximum amplitude, highest frequency, and shortest
wavelength. The following IMF components decrease in the
amplitude and frequency and increase in the wavelength.The
last residue (RES) is a mode slowly varying around the long-
term average.

There are few periodic variabilities of 𝑃𝑓 in the MRYR.
Both the periodicity properties of regional precipitation
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Figure 5: EEMDof the𝑃mf time series from 1958 to 2013 at the Suide
station.

series and the periodicity properties of𝑃𝑓 at each station show
few periodic variabilities (Table 3).The periodicity of IMF1 at
each station ranges from a minimum of 2.3 to a maximum
of 3.1, the periodicity of IMF2 at each station ranges from a
minimumof 4.3 to amaximumof 6.2, the periodicity of IMF3
at each station ranges from a minimum of 8 to a maximum
of 14, and the periodicity of IMF4 at each station ranges from
a minimum of 18.6 to a maximum of 48.1. However, only the
periodicity of IMF2 at Linfen station and the periodicity of
IMF4 at Suide, Lishi, and Yan’an station pass the statistical
significance.

The periodic variability of 𝑃mf at each mode (Table 4)
is similar to that in 𝑃𝑓. Only the periodicity of IMF1 at
Hengshan station, the periodicity of IMF2 at Xifeng station,
the periodicity of IMF3 at Suide and Xixian station, and the
periodicity of IMF4 at Lishi, Yan’an, Yuncheng, and Baoji
station pass the statistical significance. It alsomeans that there
is less periodic variability of 𝑃mf in the MRYR.

Though there were few stations passing the significant
test for precipitation period, the IMF2 component of Linfen
station for 𝑃𝑓, the IMF1 component of Hengshan station, and
the IMF2 component of Xifeng station for 𝑃mf in Tables 3 and
4 showed that there were obvious periodic variability within
3-4 years and 6–8 years, respectively. According to multiple
timescale analysis of sea surface temperature (SST) data in
Niño-3 region (5∘N–5∘S, 150∘–90∘W) during 1881–2002 [38],
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Table 3:Themean periods of various time-scale components for 𝑃𝑓
during 1958–2013 in the MRYR obtained by the EEMD.

Station (abbreviation) IMF1 IMF2 IMF3 IMF4
Regional precipitation (MRYR) 2.5 4.3 9.3 27.9
Youyu (YY) 2.3 5.6 11.2 21.2
Hequ (HQ) 2.7 5.6 11.2 27.9
Wuzhai (WZ) 2.8 5.6 11.2 19.2
Xingxian (XX) 2.5 5.6 11.2 24.2
Yulin (YL) 2.9 5.6 11.2 29.0
Taiyuan (TY) 2.7 5.1 9.3 21.4
Hengshan (HS) 2.8 4.7 8.0 27.3
Suide (SD) 2.5 5.6 9.3 28.1∗∗

Lishi (LS) 2.5 5.6 11.2 46.1∗

Jiexiu (JX) 2.5 4.3 9.3 27.8
Wuqi (WQ) 2.5 5.6 9.3 18.6
Yan’an (YA) 2.4 5.6 9.3 27.7∗

Xixian (XX) 2.3 4.7 9.3 29.0
Linfen (LF) 2.7 5.6∗ 9.3 22.7
Huanxian (HX) 2.4 5.6 11.2 28.3
Luochuan (LC) 2.7 4.7 9.3 26.5
Yuncheng (YC) 2.8 5.1 11.2 30.3
Xiji (XJ) 2.9 6.2 14.0 27.9
Pingliang (PL) 2.3 4.7 9.3 18.7
Xifeng (XF) 2.8 6.2 11.2 48.1
Changwu (CW) 2.8 5.1 9.3 23.4
Tongchuan (TC) 3.1 5.6 11.2 27.0
Tianshui (TS) 2.7 4.7 11.2 28.3
Baoji (BJ) 2.7 5.1 9.3 29.5
Wugong (WG) 2.8 4.7 8.0 23.5
Xi’an (XA) 2.9 5.6 9.3 26.9
Note: ∗ and ∗∗ represent significant trend tested at 0.1 and 0.05 significant
levels, respectively.

there was also obvious periodic variability within 3-4 years
and 6–8 years. Hence, the high-frequency components of
annual flood season and main flood season precipitation
series were consistent with SST which demonstrated that the
short-term variation of annual flood season and main flood
season precipitation in some area of the study area may be
affected by SST. Further study will be required to explain
the observed precipitation periodicities associating with the
influencing climatic factors.

4.4. Future Trend of Flood Season andMain Flood Season Pre-
cipitation. The Hurst index provides statistical predictions
concerning future trend.TheHurst index based on the𝑃𝑓 and
𝑃mf time series at 26 stations from 1958 to 2013 is shown in
Table 5.The𝐻 value of𝑃𝑓 ranges fromaminimumof 0.49 to a
maximum of 0.73. An𝐻 value which is greater than 0.5 refers
to the persistence of the series, which indicates the same trend
in the time series in the future, with a greater value for more
persistence. This means that there is a long-term persistence

Table 4: The mean periods of various time-scale components for
𝑃mf during 1958–2013 in the MRYR obtained by the EEMD.

Station (abbreviation) IMF1 IMF2 IMF3 IMF4
Regional precipitation (MRYR) 2.8 5.6 9.3 18.8
Youyu (YY) 2.4 4.3 9.3 35.1
Hequ (HQ) 2.8 6.2 14.0 29.4
Wuzhai (WZ) 2.8 5.6 11.2 27.6
Xingxian (XX) 2.5 5.1 11.2 18.5
Yulin (YL) 2.8 5.6 11.2 32.9
Taiyuan (TY) 2.8 5.1 9.3 18.6
Hengshan (HS) 3.3∗ 6.2 14.0 42.5
Suide (SD) 2.8 6.2 18.7∗ 24.9
Lishi (LS) 2.8 5.1 11.2 39.6∗∗

Jiexiu (JX) 2.7 5.6 9.3 27.8
Wuqi (WQ) 2.5 4.7 9.3 19.2
Yan’an (YA) 2.8 5.1 14.0 27.9∗

Xixian (XX) 2.7 5.1 14.0∗∗ 47.6
Linfen (LF) 2.7 5.6 9.3 18.6
Huanxian (HX) 2.5 7.0 14.0 29.9
Luochuan (LC) 2.7 5.6 11.2 27.1
Yuncheng (YC) 3.1 6.2 11.2 50.1∗

Xiji (XJ) 2.8 6.2 11.2 19.7
Pingliang (PL) 2.8 5.6 14.0 30.5
Xifeng (XF) 2.8 6.2∗ 9.3 47.8
Changwu (CW) 2.5 5.1 8.0 24.2
Tongchuan (TC) 3.1 6.2 11.2 28.6
Tianshui (TS) 2.3 4.3 9.3 25.8
Baoji (BJ) 2.7 5.1 11.2 26.3∗

Wugong (WG) 2.5 5.1 9.3 26.3
Xi’an (XA) 2.7 5.6 9.3 25.3
Note: ∗ and ∗∗ represent significant trend tested at 0.1 and 0.05 significant
levels, respectively.

in the variability of precipitation. Most of the stations in the
study area have long-term persistence. The stations where
there is no long-term persistence in the variability (𝐻 < 0.5)
are Wuzhai and Pingliang station. The main flood season
precipitation in the region shows the 𝐻 value range from a
minimum of 0.51 to a maximum of 0.72, indicating the trend
will be maintained in the future. The 𝐻 value of 0.44 for
Pingliang station indicates an opposite precipitation trend in
the future. The present trends of 𝑃𝑓 and 𝑃mf for most of the
stations are decreasing (see SupplementaryMaterial available
online at http://dx.doi.org/10.1155/2016/9451614). According
to above results of Hurst index, the trends of future precip-
itation in these stations will be persistent.

5. Conclusions

In this paper, analysis of the trends, periodic variability, and
temporal-spatial patterns of the flood season precipitation
and main flood season precipitation in the middle reaches of
the Yellow River support the following conclusions.



8 Advances in Meteorology

Table 5: Hurst exponent analysis for 𝑃𝑓 and 𝑃mf during 1958–2013
in the MRYR.

Station (abbreviation) 𝐻1 𝐻2

Youyu (YY) 0.58 0.64
Hequ (HQ) 0.59 0.59
Wuzhai (WZ) 0.49 0.58
Xingxian (XX) 0.58 0.58
Yulin (YL) 0.65 0.61
Taiyuan (TY) 0.60 0.56
Hengshan (HS) 0.62 0.72
Suide (SD) 0.70 0.61
Lishi (LS) 0.60 0.58
Jiexiu (JX) 0.72 0.61
Wuqi (WQ) 0.52 0.63
Yan’an (YA) 0.64 0.56
Xixian (XX) 0.65 0.56
Linfen (LF) 0.67 0.61
Huanxian (HX) 0.58 0.53
Luochuan (LC) 0.68 0.67
Yuncheng (YC) 0.62 0.61
Xiji (XJ) 0.68 0.56
Pingliang (PL) 0.49 0.44
Xifeng (XF) 0.58 0.60
Changwu (CW) 0.53 0.51
Tongchuan (TC) 0.59 0.53
Tianshui (TS) 0.63 0.64
Baoji (BJ) 0.60 0.66
Wugong (WG) 0.73 0.70
Xi’an (XA) 0.51 0.56
Note:𝐻1 represented𝐻 index of 𝑃𝑓;𝐻2 represented𝐻 index of 𝑃mf .

The first three EOFs for 𝑃𝑓 and 𝑃mf were selected in
this study to identify the spatial-temporal variations of the
predominant components. The results indicate that the first
EOFs values are all positive, which indicate that the precip-
itation is affected by similar large-scale circulation patterns.
The second EOFs indicate north-south patterns located in
the area around Linfen, Luochuan, Xifeng, and Pingliang.
Moreover, the third EOFs display east-west patterns located
in the area around Yulin, Suide, Luochuan, and Wugong for
the study area.

The 𝑃𝑓 and 𝑃mf in the middle reaches of the Yellow
River are subject to a quasi-3-year, quasi-6-year interannual
periodical feature based on the EEMD analysis, whereas
interdecadal scale periods are dominated by quasi-11-year and
quasi-28-year. However, periodicity inmost study areas is not
significant.

Hurst exponent (𝐻) analysis indicates that the𝐻 value is
greater than 0.5 inmost stations both for𝑃𝑓 and𝑃mf .Thus, the
precipitation in 𝑃𝑓 and 𝑃mf will continue the current trends
in the future.
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The 1600 AD Huaynaputina eruption in Peru was one of the largest volcanic eruptions in history over the past 2000 years. This
study operated on the hypothesis that this event dramatically affected the weather and environment in China and the Korean
Peninsula. Over the course of this research the Chinese and Korean historical literatures as well as dendrochronology records were
examined.The historical evidence points to the conclusion that the eruptionwas followed by an abrupt cooling period and epidemic
outbreaks in 1601 AD within both China and the Korean Peninsula. These records manifested themselves in unseasonably cold
weather resulting in severe killing frosts in northern China in the summer and autumn of 1601 AD. In southern China (Zhejiang
and Anhui Provinces and Shanghai Municipality), July was abnormally cold with snow, with an autumn that saw anomalously
hot weather. In addition, there was unseasonable snowfall that autumn within Yunnan Province. Widespread disease outbreaks
occurred in August, September, and October in northern and southern China. In Korea, the spring and early summer of 1601 AD
were unusually cold, and conditions led to further widespread epidemics occurring in August.

1. Introduction

Volcanic eruptions eject massive amounts of gas and ash into
the stratosphere and troposphere, reducing solar insolation
and resulting in climatic and environmental effects [1–8].
Major volcanic eruptions are capable of affecting short-term
climatic change on hemispheric and global scales.

For example, the 1991 AD Pinatubo eruption (Philip-
pines) caused the largest perturbation of the 20th century to
the particulate content of the stratosphere; and the radiative
influence of the injected particles put an end to several
years of globally warm surface temperatures [9, 10]. The 1883
AD Krakatoa eruption (Indonesia) caused dimmed suns and
blood red skies in the Northern Hemisphere [11]. Similar
disturbances have been reported after other major volcanic
eruptions, for example, 1815 AD Tambora eruption and the
unidentified eruptions in 1452 AD and circa 626 AD [12–
17]. Even 2000 years ago, Plutarch and others surmised that
the eruption of Mount Etna in 44 BC dimmed the sun and
suggested that the resulting cooling caused crops to fail and

even created famine within the Roman Empire and Egypt
[6, 18]. Within China, there were dimmed suns, anomalously
cold temperatures, crop failures, and famine the following
year, in 43 BC, following the 44 BC Etna event [19].

Research on climatic effects using Chinese historical lit-
erature, written followingmajor historical volcanic eruptions,
has achieved encouraging progress during the past decades.
Cao et al. (2012) identified evidence of climatic downturn in
China following the 1815 AD Tambora eruption [20]. Fei and
Zhou (2006) suggested that abrupt cooling occurred in 939–
941 AD in China following the prolonged 934–939 ADEldgjá
eruption, Iceland [21].

The relationship between volcanic eruptions and abrupt
cooling is therefore evident, and, recently, increasing atten-
tion has focused on the possible cause and effect relationship
between volcanic eruptions and precipitation anomalies [22,
23]. It has been suggested that extreme droughts in China
could be related to the volcanic eruptions during the past 500
years, because large volcanic eruptions possibly reduced the
summer monsoon in East Asia [24, 25].
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The epidemic effects of major volcanic eruptions have
also long intrigued volcanologists [5, 26–28]. Stothers (1999)
examined seven major volcanic eruptions during the past
two millennia and found that most of them were followed
by several years containing epidemics in Europe and the
Middle East [4]. The 1783-1784 AD Laki (Lakigiga) eruption
(Iceland) caused dense volcanic dry fog and a significant shift
in regional climate systems that are potentially responsible for
endemic diseases and high mortality rates seen in England
and France during that time [29–31]. However, as a whole,
the possible epidemic effects of volcanic eruptions during the
past 2000 years have not been discussed in detail, and the
mechanisms of contagion and spread of such epidemics have
not yet been identified.

In addition, volcanic eruptions result in local disease
outbreaks in the vicinity of volcanoes, due to poor hygiene
and limited access to drinking water which has been con-
taminated with volcanic ash and debris. An example of this
is following the 1815 AD Tambora volcanic eruption where
populations suffering from violent diarrhea were prevalent
in the vicinity of the volcano [16]. Another was a regional
outbreak of measles that occurred after the eruptions of Mt.
Pinatubo in 1991 AD [27].

2. The 1600 AD Huaynaputina Eruption, Peru

Huaynaputina Volcano (16.6∘S, 70.9∘W) is located in south-
ern Peru, South America. The eruption in 1600 AD was the
largest volcanic eruption in South America spanning the past
2000 years [32–36]. The eruption started on February 19,
1600 AD, and lasted until March [32–34, 37]. The economy
of southern Peru was severely disrupted and did not recover
during most of the 17th century [38, 39].

The sustained eruption column was estimated to be 27–
35 km high during the Plinian phase on February 19-20,
1600 AD.The eruption reached a significantly higher altitude
than the tropopause, thus making it capable of affecting the
atmospheric environment on a global scale [34].

The eruption produced ∼70Mt. of global average strato-
spheric H

2
SO
4
loading, which makes it one of the largest

volcanic eruptions in world history over the past two millen-
nia [32, 40]. For example, that of the 1815 Tambora eruption
was estimated at 60Mt. [13], 93–118Mt. [41], and 108Mt. [42].
However, stratospheric H

2
SO
4
loading of the Huaynaputina

eruption was much higher than those of the 1883 Krakatoa
(22Mt. [42]) and 1991 Pinatubo eruptions (30Mt. [42]).

Thevolcanic ash fromHuaynaputina formed awidespread
lobe of ∼95,000 km2 within the 1-cm isopach [34]. Historical
accounts indicate significant ash fall in Lima (∼850 km north
of the volcano) and on a ship 1,000 km off the Peruvian coast
[32]. The fine ash and volcanic glass from the eruption were
also identified in the South Pole ice core in Antarctica and
possibly the GISP2 ice core in Greenland [32, 34, 43, 44].

Signals corresponding to the Huaynaputina eruption
were identified in a large number of Antarctic and Greenland
ice cores, thus indicating the potential global influence of
the eruption. Volcanic acidity peaks corresponding to the
Huaynaputina eruption were identified in the Greenland ice
cores of Crete [45, 46], GRIP [47], and Summit [48]. Excess

SO
4

2− peaks corresponding to the Huaynaputina event were
also identified in the Greenland ice cores of GISP2 [49], and
Antarctic ice cores of Law Dome [50], Plateau Remote [51],
SP2001 [52], PS1 (near the Amundsen-Scott Base) [43], Talos
Dome (East Antarctica) [53], and Dome Fuji [54].

It is well known that the other three tropical eruptions
produced abrupt global cooling [13, 16, 55]. Considering
the magnitude of the Huaynaputina eruption, it should
have been capable of producing significant global climatic
effects. Previous research has revealed that the Huaynaputina
eruption was followed by abrupt cooling in many regions in
the world [32, 36].

A series of dendroclimatology studies have brought
robust evidence to bear to support dramatic abrupt cooling
in 1601 AD. Briffa et al. (1998) suggested that the sum-
mer of 1601 AD has the potential of being the coldest on
record over the past 600 years according to a synthesis of
dendrochronological data in northern Eurasia and North
America [55]. Scuderi (1990) identified that 1601 AD was
abnormally cold according to the temperature-sensitive tree-
ring chronologies in the Sierra Nevada [56]. Jones et al.
(1995) synthesized a temperature-sensitive network of tree-
ring chronologies inNorth America andWestern Europe and
suggested that 1601 AD possessed the summer with the most
dramatic shifts to unseasonably cold weather patterns [57].

Low temperature was shown around 1600 AD in a ring-
width record derived from the June–August Alpine temper-
ature proxy over 951–1527 AD in the Swiss and Austrian
Alps [58]. 1601 AD was shown to be extremely cold in
the maximum latewood density data from trees at thirteen
temperature-sensitive sites along the northern tree line of
North America [59]. In the centre of Spain, 1601 AD was
the most unfavourable for tree growth, representing the
minimum index in the regional chronology [60].

Evidences of dramatic cooling in 1601 AD also exist in
the light ring and frost ring chronologies, which record
abnormally low temperature in growing seasons. LaMarche
Jr. and Hirschboeck (1984) identified a very significant frost
ring in 1601 AD in western USA [61]. Filion et al. (1986) and
Yamaguchi et al. (1993) identified a significant light ring event
in 1601ADnear Bush Lake, Canada [62, 63].Hantemirov et al.
(2004) also identified significant frost and light rings in 1601
AD in the Polar Urals and Yamal Peninsula in northwestern
Siberia [64].

The review of historical records corresponds to a dramatic
global cooling event from the data collected above, and
the historical sources indicate that the summer of 1601 was
unusually cold in England and Italy [65]. The winter of 1601
was very severe inRussia, Latvia, andEstonia [36]. In Sweden,
record amounts of snow in the winter of 1601 were followed
by a rainy spring. The resulting harvest was insufficient to
feed the population leading to hunger and disease [66]. Fei
and Zhou (2009) investigated the possible climatic effects in
northern China following the Huaynaputina eruption. It was
discovered that killing frost occurred in 1601 AD and resulted
in widespread crop failures throughout the region [67].

Here we investigate the possible climatic and epidemic
effects in China and Korea following the 1600 AD Peruvian
Huaynaputina eruption. After a careful literature survey, we
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found that significant abrupt cooling and epidemics occurred
mainly in 1601 AD in China and Korea.

3. Materials and Methods

Our study of the possible climatic and epidemic effects of the
Huaynaputina eruption in China and Korea is mainly based
on the available historical literature.The Chinese and Korean
historical texts were examined systematically. A few thousand
literary sources were examined, though it turned out that
only a small fraction of the historical record contains useful
information.

Most of our records were discovered in the Chinese
historical local gazetteers (Di fang zhi) (Tables 1, 2, and 3).
This type of historical source material is unique and very
substantial, especially for the history of the Ming (1368–1644
AD) and Qing (1644–1911 AD) dynasties. There are a few
thousand extant historical local gazetteers in China [68]. The
printed and/or electronic copies are available in the Libraries
of FudanUniversity, the Libraries of the University of Science
and Technology of China, and the Shanghai Library.

Some of the records were found in the historical diaries
(Table 1). This type of source is particularly valuable as it
contains first-hand accounts of climatic and epidemic events.

The climatological and epidemiological records in Korea
were discovered in the Annals of the Choson Dynasty (also
known as Choson Wangjo Sillok) (Table 3), which comprises
25 parts and 1,893 volumes and covers 472 years (1392–
1863 AD) of the history of the Choson Dynasty (1392–1910
AD). The annals are in classical Chinese and adopt the
Chinese lunar calendar. The compilations were commenced
at a specific time following shortly after a king’s death by
the Office for Annals Compilation of Korea. Therefore the
Annals of the ChosonDynasty are highly reliable.TheAnnals
of the King Seonjo (Seonjo Sillok) are a part of this record. It
comprises 263 volumes and covers the reign of King Seonjo
(r. 1567–1608 AD).

In addition, European and American historical records
of climatic and epidemic events were also examined; most of
these were carried over from relevant previous studies.

Dendrochronology recordswere examined extensively, in
order to give a general scenario of the climatic effects around
the world.

Volcanic related signals in ice cores in Greenland and
Antarctica were examined carefully in order to verify the
potential global influence of the eruption.

4. Abrupt Cooling and Epidemics in 1601 AD
in Southern China

The year of 1601 AD witnessed anomalous summer and
autumn seasons in southern China. It was cold in the
summer and abnormally hot in the autumn. Following the
cold summer and hot autumn, widespread disease broke out
(Figures 1, 2, and 3; Tables 1, 2, 3, and 4).

The contemporary record of the abnormal weather in the
summer and autumn of 1601 AD was found in a book titled
Notes on Experience (Jian wen za ji) (Figure 1). The book is
actually a diary, and it was finished in circa AD 1610 by Le Li,

a retired scholar and official. (Le Li, Jian wen za ji.This book
was written in circa 1610 AD. Here “Le” is the given name,
and “Li” is the surname. Similarly hereinafter.) Le Li lived in
Wuzhen (a town in Tongxiang County, Zhejiang Province)
after retirement; thus the location of most of the events in
the book was Wuzhen, including the record of the abnormal
weather in 1601 AD.

This record is seen as the most original record of the
epidemic and abnormal weather of 1601 AD, whereas similar
descriptions of the event are also found in the local gazetteers
of a few regions of Zhejiang Province. These regions include
Hangzhou and Huzhou Prefectures (modern Hangzhou and
Huzhou Cities) and Tongxiang County and Nanxun Town
(modern Nanxun County of Huzhou City) (Table 1).

However, the descriptions in the Gazetteer of Shidai
County (modern Shitai County, Anhui Province) and Gazet-
teer of Songjiang Prefecture (modern Songjiang County,
Shanghai Municipality) are different from that of the Notes
on Experience and should be independent from it. It is also
worth noting that these two literatures were written a few
decades later than the Notes on Experience (Table 1).

The spatial scale of the epidemics proved to be even
larger than anticipated.We identified a plethora of records on
epidemic outbreaks in 1601 AD in Anhui, Zhejiang, Fujian,
Jiangxi, Hunan, and Guizhou Provinces of southern China
(Figure 2). Some records indicated that the epidemics were
related to drought and famine, whereas the causal link with
abrupt cooling caused by the Huaynaputina event is not very
clear (Table 1).

Separate from the above evidence, records were also
found which described abrupt cooling which occurred in
Kunming City (Yunnan Province). There was an abnormal
snowfall in the autumn of 1601 AD in the area (Chengxun
Fan and Jiwen Wang, General Gazetteer of Yunnan Province
(Yunnan tong zhi) (1691), Vol. 28).

5. Abrupt Cooling and Epidemics in 1601 AD
in Northern China

5.1. Historical Records. Our previous research has suggested
that there were severe killing frosts in the Shanxi and Hebei
Provinces in the summer and early autumn of 1601 AD
(Fei and Zhou, 2009) [67]. Here we further supplemented
our material with the records from Shaanxi, Gansu, and
Qinghai Provinces and discovered that epidemics occurred
in Shanxi and Shaanxi Provinces in 1601-1602 AD (Figures
1, 2, and 3; Tables 2 and 4). The epidemics in Shanxi and
Shaanxi Provinces were possibly caused by a combination
of killing frosts and drought. Supporting this information is
the appearance of severe killing frosts and great epidemics
in northern China in the summer and autumn of 1601 AD
(Figures 1, 2, and 3; Tables 2 and 4).

It is noteworthy that killing frosts in the summer and
autumn of 1601 AD in northern China were the result of
outbreaks of cold waves that usually cover a large area.
In some counties with records of epidemics, but without
records of frost disasters (e.g., Yangqu, Qingxu Counties, and
Shanxi Province), it is highly probable that frost disasters also
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Table 3: Historical records of the abrupt cooling and epidemics in Korea in 1601 AD.

Location Description Source

†Kangwon
Prefecture, Korea

The Magistrate of the Gangneung City (Gangneung Bu, a city of the Kangwon
Prefecture, i.e., Kangwon Do), Si Sin, reported that chilly wind was always blowing,
and the weather was always gloomy and hazy since the late spring. The seedlings
rotted and faded away.
It rained and snowed on the 5th day of this month (May 6, 1601 AD). The
mountains and plains were in white. This is really abnormal as it is summer now.
(The date of this report was Jiawu day, 4th month, 34th year, Seonjo Reign Period,
i.e., May 28, 1601 AD.)

Annals of King
Seonjo, Vol. 136.

†Hwanghae
Prefecture, Korea

The Governor of the Hwanghae Prefecture (Hwanghae Do), I-Mun Seong, reported
that there were severe droughts in all of the counties from the spring to summer. It
shined one moment and rained the next, and the chilly wind always blew.The wheat
failed to flower, and the rice failed to grow. The paddy fields were very dry and
could not be ploughed. In the seeded fields, the seeds did not sprout. We really
worried about the farm work. (The date of this report was Bingshen day, 4th month,
34th year, Seonjo Reign Period, i.e., May 30, 1601 AD.)

Annals of King
Seonjo, Vol. 136.

∗Near Seoul, Korea

King Seonjo said that it was very hot and wet these days, and numerous people fell
ill. We should take good care of ourselves, so that the patients would recover and no
longer feel miserable. (The record does not mention the location. It should refer to
the entire Korean Peninsula or at least the vicinity of the capital, Seoul, because this
record is an order of the king.) (The date of this report was Renyin day, 7th month,
34th year, Seonjo Reign Period, i.e., August 4, 1601 AD)

Annals of King
Seonjo, Vol. 139.

†Counties with abrupt cooling. ∗Counties with epidemics.

Table 4: Temporal distribution and weather background of the epidemics in China and Korea in 1601 AD.

County, province Weather background Time
Xincai, Henan Cold Spring∗ (February 3–May 1, 1601 AD)
Nankang, Jiangxi n/a 4th month (May 2–May 31, 1601 AD)
Korea (State) Abnormally hot and wet 7th month (July 29–August 27, 1601 AD)
Guizhou (Province) Drought 7th month (July 29–August 27, 1601 AD)
Shitai, Anhui Abnormally cold and then abnormally hot 7-8th month (July 29–September 1601 AD)
Wuzhen, Zhejiang Abnormally cold and then abnormally hot 7–9th month (July 29–October 25, 1601 AD)
Hangzhou, Zhejiang Abnormally cold and then abnormally hot 7–9th month (July 29–October 25, 1601 AD)
Huzhou, Zhejiang Abnormally cold and then abnormally hot 7–9th month (July 29–October 25, 1601 AD)
Tongxiang, Zhejiang Abnormally cold and then abnormally hot 7–9th month (July 29–October 25, 1601 AD)
Nanxun, Zhejiang Abnormally cold and then abnormally hot 7–9th month (July 29–October 25, 1601 AD)
Xinhua, Hunan n/a Autumn (7th–9th month, i.e., July 29–October 25, 1601 AD)
Dingxiang, Shanxi Drought Autumn (7th–9th month, i.e., July 29–October 25, 1601 AD)
Xingguo, Jiangxi Drought n/a
Qingxu, Shanxi Drought n/a
Linyou, Shaanxi Drought n/a
Yangqu, Shanxi n/a n/a
∗In Chinese and Korean historical literatures, particularly histories, chronicles and gazetteers, spring refers to the 1st–3rdmonths of the Chinese lunar calendar,
and summer, autumn, and winter refer to the 4th–6th, 7th–9th, and 10th–12th months, respectively.

occurred in these counties if there were killing frosts in the
surrounding areas.

In addition, we identified a record of disease outbreaks
in early 1601 AD. In the early spring of 1601 AD, excessive
snows hit Xincai County (Henan Province) and resulted in
the outbreak and rapid spread of disease (Tables 2 and 4;
Figures 1 and 2).

The epidemics ended in 1601 AD in China, except in
the Lishi County (Shanxi Province, Table 2), where disease
outbreakswere reported again in the spring of 1602AD.There

were no further signs or data of widespread abrupt cooling
and epidemics after 1602 AD.

5.2. Dendrochronology Records on the Northeast Tibetan
Plateau. Past dendrochronological analyses were shown to
be an exceptional source of information for tracking potential
periods of dramatic or abrupt cooling and abnormal weather
patterns. In addition, a few rigidly dated tree ring chronolo-
gies have been developed, which reveal past temperature
changes on the northeast Tibetan Plateau, China (Figure 1).
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Figure 1: Abrupt cooling in 1601 AD in China and Korea. Dots denote records of abrupt cooling and epidemics, and different dots denote
different seasons. Squares denote sites of relevant tree ring chronologies.

Liu et al. (2005) reconstructed the winter half-year (prior
December to current April) temperature change history of
SunanCounty (99∘56E, 38∘26N),GansuProvince, northeast
Tibetan Plateau [69]. Zhu et al. (2008) established a tree
ring width chronology at Wulan County (98∘40E, 37∘03N),
Qinghai Province, thus reconstructing the winter half-year
(prior September to current April) temperature change his-
tory over the past 1000 years in this region [70]. Liu et
al. (2009, 2011) established a new chronology of annual
temperature change over the past 2485 years at Dulan and
Wulan Counties (98-99∘E, 36-37∘N), Qinghai Province, east
Tibetan Plateau [71, 72].

However, 1601-1602ADwas not abnormally cold or warm
in these three chronological records.

6. Abrupt Cooling and Epidemics in Korea

After a careful literature survey, we identified a total of three
records on abnormal weather and disease outbreaks in Korea
in 1601 AD (Tables 3 and 4; Figures 1 and 2). Accordingly,
the spring and early summer of 1601 AD were anomalously
gloomy and cold. The middle summer was hot and wet, with
a resulting epidemic ensuing in the prevalent conditions of
the time.
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Figure 3: Seasonal variation of the number of records of epidemic
in 1601 AD in southern China, northern China, and Korea.

7. Discussion

According to the records with detailed dates, we identify a
very interesting phenomenon in many areas of China and
Korea; that is, most of the epidemics occurred in the summer
and autumn (Table 4, Figure 3).The areas include the Korean
Peninsula and the provinces of Zhejiang, Anhui, Shanxi,
Guizhou, andHunan inChina (Figure 2).The epidemicswere
recorded simultaneouslywith the abnormalweather patterns,

thus indicating a weather background and a possible causal
link.

However, if the epidemics were related to the anomalous
weather background, why did the epidemics break out almost
simultaneously in different weather backgrounds (Table 4,
Figure 3)? In Korea, the background was abnormally hot
and wet weather. In Zhejiang and Anhui Provinces, the
backgroundwas an abnormally cold July and a hot autumn. In
Guizhou and Shanxi Provinces, the background was drought
(Table 4). In Hunan province, the weather background was
unidentified (Table 4).

With regard to the spatial distribution for the spread
of endemic diseases, it is interesting that Korea, Zhejiang
and Anhui Provinces, Shanxi Province, Guizhou, and Hunan
Province are thousands of kilometres apart from each other
(Figure 2). The epidemics in these four regions should
be independent of one another. That is to say, weather
backgrounds were different, and regions were independent;
however, the records correlate multiple epidemics breaking
out almost simultaneously across these regions.

It may seem to be overreaching to directly attribute
the potential cause of these disease outbreaks to the 1600
AD Huaynaputina eruption. However, because the eruption
reduced solar insolation and resulted in global abrupt cool-
ing, it is not reasonable to exclude it as one of the major
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causes of the epidemics in China and Korea in August,
September, and October, 1600 AD. In other words, while
investigating the possible causes of the epidemics, the effects
of the Huaynaputina eruption should not be neglected.

8. Conclusion

Historical records on the abrupt cooling and epidemics in
1601 AD in China and Korea were investigated, and its causal
relationship with the 1600 AD Peruvian Huaynaputina erup-
tion is discussed. We suggest that abrupt cooling occurred
in 1601 AD in China and Korea following the Huaynaputina
eruption. Near, thereafter, widespread epidemics occurred in
the summer and autumn of 1601 AD in China and Korea.

There were severe killing frosts in the summer and
autumn of 1601 AD in Shanxi, Hebei, Shaanxi, and Gansu
Provinces of northernChina, as well as an unseasonable snow
in that summer in Hebei Province.

In Zhejiang and Anhui Provinces, and Shanghai Munic-
ipality in southern China, July of 1601 AD was abnor-
mally cold with unseasonable snows, differentiated from
August, September, and October which were abnormally hot.
There were widespread epidemics following this anomalous
weather. Simultaneously, disease outbreaks also occurred in
Guizhou and Hunan Provinces.

In Korea, the spring and early summer of 1601 AD were
abnormally cold; however, middle summer was hot and wet,
which was followed by epidemics.

It is worth further discussion that widespread epidemics
occurred almost simultaneously in Korea and the Chinese
provinces of Zhejiang, Anhui, Guizhou, Hunan, and Shanxi.
Apparently, the weather background of the epidemics was
different; however, we suppose that the Huaynaputina erup-
tion possesses a major burden of responsibility for these
concurrent epidemic outbreaks.
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Pollen samples from peat sediments on the south bank of the Heilongjiang River in northern Northeast China (NE China) were
analyzed to reconstruct the historical response of vegetation to climate change since 7800 cal yr BP. Vegetation was found to have
experienced five successions from cold-temperate mixed coniferous and broadleaved forest to forest-steppe, steppe-woodland,
steppe, and finally meadow-woodland. From 7800 to 7300 cal yr BP, the study area was warmer than present, and Betula, Larix,
and Picea-dominated mixed coniferous and broadleaved forests thrived. Two cooling events at 7300 cal yr BP and 4500 cal yr BP
led to a decrease in Betula and other broadleaved forests, whereas herbs of Poaceae expanded, leading to forest-steppe and then
steppe-woodland environments. After 2500 cal yr BP, reduced temperatures and a decrease in evaporation rates are likely to have
resulted in permafrost expansion and surface ponding, with meadow and isolated coniferous forests developing a resistance to the
cold-wet environment. The Holocene warm period in NE China (7800–7300 cal yr BP) could have resulted in a strengthening of
precipitation in northernmost NE China and encouraged the development of broadleaved forests.

1. Introduction

At present, global warming and its possible ecological con-
sequences have become the focus for governments around
the world, the scientific community, and the general public
[1, 2]. In tackling core issues, it is very important to evaluate
the effects of climate change accurately [3]. The Holocene
is the most recent geological epoch. The early Holocene
experienced increased temperatures, the mid-Holocene was
warm and humid, and the late Holocene cooled [4, 5],
providing researchmodels for future climate change [6]. Land
vegetation is an important part of the global ecological system
and responds profoundly to climate change; exploring this
relation between vegetation and climate change in critical
areas has thus become an important approach in assessing the
likely environmental impact of future climate change.

NE China, which has typical land ecosystems (including
forests, steppes, and wetland) [7], is located on the eastern

margin of the Eurasian continent. The northern Greater
Khingan Range (GKR), in the northernmost part of NE
China (on the southern margins of the permafrost zone),
contains cold-temperate coniferous forest. The permafrost
layer is shallow and its temperature stability is relatively low
in this area, so the region is highly sensitive to climate change
[8–10]. Over the past century, there has been a clear degra-
dation of permafrost in NE China. Its southern boundary
has moved northward 20–30 km [11–14]. This has caused a
series of ecological and hydrological changes, resulting in
wetland and forest degradation and other environmental
problems. Permafrost wetlands in the northern GKR have
been characterized by original wetland atrophy and new
wetland expansion [13, 15, 16].

In recent years, research into the Holocene environment
in this area has focused more on climatic and environmental
reconstruction [17, 18] and concentrated on the Sanjiang
Plains in the northeast [19–21], the Changbai Mountains in
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Figure 1:Map of the study area. (a) Red rectangle indicates the study
area. (b) Red dot shows the Beihong Section.

the east [22–27], Hulun Lake in the western GKR [28, 29],
Dali Lake in the southern GKR [30], Moon Lake in central
GKR [31, 32], and so forth. These studies have highlighted a
significant warming in the early mid-Holocene, followed by
a transition to a dry-cold climate in the late Holocene.

However, a longer and more detailed vegetation history
of NE China is still needed to verify vegetation succession
interpretative studies and vegetative responses to climate
change. There have until now been no other records suf-
ficiently reliable for testing how cold-temperate vegetation
on the northern margins of NE China has responded to
Holocene climate change. This study is based on pollen
records derived from Holocene peat sediments on the south
bank of the Heilongjiang River. It aims to reconstruct a
vegetation succession history, explore vegetation succession
responses to climate change (especially during the Holocene
Megathermal), and provide evidence for the evaluation of the
possible effects of future climate change.

2. Materials and Methods

2.1. Study Area. The northern GKR (52∘32–53∘41N, 121∘15–
125∘58E) (Figure 1) is located in the transition zone between
a semihumid and semiarid cold-temperate continental mon-
soon climate; it is controlled by the cold Siberian-Mongolian
High (extremely cold and dry) in winter and is marginally
affected by the Pacific High (warm and humid) in summer
[7]. Based on theMohe County meteorological station, mean
annual temperature (MAT) is −4.9∘C,minimum temperature

is −52.3∘C, and the ground is frozen for up to eight months
per annum. Mean annual precipitation (MAP) is 403mm,
about 80% of which is concentrated in June–September [37,
38]. In the last half century, the interannual rainfall shows
fluctuation and changed between 274mm and 635mm [39].
The annual evaporation is ∼1000mm.

TheBeihong Section (53∘308.3N, 123∘524.5E, altitude:
280m a.s.l.), which is located in the north of Beihong
Village, on the southern bank of the Heilongjiang River in
Mohe County, is dominated by peat sediments from the
upper reaches of the Heilongjiang River (Figure 1). The Hei-
longjiang (Amur) Valley in northern NE China is dominated
by taiga vegetation, with Larix gmelinii as a typical vegetation
type, including Betula Platyphylla forest, Pinus sylvestris var.
mongolica forest, Picea forest, and Poaceae meadow [7, 40].

The GKR has been directly administered by the central
government since the Yuan Dynasty (1206–1368CE) [41, 42].
Its native inhabitants continued to hunt and gather until the
onset of the Opium Wars (1840CE), when its forests began
to undergo large-scale exploitation [7, 43, 44]. Consequently,
vegetation succession in the study area has been principally
affected by natural factors, with relatively weak human
influence during the Holocene. It is the ideal area to study
vegetation succession and its responses to climate change.

2.2. Beihong Section Sample and PollenAnalysis. TheBeihong
Section is 260 cm thick. The sediments are mainly peat and
silt.They are delineated as follows: 0–80 cm, dark brown peat
layer; 80–220 cm, light gray silty clay; 220–260 cm, gray fine
sandy silt.

26 samples taken at 10 cm intervals were prepared for
pollen analysis, using conventional acid-alkali treatment and
heavy liquid separation [45, 46]; they were then treated
by acetolysis [47]. Lycopodium tablets were added to the
samples in order to estimate pollen concentrations [48]. 315–
646 pollen grains were counted from each sample; pollen
percentages and concentrations were calculated based on
total land pollen count. TILIA software was used to draw
the pollen spectra, in which a CONISS module was used to
calculate distances and cluster zoning based on the square
root transformation of the pollen percentage data.

Detrended correspondence analysis (DCA) and principal
component analysis (PCA) have been widely used in forest
ecosystem, shrub communities, meadow grasslands, and
other vegetation researches [16, 49, 50]. DCA is a sort of
gradient analysis method, which can arrange samples or
pollen-taxa in a certain space, and the ordination axes can
reflect the ecological gradient to explain the relationship
between plant communities and the environment [51]; PCA
is a method of statistics to focus on a few comprehensive
indexes froma set of variables andwas applied to extractmain
gradient changes in vegetation. DCA and PCA figures were
created by CANOCO 4.5 based on samples and the terrestrial
pollen percentage data (of percentage >3%). PCA function in
SPSSwas used to generate the PCAF1 values, extractingmore
comprehensive information on the environment [22].

2.3. Chronology. Macroremains of leaves and peat selected
from the samples were examined to obtain an accurate
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Table 1: AMS 14C dating results from the Beihong Section.

Sample Laboratory code Depth (cm) Sample type
14C ages
(yr BP)

𝛿

13C
(‰VPDB)

Calibrated 14C ages
(cal yr BP)

BH-16 378769 75 Macro-remains of leaves 3970 ± 30 −28.8 4524–4401
BH-32 379976 155 Peat 6200 ± 30 −25.4 7179–7000
BH-48 376264 238 Macro-remains of leaves 6770 ± 30 7669–7580
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Figure 2: Beihong Section and age-depth model.

age-depth framework. AMS 14C dating was conducted at the
Beta Analytic Radiocarbon Dating Laboratory in America,
and three AMS 14C ages at depths of 75 cm, 155 cm, and
238 cmwere obtained. Radiogenic 14C ages were calibrated to
calendar ages based on IntCal13 [52] and an age-depth model
was produced using OxCal4.2.4 [35] (Table 1). The Beihong
Section shows a positive correlation between age and depth.

A chronosequence for the Beihong Section was estab-
lished using linear interpolation and extrapolation methods
based on three samples. The age of the base (260 cm) was
calculated as 7800 cal yr BP; the top consists of modern
deposits. Consequently, the Beihong Section presents a his-
torically continuous sedimentary sequence (Figure 2). The
sedimentation rate is higher in the lower segment of the
section. The average sediment rate is 0.16 cm/yr between
260 cm and 155 cm and falls to an average of 0.02 cm/yr from
155 cm to 0 cm; as a consequence the lower segment of the
section has a higher resolution than the upper part.

3. Results

3.1. Pollen Assemblages in the Beihong Section. 53 families
and genera of pollen were identified in the Beihong Section
(Table 2). They are mainly broadleaved tree pollen (19%–
54%) and herb pollen (28%–64%); Betula pollen (10%–45%)

was the commonest of the broadleaved tree pollen, and
Poaceae pollen was the most prominent of the herb pollen,
with content ranging from 3% to 36%. Total pollen concen-
trations exhibited considerable variation, ranging from 2.9 ×
102 to 1.9 × 106 grains/g.

Based on chronological changes in pollen percentages,
five successions can be recognized from pollen spectra
(Figure 3).

In zone 1 (260–190 cm, 7800–7300 cal yr BP), Betula,
Larix, Picea, Alnus, Cupressaceae, Pinus, and other kinds
of tree pollen dominate pollen assemblages (55%–66%);
of these, broadleaved tree pollen percentages, especially of
Betula (22%–45%), were extremely high. Coniferous tree
pollen content (10%–27%), mainly Larix (7%–16%) and
Picea (2%–7%), was relatively high. Shrub and herb pollen
percentages fluctuated from 34% to 45% and were dominated
by Liliaceae pollen (1%–19%), with someArtemisia (3%–11%),
Chenopodiaceae (2%–5%), and Poaceae pollen (3%–16%).
Total pollen concentrations (2.9 × 102–2.0 × 104 grains/g)
were relatively low.

In zone 2 (190–80 cm, 7300–4500 cal yr BP), spectra were
dominated by Poaceae, Artemisia, Chenopodiaceae, and
other kinds of herb pollen, with their total content ranging
from 44% to 50%. Poaceae pollen percentages (9%–28%)
clearly increased, whereas Liliaceae pollen content (0–6%)
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Table 2: Pollen types in the Beihong Section.

Conifers Pinus, Picea, Larix, and Cupressaceae

Broadleaved trees Quercus, Betula, Salix, Populus, Ulmus, Alnus, Corylus, Carpinus, Juglans, Castanea, and
Aceraceae.

Shrubs and herbs
Ericaceae, Artemisia, Chenopodiaceae, Poaceae, Leguminosae,Thalictrum, Caryophyllaceae,
Compositae, Rosaceae, Sanguisorba, Liliaceae, Rubiaceae, Plantago, Umbelliferae, Ephedra,
Polygonaceae, Oleaceae, Cyperaceae, Ranunculaceae, Tamarix, Dipsacaceae, and so forth.

Ferns Polypodiaceae, Athyriaceae, Selaginella, and so forth.
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Figure 3: Pollen percentages and concentrations for the Beihong Section (the gray values to the right are magnified tenfold to emphasize
changes in concentration).

decreased. In contrast, tree pollen content decreased mark-
edly, with Larix (5%–10%), Betula (21%–32%), and Pinus
pollen percentages (0–4%) dropping markedly. Total pollen
concentrations (6.7 × 103–4.5 × 104 grains/g) were relatively
low.

In zone 3 (80–60 cm, 4500–3500 cal yr BP), this period
was characterized by high percentages (48%–55%) of herb
pollen, principally Thalictrum (3%–9%), Compositae (4%-
5%), Sanguisorba (3%-4%), andArtemisia (8%–11%); Poaceae
pollen content (11%–20%) decreased noticeably. Coniferous
(19%–21%) and broadleaved tree pollen content (26%–32%)
decreased, with Betula (17%–20%) and Picea pollen percent-
ages (3%–5%) falling markedly. Total pollen concentrations
(2.9 × 104–10.0 × 104 grains/g) increased slightly.

In zone 4 (60–40 cm, 3500–2300 cal yr BP), Herb pollen,
dominated by Poaceae, Artemisia, and Sanguisorba, reached
its peak values at 62%–64%; among them Poaceae (32%–
36%),Artemisia (12%–18%), and Sanguisorba (5%–7%) pollen
markedly increased, while Chenopodiaceae pollen content
(about 1%) decreased. Coniferous tree pollen (6%–14%)
decreased noticeably, with Larix, Cupressaceae, and Picea
pollen falling to their lowest values, while Pinus pollen
increased (1%–8%). Total pollen concentrations rose (1.8 ×
105–4.3 × 105 grains/g).

In zone 5 (40–0 cm, 2300 cal yr BP-modern), coniferous
tree pollen (17%–51%), especially Pinus pollen percentages
(6%–21%), increased greatly, with some emergence of Larix
(4%–13%) and Picea (3%–6%). Broadleaved tree pollen
(29%–19%) decreased, especially Betula pollen content (18%–
11%), which fell to its lowest value for the entire section. Herb
pollen percentages (31%–55%) decreased, but Cyperaceae,
Plantago, and Umbelliferae content increased to some extent.
Total pollen concentrations (1.3 × 105–1.9 × 106 grains/g)
increased.

3.2. DCA and PCA Results. Of the 26 samples taken from
top to bottom of Beihong Section, 31 families and genera
were analyzed using DCA. The first two ordination axes
were drawn on a two-dimensional ordinationmap (Figure 4).
The score value of each sample was distributed regularly on
the plane composed of the first and second principal axes.
Samples from the five pollen assemblages yielded separate,
individual clusters, and these clear differences verified the
accuracy of the zoning (Figure 3).

According to PCA results for the principal families and
genera (Figure 5), the first two principal component axes
accounted for 79% of all the variables (the first axis for
69% and the second for 10%). Pinus, Betula, Chenopodi-
aceae, and Ericaceae are the four main taxa of the original
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data matrix, whose vector lengths represent their degree
of effect and significance, while the importance of other
taxa decreases accordingly. Relations between the main taxa
present a certain regularity. The plants that registered the
highest positive scores for the first component axis included
Ericaceae, Caryophyllaceae, and other plant types; Betula,
Picea, and other vegetation types yielded the lowest scores.
Pinus and Poaceae scored the highest positive values on the
second component axis; Chenopodiaceae,Ephedra, and other
vegetation types scored lowest here.

4. Discussion

Stalagmite, ice core, ocean, lake sediment, and other high
resolution records show that there was a significant warm
period in the mid-Holocene, similar to a scenario encom-
passing a 1-2∘C increase in average global temperatures [5,
53–55]. Marcott et al. suggested that, based on 73 globally
discrete records, temperatures during 10000–5000 cal yr BP
were 0.7∘C warmer than the late Holocene [4]. The recon-
struction of the vegetation succession on the southern bank
of the Heilongjiang River in northern NE China since
7800 cal yr BP provides an important basis for establishing
climate and environment change and their effect on vegeta-
tion in a cold-temperate region in the Holocene.

Pollen analysis is the technique most widely used and
pollen data are most reliable for the reconstruction of pale-
ovegetation and paleoclimate. Understanding the relation
between modern pollen and vegetation is a prerequisite for
interpreting fossil pollen records correctly and improving the
accuracy of past vegetation type and paleoclimate reconstruc-
tion [56–58].

4.1. Pollen Source in Beihong Section. The lithology changed
from fine detritus gyttja at the bottom to decomposed peat
in the Beihong Section (Figure 2). It may indicate that the
environment of sedimentation changed over time and this
lithologic transition probably occurred as the site changed
from lake to swamp [59].

Source areas and relative pollen representation are shown
to depend on basin size [60]. In Beihong Section, 220–260 cm
gray fine sandy silt may indicate the enhancement of water-
carrying capacity.Thismay induce a relatively low total pollen
concentration because of the poor depositional environment
(Figure 3). In addition, surface pollen assemblages in the
marsh always includes a large number of regional pollen types
usually from aquatic plants [61]; meanwhile, the total pollen
concentrations may increase due to favorable depositional
environment (Figure 3).

Nevertheless, studies on alluvial pollen show that the
differences between alluvial pollen assemblages are the result
of different pollen origins [34]. Most studies in different
environment of sedimentation show that despite containing
some exotic ingredients, the modern pollen assemblages can
reflect characteristics of plant community in the immediate
area, and the main vegetation zones along the regional can be
distinguished by their modern pollen spectra [33, 36, 56–58,
61–65]. Therefore, the transitions of the pollen assemblages
of the terrestrial pollen percentage (with the pollen sum
excluding aquatics) in Beihong Section are mainly the result
of the vegetation succession in the study area.

4.2. Modern Pollen Representation and Climatic Implications.
Surface pollen studies have established that there is a rela-
tionship among the pollen percentages as well as vegetation
type and regional climate [64]. The studies on vegetation
andmodern pollen distribution show that pollen assemblages
are correlated well with the vegetation types in NE China
[33, 36, 63].
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In addition, Betula and Pinus pollen is overrepresented.
The existence of birch forests was thus indicated only when
the Betula content exceeded 40%. Pine forest might exist
when Pinus pollen percentages are more than 30%. Poaceae
and Larix pollen is of low representative feature. Larix pollen
contents accounted for only 15% in larch forest [57, 62, 66].
A higher proportion of Poaceae (24%) was the main charac-
teristic of wetland shrub. Poaceae pollen contents are <10%
in Poaceae grassland, with Artemisia and Chenopodiaceae
pollen percentages being more than half of the total. Hence,
a high representation of Artemisia and Chenopodiaceae was
found. Cyperaceae and Ephedra appeared in the middle or
low relative representation values [33, 57].

Larix gmelinii and Pinus sylvestris var.mongolica are dom-
inated in cold-temperate zone.The relationship among Pinus
pollen, temperature, and humidity is more complex. Pinus
pollen contents rise rapidly with increasing humidity [36].
The distribution of spruce is in cold-temperate zone (average
temperature is 0–8∘C) in the northern part of NE China;
others grow in the cold-wet subalpine zone between 1000
and 2000m [67]. The abundance of Picea pollen generally
increases along with the humidity rise [68].The Betula pollen
count in topsoil of northern China is affected mainly by
annual precipitation and will rise consistent with the increase
of the amount of precipitation [67, 68].

Poaceae pollen is abundant in fossil records and is
often used as a paleoclimatic indicator [69]. Poaceae pollen
always concentrated in low temperature and high humidity
area or semiarid warm zone, and its abundance increases
with the decrease of temperature, as well as the increase
of precipitation in low temperature and high humidity area
[67].The abundances of Chenopodiaceae and Ephedra pollen
increased with increasing aridity; Compositae and Plantago
pollens appear at low temperature and high humidity area
[67, 68].

4.3. Vegetation Succession in Beihong Area. Based on the pol-
len assemblages and the modern pollen analysis, the vegeta-
tion history in Beihong area has experienced five chronose-
quences since 7800 cal yr BP.

(1) In 7800–7300 cal yr BP, Betula pollen percentage is
at the highest level of the section, up to 45%. Larix
content (7%–16%) is also relatively high. The pollen
assemblage may indicate that the study area devel-
oped Larix and Betula dominated cold-temperate
coniferous and broadleaved mixed forest.

(2) In 7300–4500 cal yr BP, herb pollens increase (>44%).
Poaceae pollen percentages range from 9% to 28%,
while Betula (<32%), Larix (<10%), Pinus pollen
(<4%), and other tree pollen contents decreased
markedly, suggesting a forest-steppe vegetation type.

(3) In 4500–3500 cal yr BP, herb pollen increases, includ-
ing Thalictrum, Compositae, Sanguisorba, and Arte-
misia. Tree pollen percentages decrease markedly,
with Betula pollen ranging from 17% to 20%. Pollen
assemblages indicate steppe-woodland.

(4) In 3500–2300 cal yr BP, pollen records reveal Poaceae
(32%–36%), Artemisia, and Sanguisorba dominated
steppe vegetation type.

(5) In 2300 cal yr BP-modern, pollen assemblages indi-
cate that Poaceae, Cyperaceae, and other mesophy-
drophyte-dominated meadow vegetation developed,
along with an expansion in isolated coniferous forests
composed largely of Pinus pollen (up to 21%). These
pollen assemblages are characterized by meadow-
woodland vegetation.

4.4. Vegetation Response to Climate Change. Climate change
has an important impact on terrestrial ecosystems [70–72].
Similarly, vegetation successions in different regions are a
good indicator of climate change and are an important index
for revealing the environmental impact of climate change.
Fossil pollen diagrams can be assumed to reflect information
about natural vegetation dynamics and provide the evidence
for the behavior of plant taxa when subjected to major
climatic and environmental changes in the past [64].

The vegetation history mainly experienced a clear
decrease in Betula and other broadleaved trees, while
Poaceae-dominated herbs increased in the study area
(Figure 3). The pollen samples exhibited five vegetation
successions, from coniferous and deciduous mixed forest at
the section’s base, upward to forest-steppe, steppe-woodland,
steppe, and meadow-woodland, transitioning from a forest
vegetation cover, resistant to a cold-dry environment to
meadow-woodland vegetation and then to cold-wet environs
(Figure 4).These vegetation types and the succession process
had similar records at high latitudes.

Herbaceous plants, such as Cyperaceae and Poaceae, are
the most important components of wetland communities
[73]. Alpine vegetation occurs from the treeline to the snow
line, whose important taxa include Cyperaceae, Poaceae,
Compositae, Ericaceae, Caryophyllaceae, and Rosaceae [74].
The Holocene pollen diagram from eastern Canadian Arctic
Island showed that there was virtually no Betula pollen
present in very cold temperature, while Poaceae pollen
with varying amounts of Ericaceae and Caryophyllaceae
dominated the pollen assemblages [75]. Vegetation history of
the western America in the Holocene shows that the lower
subalpine communities are usually closed forests, and upper
communities are steppe-woodland and shrublands. Based on
the meteorological data of Changbai Mountain, the distribu-
tion age of Betula ermaniiwas in the trend of decreasing with
elevation rising in the ecotone between Betula ermanii and
alpine tundra [76].Therefore, vegetation dominated byBetula
might reflect a relatively warmer environment than the later
meadow-woodland community in Beihong Section.

Consequently, DCA reflected a clear relation between
different plant communities as well as between plant com-
munities and the environment. The first axis can reflect the
temperature gradients for different plant communities, with
ability to resist the cold strengthening leftward along the axis;
the second axis can indicate changes in humidity, with a
plant community’s ability towithstanddrought strengthening
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Figure 6: Comparison of principal pollen percentages and the PCA F1 curve from the Beihong Section with other selected proxy records.
(a) Pollen index from the Beihong Section. From the right to left are the PCA F1 curve, the percentage curves of broadleaved trees, Betula,
herb, Poaceae, Pinus, and Cyperaceae. (b) Dongge Cave D4 [33]. (c) Holocene drift ice record for the MC52-VM29-191 North Atlantic core
[34]. (d) Northern Hemisphere July insolation at 65∘N [35] and the residual atmospheric Δ14C record (∼2000-year moving average) [36].
The lateral gray bands trace the interconnection between climate cooling, drift ice, a weakened EASM, reduced insolation activity, and the
principal pollen taxa changes in this study. The red boxes show the main indicator plants of vegetation type conversion.

upward along the axis. The first principal component of PCA
reflected temperatures and the second changes in humidity.

The PCA F1 scores of the taxa on the first principal com-
ponent axis better reflected the pollen percentage variations
with temperature; that is, higher values may represent cold
and lower values warm climates (Figure 5).The PCA F1 curve
thus revealed that temperatures have fluctuated downward
decreased since 7800 cal yr BP (Figure 6), in tandem with
reductions in insolation in northern hemisphere high lati-
tudes [77].

In order to better reflect the response of vegetation to
climate change, the principal pollen percentages and the PCA
F1 curve from the Beihong Section were comparedwith high-
resolution climate indices from other regions (Figure 6).
Results suggested that the warmest and wettest stage in
the Holocene occurred at ∼7800–7300 cal yr BP, when MAT
and MAP suited the growth of coniferous and broadleaved
mixed forest in the study area. After 7300 cal yr BP, a decrease
in Betula and other broadleaved trees and an increase in
Poaceae and other herbs, as well as in Pinus, Cyperaceae,
and other plants resistant to the cold-wet environs of the
late Holocene, correspond to documented cooling events and
reduced insolation activity [78].

The Beihong Section shows that the area had devel-
oped Betula, Larix, and Picea-dominated coniferous and
broadleaved mixed forests, with Liliaceae prevalent in the
undergrowth during 7800–7300 cal yr BP. Such vegetation
indicates a warm and humid climate and essentially agrees
with the findings of many other surveys, such as those
conducted at Hulun Lake in the western GKR [29], the
Qindeli Section on the Sanjiang Plains [20], Hokkaido Island

[79], the Kuril Islands [80], the eastern Siberian Yakutia Lake
[61], and Sakhalin [79].

At ∼7300 cal yr BP and ∼4500 cal yr BP, warmth-loving
broadleaved trees clearly decreased in number in the study
area, while cold-tolerant herbs increased (Figure 6). Vegeta-
tion cover changed from mixed coniferous and broadleaved
forest to forest-steppe and steppe-woodland. The two sig-
nificant cooling events which had a profound impact on
vegetation succession are consistent with the significant ice
event identified in North Atlantic records [81] and with the
weakened East Asian Summer Monsoon (EASM) revealed
in stalagmite oxygen isotope records from Dongge Cave
[5, 82]. At ∼2500–1500 cal yr BP, broadleaved trees, Poaceae,
and mesophytes-xerophytes taxa declined, while Pinus and
Cyperaceae vegetation expanded. Plant type was affected by
paludification, indicating that global climate cooling had a
profound influence on vegetation.

The cooling event at ∼7300 cal yr BP, which resulted
in a vegetation succession from mixed coniferous and
broadleaved forest to forest-steppe, also appears in pollen
records from Moon Lake in the central GKR [31] and the
Buguldeika Core from Baikal Lake [83]. The cooling event
at ∼4500 cal yr BP, which may have global parallels, appears
in the pollen records from Erlongwan Maar Lake [84], the
Gushantun Bog in Jilin [85], and Hokkaido in Japan [86].
Vegetation shows a succession from forest-steppe to steppe-
woodland. The cooling during ∼2500–1500 cal yr BP in the
Beihong area is also apparent in paleoenvironmental records
fromHulun Lake in the western GKR [29], Moon Lake in the
central GKR [31], Dali Lake in the southern GKR [30], Jingpo
Lake inNEChina [24], andHokkaido Island in Japan [79, 80].
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Many studies show that there is a complex interaction
of climatic and ecological processes in boreal permafrost
formation and degradation [73, 87, 88]. Permafrost is directly
influenced by climate; climate and permafrost are among
the principal driving forces of vegetation establishment and
successional change across Siberia [89, 90]. The investigation
of potential vegetation cover progression during the Siberian
BioclimaticModel shows that permafrost is predicted to thaw.
The future much warmer and drier climate would be suitable
for the forest-steppe ecotone and grasslands rather than
forests, and water-stress-tolerant light larch (Larix dahurica)
taiga will continue to be the dominant zonobiome over
eastern Siberia [89].

Accordingly, it can be predicted that falling global tem-
peratures and a weakening EASM gave rise to decreased rates
of evaporation and an increase in effective humidity levels
in the late Holocene. At the same time, an expansion in
permafrost led to precipitation and runoff being unable to
seep underground, causing surface ponding, marsh expan-
sion, and peat development [13]. As a result, the vegetation
type changed gradually tomeadow and swamp-meadow,with
isolated areas of cold-wet tolerant coniferous woodland [91]
and a severe reduction in warmth-loving broadleaved trees.
The long-term data from our studies (especially during the
HoloceneMegathermal) in the permafrost ecosystem suggest
that responses of vegetation to climate warming might be the
thaw of permafrost which will be deep enough to sustain the
growth of Betula and Larix dominated taiga in south bank of
Heilongjiang-Amur River [89].

5. Conclusions

The pollen records of peat sediments from the southern bank
of the Heilongjiang River in northernmost NE China show
that the period 7800–7300 cal yr BP was the warmest and
wettest stage of the Holocene. At that time, the study area
developed Betula and Larix-dominated mixed coniferous
and broadleaved forest. This indicates that increases in
temperature and precipitation were conducive to the growth
of broadleaved forests in the study area. At ∼7300 cal yr BP
and ∼4500 cal yr BP, two significant cooling events resulted
in a reduction in broadleaved forests and an expansion of
herbs, with a vegetation succession into forest-steppe and
then steppe-woodland. After a decrease in temperatures
during ∼2500–1500 cal yr BP, the vegetation type changed
into meadow, accompanied by the development of “islands”
of cold-wet tolerant coniferous forest. In the late Holocene,
lower global temperatures and a weakening EASM led to
decreases in evaporation and increases in effective humidity;
the expansion of permafrostmight have hindered the infiltra-
tion of precipitation and runoff, causing surface ponding and
an expansion in marsh and meadow vegetation.
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The study is focused on the objectification of an assessment of the quality of an in-stream habitat in mountain and piedmont
streams by the decision-making Instream Flow Incremental Methodology (IFIM) due to climate change. The quality of the habitat
was assessed on the basis of a bioindication, represented by ichthyofauna. Sixty-four reaches of 47 watercourses in five river basins
in Slovakia, in which ichthyologic, topographic, and hydraulic measurements were performed, were evaluated. The effect of the
physical characteristics of the stream channel on the quality of the in-stream habitat has been verified on a number of reference
reaches in which the measurements were performed at different water levels. From the set of the data measured, an analysis aimed
at determining the impact of individual characteristics on the quality of an in-stream habitat has been carried out.The results show
the optimum ratio of the weights of the flow velocity and water depth for an assessment of the quality of an in-stream habitat due
to climate change.

1. Introduction

Water management planning and decision-making should
be based on the forecasting or modeling of the quality of
an aquatic habitat, for example, the impact of water take-
offs, river training, river restoration, or the effects of climate
change. Based on themodeling of trends in the habitat quality,
data can be obtained which should characterize the impact
of these changes on the aquatic ecosystem. The results of the
modeling are important in the decision-making process of
water management solutions. The models are mainly based
on hydrological, morphological, and hydraulic parameters
affecting the distribution and abundance of organisms in the
stream, or in other words, the bioindication, for example,
comprehensive monitoring of the aquatic environment using
bioindication by macrophytes, macroinvertebrates, and fish
by Friberg et al. [1]. In the last 40 years considerable efforts
have been spent to develop supporting mechanisms used

in determining the flow regimes necessary for protecting
and improving water resources as described by Jowett [2],
Hardy [3], or Tharme [4]. The results show that of all the
aquatic organisms, fish react most sensitively to morpholog-
ical changes.

At the beginning of our research the macrozoobenthos
was studied along with the ichthyofauna. The invertebrates
responded to changes in flow and hydraulic changes as
discussed by Mérigoux et al. [5] or Hodkinson and Jackson
[6] but were less sensitive to morphological changes in
regulated mountain streams. Fish were sensitive to these
changes as shown by Slavı́k et al. [7], and they also sensitively
responded to changes in water temperature and discharges
as discussed by Lamouroux et al. [8]. The sensitivity of fish
caused by river regulation was also confirmed in a study of
Macura et al. [9].

Different species prefer different habitats, while the age
of a fish has a significant impact on its habitat preferences.
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Particular species and age groups prefer various flow veloci-
ties, depths, and types of substrate [10]. Therefore, the spatial
distribution of combinations of hydraulic parameters plays
an important role in the availability of a suitable in-stream
habitat. Among thewide range of variousmodels intended for
themodeling of a habitat quality IFIM is themost widely used
in the United States and one of the most popular models in
theworld [4]. A very good overview of the overall philosophy,
history, and development of IFIM is given in [11]. The IFIM
methodology has been gradually evolving into a tool intended
for planning water management strategies. For example,
variations in the individual components of an ecosystem due
to climate change count among the most recent topics. A
number of studies have been developed on the impact of
climate change on periods of drought and minimum flows,
which are essential for an aquatic habitat, such as scientific
articles [12–14]. The quantification of these changes on the
level of their effect on different types of bioindicators requires
a detailed characterization of a whole set of factors, which is a
difficult task. Such resultsmay be very important strategically,
as they allow for proposing concrete restoration measures
to mitigate the effects of climate change. The study gives a
particular example of modeling the quality of an in-stream
habitat as a result of climate change.

2. Materials and Methods

2.1. Characteristics of Modeling the Quality of an Aquatic
Habitat. The ecological status of a stream is influenced by
many factors; the most important one is the biotope of the
fauna and flora of the aquatic area. The in-stream habitat
structure has a substantial impact on the organization and
structure of biological communities as discussed byMaddock
[15]. The aim of modeling the quality of a habitat is mainly to
provide a basis for the evaluation or forecasting of biological
changes, which should constitute a potential impact on the
ecology that is important in the decision-making process
of the management of the in-stream quality. In this study
the Riverine HABitat SIMulation model (RHABSIM) [16–
18], which is based on the IFIM methodology, was used for
modeling the habitat quality. The model was developed in
order to improve the possibility of determining the rate of the
influence of different ways of water use on a stream channel. It
is an integrated set of one-dimensional hydraulic models and
microhabitat simulation models intended for determining
the quality of an aquatic habitat based on the preferences
of fish for a wider range of discharges. The basic biotic
characteristics are the habitat suitability curves of particular
fish species.

2.2. Habitat Suitability Curves (HSCs). Habitat suitability
curves (HSCs) express the preferences of different types of
habitat by particular fish species. They are based on the
assumption that each fish species (or other bioindicators)
prefers a particular combination of abiotic environmental
parameters such as flow velocity and water depth, cover
places, type of bottom substrate, water temperature or quality,
and the like.

The curves for flow velocity and water depth are the
most widely used expressions of habitat preferences in the
RHABSIM model. These curves are continuous, because
the velocities and depths between all the nodes may be
interpolated. Suitability curves, along with the hydraulic and
topographic characteristics, allow for quantifying the quality
of an aquatic habitat in the form of area weighted suitability.

2.3. AreaWeighted Suitability (AWS). Area weighted suitabil-
ity (AWS) is defined as the total area of the water level, which
is adjusted by the suitability ratio of the individual parameters
(flow velocity, water depth, cover places, etc.).This procedure
is implemented by individual cells that represent microhabi-
tatswith the same characteristics. AWS shows the changes in a
habitat quality with respect to the variable parameters, which
are typically the discharges or changes in the morphology of
the river bed.The representation of AWS by the stream length
mostly has the shape of a mosaic setup of cells (Figures 6–10).

The importance of AWS has been discussed for many
years. Many scientists have evaluated the correlation between
AWS and a fish population or biomass, particularly in relation
to the discharges, for example, Bovee [19], Conder and
Annear [20], Jowett [21], Nehring and Anderson [22], and
Gallagher and Gard [23], although this interpretation of a
habitat quality has certain imperfections which have been
highlighted by others [24–28].

When considering the representativeness of the ichthy-
ofauna as a bioindicator, it should be noted that the term
“fish” does not include only one species but is a large, mor-
phologically, physiologically, and ecologically variable group
of aquatic vertebrates living in various habitats. Ultimately,
fish are the best bioindicators of morphological changes in a
stream channel.

2.4. Methods. To determine the influence of various parame-
ters on the quality of an in-stream aquatic area, the following
procedure was chosen:

(i) Selection of reference reaches for a generalization of
biotic characteristics.

(ii) Ichthyological sampling and a hydraulic survey aimed
at a determination of the HSCs of individual fish
species.

(iii) Assessment of the hydraulic characteristics of the
reference reaches.

(iv) Verification of the HSCs.
(v) Determination of the AWS.
(vi) Examination of the influence of abiotic parameters on

the HSCs.
(vii) Determination of the weights of the basic abiotic

habitat characteristics based on the data measured.

2.5. Selection of the Reference Stream Reaches. Selection was
mainly focused on smaller mountain and piedmont brooks.
The reaches were selected on the basis of the structure and
abundance of the ichthyofauna. The selected watercourses
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Table 1: Characteristics of the reference reaches in the Váh River basin.

Watercourse Channel
character Rkm 𝑄

[m3
⋅s−1]

Drainage
area
[km2
]

Reach
length
[m]

𝐵
𝑝

[m]
ℎmax
[m]

ℎ
𝑝

[m]
ℎ
𝑝max
[m]

Vmax
[m⋅s−1]

V
𝑝

[m⋅s−1]
V
𝑝max
[m⋅s−1]

𝑖
𝑝

Drietomica Regulated 3.1 0.38 90.3 100 4.2 0.61 0.43 0.52 0.536 0.378 0.482 0.007
Drietomica Natural 5.2 0.38 82.495 241 4.8 0.68 0.46 0.56 0.724 0.329 0.463 0.006
Hradnianka Natural 5.7 0.142 32.143 124.8 3.4 0.3 0.11 0.19 0.764 0.388 0.547 0.008
Hybica 1 Natural 0.8 0.429 44.784 111.4 6.13 0.78 0.26 0.48 0.772 0.281 0.415 0.007
Hybica 2 Regulated 3.75 0.324 35.284 74.8 4.25 0.34 0.16 0.24 0.675 0.391 0.527 0.006
Kamečnica Natural 10.6 0.112 12.772 94.2 2 0.21 0.12 0.18 0.756 0.402 0.482 0.031
Klačianka Natural 0.18 0.346 27.17 96.3 4.19 0.36 0.15 0.22 0.912 0.51 0.706 0.007
Lesnianka 1 Regulated 0.8 0.167 25.26 50.2 4.23 0.33 0.13 0.23 0.765 0.284 0.329 0.021
Lesnianka 2 Natural 3.4 0.135 20.887 117.6 5.3 0.41 0.09 0.16 1.044 0.377 0.634 0.016
Manı́nsky potok Natural 3.7 0.245 9.588 95.2 3.97 0.47 0.15 0.26 0.791 0.37 0.552 0.02
Petrovička 1 Natural 3.05 0.08 64.175 86.2 5.31 0.11 0.04 0.08 0.651 0.312 0.464 0.022
Petrovička 2 Regulated 5.55 0.029 33.465 63.4 2.03 0.12 0.06 0.11 0.645 0.201 0.316 0.01
Teplička 1 Regulated 7.4 0.29 55.406 60 5.56 0.39 0.19 0.36 0.357 0.196 0.325 0.006
Teplička 2 Natural 10.2 0.283 51.081 69.4 5.14 0.8 0.2 0.34 0.926 0.31 0.441 0.022
Veselianka 1 Natural 3.76 1.225 85.869 143.1 11.36 0.62 0.27 0.45 0.898 0.384 0.566 0.01
Veselianka 2 Natural 7.6 0.905 69.116 98.6 12.93 0.68 0.24 0.45 0.481 0.247 0.379 0.011
Vrzavka Natural 4.8 0.09 10 78.8 3.36 0.14 0.06 0.11 0.844 0.363 0.553 0.015
Vôdky Natural 2.1 0.221 15.792 167 3.02 0.22 0.13 0.2 0.736 0.47 0.649 0.018
Zázrivka 1 Natural 7.9 1.025 76.473 100.7 13.57 0.61 0.2 0.39 0.994 0.353 0.545 0.014
Zázrivka 2 Natural 0.3 1.441 96.094 98.6 13.21 0.48 0.22 0.37 0.764 0.416 0.607 0.012
Vadičovský potok Natural 1.1 0.223 39.39 103.5 4.32 0.25 0.1 0.17 0.821 0.458 0.675 0.017

of all the river basins are shown in Figure 1 with the main
characteristics of the reference reaches in the Váh River basin
given in Table 1. Besides Váh, watercourses belonging to four
other river basins were evaluated: Dunajec and Poprad basin,
Nitra basin, Bodrog basin, and Hron basin. These are not
listed in detail.

2.6. Ichthyological Sampling and Hydraulic Survey. The
ichthyologic measurements were aimed at determining the
HSCs of the individual fish species. The ichthyological sam-
pling as well as the topographic measurements was carried
out during the summer months due to the need to monitor
the conditions of the in-stream habitats during minimum
flows. The ichthyological data were collected by the Hans-
Grassl ELT62II-HI electrofishing device. The flow velocities,
water depths, and character of the microhabitat (type of
cover and bottom substrate) were recorded at all the points
of the fish capture. The flow velocities were measured by
hydrometric propellers, and the topography of the riverbed
was measured by the Leica Flexline TS02 total station with an
angle accuracy of 3.

2.7. Hydraulic Characteristics of the Selected Stream Reaches.
The hydraulics of a river channel determine the quality of a
habitat suitable for ichthyofauna. Habitat suitability curves
for the flow velocity and water depths represent a biotic
component of the method. The peaks of the curves were

compared, that is, spots with the highest occurrence of the
species in particular depths at certain velocities, which are
referred to as the velocity parameter (𝑃V) and the depth
parameter (𝑃

𝑑

).
The Pearson product-moment correlation coefficient (𝑟)

was used for the measurement of the correlation relationship
between the parameters mentioned. Cohen [29] states out
the evaluation of Pearson’s 𝑟 as follows: no correlation: 0.0
to 0.09 (−0.09 to 0.0), small degree of correlation: 0.1 to
0.3 (−0.3 to −0.1), medium degree of correlation: 0.3 to 0.5
(−0.5 to −0.3), and large degree of correlation: 0.5 to 1.0 (−1.0
to −0.5). The regulated and natural reaches of the streams
were distinguished for the purposes of the statistical analysis.
The database was divided into three files: a file of regulated
reaches, a file of natural streams, and a file of all the reaches
created by the union of natural and regulated stream reaches.

Correlation relationships were determined between the
parameters of 𝑃V and 𝑃

𝑑

with the slope of the energy
line (𝑖) and the 𝑀-constant (𝑀), which is equivalent to
the Chézy coefficient (𝐶). The 𝑀-constant depends on the
discharges andheights of thewater levels, similar to theChézy
coefficient. A more detailed description of the𝑀-constant is
given in the literature [30].

The 𝑀-constant was calculated from K. V. Grišanin’s
equation:

𝑀 =
𝑅 (𝑔 ⋅ 𝐵)

1/4

𝑄1/2
, (1)



4 Advances in Meteorology

N H

D
V

EW

N

S

Danube

Hron

Poprad

Ni
tra Bo

dr
og

Dunajec

B

D Dunajec

0 10 205
(km)

0 5025
(km)

H

Hron

V

1 2

0 30 6015
(km)

N

Nitra

B

Bodrog

0 20 4010
(km)

SK

V
́

ah
V
́ah

0 5025
(km)

0 205 10
(km)
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H: Hron basin, 1: Drietomica, and 2: Hybica; the blue lines indicate rivers; the green lines indicate the selected watercourses).
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Table 2: Comparison of the Pearson correlation coefficient (𝑟) for
the brown trout between the following variables: velocity parameter
(𝑃V), depth parameter (𝑃

𝑑

), the𝑀-factor (𝑀), and hydraulic slope
of the energy line (𝑖).

Set of watercourses 𝑃V-𝑀 𝑃
𝑑

-𝑀 𝑃V-𝑖 𝑃
𝑑

-𝑖
(1) All the watercourses 0.06 0.14 −0.24 −0.14

(2) Regulated channels 0.64 −0.28 −0.33 0.15
(3) Natural channels 0.13 0.52 −0.17 −0.30

where 𝑔 is the acceleration of gravity [m⋅s−2], 𝐵 is the channel
width at the water level [m],𝑅 is the hydraulic radius [m], and
𝑄 is the discharge [m3⋅s−1].

From the statistical assessment (Table 2), it follows that

(i) a strong correlation in the relationship of 𝑃V-𝑀 (𝑟 =
0.64) was shown in the regulated streams. On the
contrary, the correlation relationship of 𝑃

𝑑

-𝑀 was
small (𝑟 = −0.28). The reason for this result is that
the regulated streams have prismatic channels with
a small range of water depths. Therefore, the fish,
especially brown trout (Salmo trutta m. fario), prefer
biotopes based on flow velocity,

(ii) the opposite effect occurred in natural channels, since
there was a degree of correlation demonstrated in the
relationship of 𝑃

𝑑

-𝑀 as large (𝑟 = 0.52) and the
correlation in the relationship of 𝑃V-𝑀 as small (0.13).
This result is directly related to the morphological
characteristics of a natural stream channel. Trout pre-
fer cover places with sufficient depths. Flow velocity
is not crucial in reaches with larger depths, because
there are generally low velocities in these spots (cover
places).

(iii) In the set of all the watercourses (regulated and
natural) no correlation has been proved.

The results shown in Table 2 directly confirmed the
sensitivity of the trout as a bioindicator for habitat parameters
that are dominant at characteristic reaches. An important fact
is that there was a relationship between the morphological
parameters of the channel and the microhabitat preference
by brown trout as a bioindicator of environmental quality.

2.8. Influence of Abiotic Parameters on the HSCs. The aim
of our further research was to determine whether there is a
correlation between the shape of the HSCs and the abiotic
parameters of in-stream habitats. Data from the database of
the field measurements at the watercourses listed in Table 1
were used for the analysis. Only those streams where brown
trout occurred in such numbers that it was possible to
reliably determine the suitability curves for the depths were
evaluated. The results were verified using the data of the
Drietomica brook. Comprehensive field measurements were
carried out for three different water levels.

The depth parameters (dependent variable) were cor-
related with the average maximum depths (independent
variable). The average maximum depths were determined by
averaging the maximum depth at each cross section of the
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Figure 2: Correlation between the mean maximum depths and
depth parameters for the brown trout.

selected reach. Graph of the correlation between the mean
maximum depths and the depth parameters for the brown
trout is shown in Figure 2.

The correlation coefficient evaluated from all the water-
courses has a value of 0.55, which indicates a large degree
of dependence. Since there are also regulated reaches in the
database, the correlation coefficient was evaluated separately
for the reaches with a natural character. In this case, 𝑟 took
the value of 0.67, which was close to a very high degree
of dependence. From the results it can be concluded that
the shape of the HSCs is greatly influenced by the average
maximum depths of a channel.

2.9. Verification of the HSCs Using the Example of the
Drietomica Brook. The Drietomica brook was selected to be
the verification reach since it is a mountain stream with
a variable morphology and has a minimum impact from
human activities. In the years 2004–2013, a detailed field
survey was carried out, which focused on a comprehensive
evaluation of the quality of the aquatic habitat by the
RHABSIM model. A set of topographical, hydrometrical,
and ichthyological measurements aimed at evaluating the
quality of the in-stream habitat of various types of fish
covers was realized. These data formed the basis of a detailed
analysis of the reference reach at the Drietomica brook with
the aim of optimizing the ratio of 𝑊

𝑉

:𝑊
𝐷

. Three various
discharges alongwith the water-level regimes weremeasured:
𝑄
1

= 0.55m3⋅s−1, corresponding to the discharge of 𝑄
180𝑑

,
𝑄
2

= 1.48m3⋅s−1, corresponding to the discharge of 𝑄
60𝑑

,
and 𝑄

3

= 0.08m3⋅s−1, representing the discharge of 𝑄
365𝑑

.
For each discharge ichthyological sampling was performed
that focused on the habitat preferences by the ichthyofauna
to derive the HSCs. From the measurements for the three
various water levels, the HSCs for the brown trout (Figures
3 and 4) were determined.

The HSCs for the water depths in Figure 3 and the flow
velocities in Figure 4 show that the changes in habitat prefer-
ences indicated the same trends as the changes in the water
level. Specifically, during a discharge of 𝑄 = 0.085m3⋅s−1,
the water depths in cover places varied from 0.15m to
0.60m, while during the highest measured discharge of 𝑄 =
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Figure 4: Suitability curves of the brown trout for the flow veloc-
ities during three various discharges and the resulting generalized
suitability curve.

1.47m3⋅s−1 they varied from 0.45m to 0.85m. Thus, the
difference in the 𝑃

𝐷

was 25 cm. Changes in the water levels
during the above discharges varied from 0.2 to 0.3m in
particular cross sections. Hence, the changes in the water
levels were similar to the changes in the 𝑃

𝐷

. We obtained
similar results by comparing the changes in the 𝑃

𝑉

and the
maximum flow velocities. The above analysis leads us to a
conclusion that in habitats with acceptable velocities: fish do
not change their cover places (an acceptable flow velocity
is one that does not prevent the fish specimen from the
long-term use of a microhabitat). In other words, with an
increasing discharge a certain fish specimen prefers the same
microhabitat until it is forced to switch to another cover
(current shadow) by high velocities.

2.10. Evaluation of the AWS. The AWS is the result of a
simulation process in the RHABSIM model. Based on the
hydraulic parameters, an index from the HSCs of individual
species (separately for the flow velocities and water depths,
or other factors) is assigned to each individual microhabitat

cell at the reference reach.The so-called combined suitability
factor (CSF) is calculated bymultiplying the flow velocity and
water depth suitability values:

CSF = 𝑉 ⋅𝐷 ⋅𝐴, (2)

where 𝑉 is the velocity suitability value, 𝐷 is the depth
suitability value, and 𝐴 is the suitability value for additional
habitat attributes (cover, bottom substrate, etc.).

This method considers each variable to have the same
weight. From the preceding text it follows that thewater depth
affects the quality of the habitat more significantly than the
flow velocity and that it is similar with different types of
fish covers. It is necessary to consider the different weights
for each parameter. Therefore, we recommend the CSF to be
evaluated according to

CSF =
(𝑉 ⋅ 𝑊

𝑉

) + (𝐷 ⋅ 𝑊
𝐷

) + (𝐴 ⋅ 𝑊
𝐴

)

(𝑊
𝑉

+𝑊
𝐷

+𝑊
𝐴

)
, (3)

where𝑊
𝑉

is the weighting factor for flow velocity,𝑊
𝐷

is the
weighting factor for water depth, and 𝑊

𝐴

is the weighting
factor for additional attribute (any weight from 0.1 to 1.0 can
be assigned to each factor). The AWS is then determined by
multiplying the water surface of the particular cells and their
CSF:

AWS = 𝑆
𝑏

⋅CSF, (4)

where 𝑆
𝑏

is the area of the water surface of the cells [m2] and
CSF is the combined suitability factor.

The total of the area weighted suitability is determined
by the sum of the partial AWSs. RHABSIM allows for
a representation of habitat suitability for individual cross
sections for each water level and fish species, as well as a
situational projection of the suitability ratio in the context of
the surface area in the individual cells.

The AWS was investigated by changing the weights of
the flow velocity and water depth suitability values. The
effect of this balance was analyzed according to (3) and its
modification having the form

CSF = (𝑉𝑊𝑉 ⋅ 𝐷𝑊𝐷 ⋅ 𝐴𝑊𝐴) . (5)

Provided that all of the weights are nonnegative, the
following may be stated:

𝑊
𝑉

+𝑊
𝐷

+𝑊
𝐴

= 1. (6)

The third additional attribute (𝐴) and itsweight (𝑊
𝐴

)may
represent a type of cover or substrate. The velocity fields at
the selected reaches were verified at the water levels, which
were measured during the ichthyological survey. The biotic
area was represented by normalized HSCs.

Comparison of the results evaluated in accordance with
(3) and (5) showed minimum differences. We used the CSF
evaluation by (3). In the text below the calculation of the AWS
according to (2) is referred to asMethod 1, and the calculation
of the AWS according to (3) is referred to as Method 2.

From the AWS values modeled by Method 1, it follows
that the results do not match the actual status of the habitat.
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When combining a suitable parameter (water depth) and a
less suitable parameter (flow velocity), the total AWS of this
method is unsuitable, or the suitability is low. It is necessary
to recall that the RHABSIM model does not provide other
options.Therefore, we have created our ownAWS assessment
procedure for the application of Method 2.

As mentioned above, the water depth has a significantly
greater effect on the quality of the habitat than it does
on velocity. Correct determination of the weights of these
parameters is an essential step towards the objectification of
the AWS according to Method 2.

Optimum ratio of 𝑊
𝐷

:𝑊
𝑉

was derived from the five
reference reaches in three streams (Slatina, Drietomica, and
Udava). The reference reaches were subdivided into partic-
ular microhabitats that have been identified and marked in
the field. During the ichthyologic survey thewater depths and
flow velocities were measured at the sites of the catch of each
fish and have been associated with a specific microhabitat.
These data were compared to the results from the RHABSIM
model at different ratios of weights. A comparison of the
suitability values and number of fish caught showed the best
match at a ratio of𝑊

𝐷

:𝑊
𝑉

= 8 : 2.
The AWS was evaluated by the two methods mentioned

above: Method 1 according to (2) and Method 2 according to
(3) (ratio𝑊

𝐷

:𝑊
𝑉

= 8 : 2). The HSCs for the entire range of
discharges for depth and velocity shown in Figures 3 and 4 by
the red line were used for the evaluation of the habitat quality.
Typical riffle and pool habitats were selected to determine
the AWS. Table 3 indicates the percentage differences of the
AWS evaluated by Methods 1 and 2 with the ratio of the
weights𝑊

𝐷

:𝑊
𝑉

= 8 : 2. For the calculation of the difference,
the following relationship was used:

Δ =
AWSmet.2 − AWSmet.1

AWSmet.2
⋅ 100, (7)

where Δ is the percentage difference of the AWS by Methods
1 and 2 [%], AWSmet.1 is the area weighted suitability as
determined by Method 1 [m2/m], and AWSmet.2 is the area
weighted suitability as determined by Method 2 [m2/m].

Differences in the resulting AWSs are given in Table 3,
wherein the average difference was 31.6% in the riffle habitats.
Reaches with pool habitats were evaluated by the same
method with differences of 12.9%. The results have indicated
that there is a significant difference between the methods
used. Comparison of the AWS by Methods 1 and 2 for all the
cross sections of the Drietomica brook is shown in Figure 5.

3. Discussion

Despite the uncertainty in future trends of climate and
land use change and in species responses to these inter-
acting drivers, it is important to attempt to understand
these effects; otherwise current conservation practice may
become ineffective. Inappropriate habitat management could
exacerbate biodiversity declines [31]. Petts [32] notes that the
expert judgment is always important regardless of the tool
and the method used for determining the minimum flow.
From a water management point of view, it is important to

characterize the shape of the HSCs in the range of minimum
flows.The effect of the discharge and the shape of theHSCs on
the habitat quality were analyzed at the reference reach of the
Drietomica brook. The first stage was to evaluate the quality
of the habitat for the discharge of 𝑄 = 0.085m3⋅s−1 and 𝑄 =
1.48m3⋅s−1 using the HSCs derived from the same discharge.
A comparison of the results in Figures 6 and 7 shows that
the habitat quality for the velocity parameter was very good
for both discharges, but concerning the depth parameter, the
habitat quality paradoxically decreaseswhen thewater depths
increase. However, when we used the𝑄 = 0.085m3⋅s−1 curve
for the 𝑄 = 1.48m3⋅s−1 discharge, the habitat quality for the
depth parameter was logically increasing, but on the contrary
it was decreasing for the velocity parameter (Figure 8). The
same trend in both parameters was also confirmed for a
discharge of 𝑄 = 2.235m3⋅s−1 (Figures 9 and 10).

The above results provide a logical explanation: in a
period of minimum flows fish prefer cover places with
maximum depths. During a slight increase in a discharge,
the fish remains in the same habitat. This means that for a
fish caught at the same location, the higher depth is recorded;
therefore, the preferred depth increases with an increase in
the discharge; this trend is also confirmed in Figure 3. From
these results it can be stated that the HSCs should be derived
for the minimum flows, and the peak of the curve should
be shifted to an area where the fish is forced to find another
cover place because of the higher velocities. These curves are
shown in Figures 3 and 4 marked with a red line. The ideal
situation would be to have a set of measurements from the
minimum flow to the discharge when the habitat preference
of the fish is changed based on the velocities. Hence, the rising
part of the curve would be derived at the minimum flow
conditions, while the descending part should be derived at
the conditions which lead to relocations of a fish population.
The determination of such a discharge would be extremely
difficult for a number of reasons. In our case, the discharge
of 𝑄 = 1.48m3⋅s−1 was used for the descending part of the
curve (Figure 3).

The quality of the habitat determined by such a modified
HSC has a logical development.That is, for the depth param-
eter the quality of the habitat increases with an increasing
discharge.Thequality of the habitat for the velocity parameter
has a similar development. This means that there were no
observed relocations of the fish population during 𝑄 =
1.48m3⋅s−1. Also, in this case it may be stated that the trout
preferred a habitat according to the water depths and that the
impact of the flow velocities on the quality of the habitat was
indirect. In terms of the flow velocity there are two limiting
factors. During the small velocities (the rising part of the
HSC), it is a change in the quality of the riverbed material.
During the low velocities sedimentation processes occur.The
natural sand-gravel substrate is covered by a fine material,
which has a negative impact on the quality of the habitat
(during flow velocities lower than 0.1m⋅s−1 in a modified
HSC). The flow velocities that maintain the natural character
of the riverbed are suitable in themicrohabitat. During higher
velocities (descending part of the HSC), the limiting factor
is the ability of fish to withstand the streamflow up to the
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Table 3: Percentage difference of the AWS evaluated by Methods 1 and 2 with the ratio of weights𝑊
𝐷

:𝑊
𝑉

= 8 : 2.

Cross section number
Riffles Pools with greater depths

AWS met.1 AWS met.2 Δ AWS met.1 AWS met.2 Δ

[m2/m] [m2/m] [%] [m2/m] [m2/m] [%]
3 0.53 0.82 35
4 1.42 2.01 29.4
5 3.33 4.69 29
6 2.75 5.17 46.8
13 1.39 2.93 52.5
14 13.28 22.02 39.7
15 13.68 31.72 56.9
20 27.67 29.09 4.9
21 9.7 10.56 8.1
22 9.75 10.48 7
23 12.54 13.13 4.5
24 14.04 14.51 3.3
28 4.18 4.56 8.3
29 7.15 7.91 9.6
30 17.78 21.81 18.5
31 20.9 24.88 16
32 8.5 10.05 15.4
33 4.63 5.09 9
34 1.78 1.92 7.2
35 6.71 7.3 8.1
36 9.44 10.82 12.8
37 7.96 8.58 7.2
38 3.71 4.01 7.5
39 4.8 5.15 6.8
40 4.84 5.18 6.6
41 2.18 2.34 6.9
42 12.44 13.07 4.9
43 10.75 11.69 8
44 4.62 5.07 8.9
47 10.33 13.61 24.1
48 14.73 19.41 24.1
49 9.02 12.34 26.9
50 2.18 2.77 21.4
51 2.02 2.61 22.6
52 2.91 4.27 31.8
53 2.68 4.06 33.9
54 4.13 5.6 26.3
55 6.9 7.71 10.5
56 9.97 13.5 26.2
57 18.71 23.72 21.1
58 11.74 14.21 17.4
59 1.41 1.87 24.6
60 7.69 10.96 29.8
61 10.66 16.66 36
62 4.47 9.15 51.1
63 1.6 2.7 40.8
64 3.08 4.38 29.7
65 0.32 1.33 76
67 3.41 4.62 26.2
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Table 3: Continued.

Cross section number
Riffles Pools with greater depths

AWS met.1 AWS met.2 Δ AWS met.1 AWS met.2 Δ

[m2/m] [m2/m] [%] [m2/m] [m2/m] [%]
68 3.96 4.59 13.7
70 5.56 6.25 11
71 4.59 5.2 11.7
72 11.44 12.65 9.6
74 9.49 12.39 23.4
75 2.84 3.42 17
76 2.28 2.84 19.7
77 0.97 1.49 35
78 1.22 1.65 26.1
79 1.43 1.96 27
80 4.84 7.34 34.1
81 3.2 5.29 39.5
Average 31.6 12.9
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Figure 5: Comparison of the AWSs computed by Methods 1 and 2 (weights ratio 𝑊
𝐷

:𝑊
𝑉

= 8 : 2) for the particular cross sections at the
Drietomica reach.

values where the fish are forced to leave their positions for
the high flow velocities and find a cover place in the current
shadow. It is necessary to note that, for the purposes of water
management, the rising part of the curve is crucial, as it
characterizes the quality of the habitat under the maximum
stress of the biota. Although the fish are forced to switch
their habitat due to higher flow velocities, there are sufficient
cover opportunities that create favorable conditions in the
natural flow. Therefore, the descending part of the curve has
no significant impact on the habitat evaluation. It has been
reported that flood conditions have no significant negative
impact on fish populations.

In addition to the evaluation of a simple case of changes in
the quality of an aquatic habitat due to discharge variations,
it is possible to solve a much more difficult task, the impact
of climate change on the quality of an aquatic habitat.
Addressing this issue will be documented further by a case
study on the specific reach.

4. Case Study: Modeling the Quality of an
In-Stream Habitat under the Influence of
Climate Change on the Hybica River

The impact of climate change on the particular components
of an ecosystem belongs among hot topics. Various studies
of the impact of climate change demonstrate an increase
in weather extremes that have an impact on human health
(increasing mortality, illness from extreme weather) and the
availability of food, water, and energy supplies [33]. One of
the most determinative changes in weather extremes that
we can expect is a protraction of drought seasons and the
more frequent occurrence ofminimumflows.Many scientific
studies have paid attention to this topic, including [12–14].
Reducing discharges and a protraction of drought seasons
may also have an impact on the quality of an aquatic habitat.
This topic has not often been discussed [26, 34, 35].Therefore,
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Figure 6: AWS during the discharge of𝑄 = 0.085m3⋅s−1 using the HSCs evaluated during the discharge of𝑄 = 0.085m3⋅s−1. (a)Water depth
suitability, (b) flow velocity suitability. Habitat quality is scaled; black color represents an unsuitable habitat, while the red color represents
the most suitable habitat.
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Figure 7: AWS during the discharge of 𝑄 = 1.48m3⋅s−1 using the HSCs evaluated during the discharge of 𝑄 = 1.48m3⋅s−1. (a) Water depth
suitability, (b) flow velocity suitability.

this issue will be documented in this study at the specific
reach.

The methodology for solving this issue has been divided
into three areas. The first one was the calibration and
validation of the Hron [36] and WetSpa [37] rainfall-runoff

models, processing the outputs from the ALADIN-Climate
[38], KNMI and MPI [39] climate models, and a simulation
of the altered minimum flows. The second area was focused
on the measurement of abiotic and biotic characteristics and
modeling in-stream habitat quality. In the study this method
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Figure 8: AWS during the discharge of 𝑄 = 1.48m3⋅s−1 using the HSCs evaluated during the discharge of 𝑄 = 0.085m3⋅s−1. (a) Water depth
suitability, (b) flow velocity suitability.
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Figure 9: AWS during the discharge of𝑄 = 2.235m3⋅s−1 using the HSCs evaluated during the discharge of𝑄 = 0.085m3⋅s−1. (a)Water depth
suitability, (b) flow velocity suitability.

was applied to the specific example of the Hybica River. The
first stage of the simulation of the trend of minimum flows
under the climate change scenario was executed as follows:

(i) Parameters of the rainfall-runoffmodel of the Hybica
basin were calibrated based on the measured data of
air temperature, precipitation, and discharges from

the period of 01.11.1994–31.10.2002 using several rain
gauging stations (Král’ova Lehota, Čierny Váh, Pod-
banské, and Hybe) and climate stations (Liptovský
Hrádok, Podbanské).

(ii) Mean daily discharges for two future time peri-
ods (2021–2050 and 2071–2100) and the reference
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Figure 10: AWS during the discharge of𝑄 = 2.235m3⋅s−1 using the HSCs evaluated during the discharge of𝑄 = 1.48m3⋅s−1. (a) Water depth
suitability, (b) flow velocity suitability.

period (1961–1990) for the Hybica River basin were
simulated. The simulation results were statistically
compared with the measured values of mean daily
minimum flows in the calibration period. Based on
the high correspondence between the simulated and
measured minimum flows, the mean daily minimum
flows for the future time periods were determined.

(iii) The impact of changes in the flow regime on the
quality of the aquatic habitat at Hybica River as a
result of climate change was investigated.

Hybica is a right tributary of the Váh River with a
length of 18.7 km and a catchment area of 44.71 km2. The
morphology of the riverbed is very rugged and produces a
varied range of microhabitats. For the selected reach sudden
changes in the curvature and vertical alignment of the
bottom are characteristic. The average slope of the channel is
0.7%. The shores are covered by deciduous trees and bushes
that create shade in a significant part of the channel. The
ichthyological and topographical research was carried out
in the reference reach of the stream with a length of 113m.
The species and quantitative composition of the ichthyofauna
were as follows:

Brown trout (Salmo trutta m. fario), 42 pcs.
Carpathian sculpin (Cottus poecilopus), 19 pcs.
Grayling (Thymallus thymallus), 17 pcs.

4.1. Modelling of the Minimum Flows for the Hybica River
Basin for Future Time Periods. For the modeling of the
flows for the Hybica River basin, two different rainfall-runoff
models were tested, the WetSpa distributed model and the

Hron conceptualmodel. Calibration of themodel parameters
was carried out on the basis of the measured data of the air
temperature and precipitation at the different stations from
1.11.1994 to 31.10.2002.The calibration was focused on achiev-
ing the best correlation between the measured and simulated
mean daily discharges during the summer period.The period
fromMay until August was considered as the summer period.
Based on the measured data it was determined that the most
frequent occurrence of minimum flows and also the most
demanding conditions for biota occur in August. For this
reason, not only was the calibration coefficient of the Nash
Sutcliffe (N-S) correlation important, but also, in particular,
the graphic compliance of the measured and simulated mean
daily discharges of this month was also important.

The Hron model achieved a higher degree of consistency
between the measured and simulated mean daily discharges
compared with the WetSpa model for the summer season
observed. Therefore, for the evaluation of the impact of
climate change on the quality of the in-stream habitat, the
Hron rainfall-runoff model was used.

The N-S correlation coefficient did not achieve a globally
high degree of conformity (N-S = 0.67), due to the fact
that during the calibration, particular attention was paid to
the graphic compliance of the minimum mean daily flows,
and the maximum flows were ignored. The choice of model
parameters was adapted to this kind of calibration. The
results of the comparison of the measured and simulated
flows showed that in the month of August, almost total
agreement between the simulated and measured long-term
mean monthly and daily discharges has been achieved (Fig-
ure 11(a)).

The compliance was not achieved just for the long-term
mean monthly and daily values but also was reached for
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Figure 11: Results of the comparison by the Hron model as (a) the monthly average discharges in the closing profile of the Hybica basin and
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the concrete value of the mean daily minimum flow, which
occurred in the measured and the simulated periods on the
same day (27.8.1995). The measured mean daily minimum
flow was equal to 0.156m3⋅s−1, and the simulated mean
daily minimumflowwas 0.151m3⋅s−1. Other summermonths
showed a similar consistency of long-termmeanmonthly and
daily flows.

Based on the calibrated parameters of the models, the
simulation was performed for the reference period 1961–1990
and the two future time periods of 2021–2050 and 2071–2100.
For the choice of the most extreme climate change scenario,
the simulation of the flow changes for the Váh River basin,
where the Hybica River is located, was performed. Out of the
three climate change scenarios (ALADIN-Climate, KNMI,
and MPI), the ALADIN-Climate scenario was selected for
assessing the impact of climate change on the quality of the
in-stream habitat for the Hybica River.This scenario assumes
the most extreme decrease in flows for the future periods
compared to the KNMI and MPI scenarios (Figure 12).

Next, the minimum mean daily discharges of each 30-
year period for the Hybica River were evaluated, because the
minimum water levels are the most crucial for the aquatic
biota. For the period 2021–2050, the minimum average daily
discharge was 0.17m3⋅s−1, which occurred specifically on
August 29, 2025, and for the period from 2071 to 2100, it was
the flow equal to 0.06m3⋅s−1, which, based on the simulation,
occurred on 22 August 2079. In the period 1961–1990, the
lowest simulated mean daily flow was 0.22m3⋅s−1.

It can be concluded that according to the results the
flows in the summer periods in the future will decrease. The
results are documented on the map of the runoff changes by
2100 compared to the reference period 1961–1990. From this
map it is clear that the flow will decrease, especially in the

Table 4: The𝑚-day discharges in the reference reach of the Hybica
River (m is the periodicity of achieving or exceeding the discharge).

𝑚 [day] 30 90 180 270 330 355 364
𝑄
𝑚

[m3
⋅s−1] 2.319 0.952 0.471 0.24 0.139 0.083 0.037

high mountain areas (Figure 13). Such results have been also
documented in the newest studies such as [40–42] and many
others.

4.2. Assessment of the Quality of the In-Stream Habitat of
the Hybica River. The ichthyological survey of the selected
reaches was oriented towards determination of the suitability
curves for the individual fish species. The data were obtained
by electrofishing similarly as in [43].

The topographicalmeasurement of the individual reaches
was adapted to the requirements of the hydraulic modeling.
Cross sectionsweremeasured by leveling; at the characteristic
profiles the water level was fixed to static points, which
accelerated the measurement of the water level regimes at
different flows.

The quality of the habitat was evaluated at different dis-
charges. These were not chosen randomly, but the real values
of the 𝑚-day discharges were used (Table 4). Determination
of the 𝑚-day discharges was realized in cooperation with
the Slovak Hydrometeorological Institute in Bratislava. The
evaluation was in accordance with the STN 75 1410-1 national
standard, where the method of interpolation between two
gauging stations was used.

4.3. Impact of Changes in the Flow Regime, as a Result of
Climate Change, on the Quality of the Biota of the Hybica
River. The impact of climate change will mainly be reflected
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in aquatic areas by changing of the flow, which has a direct
impact on the abiotic characteristics of the channel. The
biotic habitat parameters are represented by fish as bioindi-
cators of the in-stream habitat quality. The relationship

between the abiotic and biotic characteristics is represented
by the suitability curves of the individual species. The most
demanding area in the modeling of an aquatic habitat is
the determination of the HSCs. These were derived from
an ichthyological survey conducted by the Department of
Land and Water Resources Management, Slovak University
of Technology in Bratislava, in cooperation with the Slovak
Agricultural University in Nitra directly at the reference
reaches of theHybica River.The topographical characteristics
were determined by leveling and water-level regime has been
verified on the basis of the hydrometry and measurements of
thewater levels at each cross section.This is a set of datawhich
allows us to model the quality of the habitat in the RHABSIM
model.

Figure 14 shows a gradual change in the quality of the
aquatic habitat according to the modified discharge. The
change in the quality of the aquatic habitat was simulated for
the discharges that have been assessed as the minimum daily
flows for each evaluated 30-year period.

During minimum flows, the quality of microhabitats
where the biota is focused is important. The remaining part
of the channel does not have a significant impact on the
conservation of the in-stream biota. In other words, it is
important that the stream provides a satisfactory habitat
(level of suitability of more than 0.4).

Figures 14(b) and 14(c) show that the quality of the aquatic
habitat for the two future periods modeled decreases with a
decreasing mean daily minimum discharge compared to the
reference period (discharge of 0.22m3⋅s−1, which occurred at
the time of the ichthyological measurements). At a discharge
of 0.17m3⋅s−1 (𝑄

330

), the quality of the habitat where the biota
is concentrated did not change significantly. At the discharge
of 0.06m3⋅s−1 (𝑄

355

) a significant change occurred. A suitable
habitat was reduced to only one cell. This means that this
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Figure 14: Evaluation of the quality of the in-stream habitat by the RHABSIM model in the Hybica River for the discharge of (a) 𝑄 =
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discharge would have a significant impact not only on the
reduction of the in-streamhabitat, but also on the biodiversity
in this reach. On the basis of these results we can conclude
that according to the ALADIN-Climate scenario we could
expect significant changes in the quality of the aquatic habitat
for the future time period of 2071–2100.

5. Conclusions

Analysis of the relationship between the shape of the HSCs
and the abiotic parameters of the in-stream habitat showed
that the shapes of the curves are strongly related to the
relevant parameters, in particular to the water depth and flow
velocity. These two characteristics define the shape of the
HSCs, which represent a wider range of discharges. Further
analysis was aimed at evaluating the AWS in terms of the
impact of the water depth and flow velocity. The results show

that the water depth has a significantly greater effect on the
quality of the in-streamhabitat than the flow velocity and that
the optimum ratio between these parameters is as follows:
𝑊
𝐷

:𝑊
𝑉

= 8 : 2.
There is little information about the modeling of the

quality of an in-stream habitat in terms of the trends in
climate change. The described methodology enhances the
ability to obtain such information. The results show that
climate change may cause significant modifications in the
ecosystem of watercourses. Based on these results it is
possible to design and evaluate restorative measures that
could mitigate the impact of climate change on the in-stream
areas of watercourses.
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A regional climate model coupled with a dust module was used to simulate dust aerosol distribution and its effects on the
atmospheric heat source over the TP, East Asian summer monsoon onset, and precipitation in East Asia modulated by the uplift of
the northern TP.We carried out four experiments, including a modern (i.e., high-mountain) experiment with (HMD) and without
(HM) themajor deserts inNorthwest China and a low-mountain experiment with (LMD) andwithout (LM) the deserts.The results
show that dust greatly increases in the Taklamakan Desert accompanied with the uplift of the northern TP, and the increase exceeds
150 𝜇g kg−1 in spring. A strong cyclone in the Tarim Basin produced by the uplifted northern TP enhances dust emissions in the
Taklamakan Desert in summer. Meanwhile, the dust loading over the TP also increases induced by the uplift of the northern TP,
causing the heat source over the TP decreased. Under the condition of the northern TP uplift to present altitude, dust delays the
East Asia summer monsoon onset by two pentads and one pentad, respectively, in the southern and northern monsoon regions
and greatly suppresses precipitation in East Asia compared with results in the low terrain experiments.

1. Introduction

Dust aerosol receives much attention due to its substantial
effects on the environment and climate [1]. It not only
adversely affects air quality and endangers human health
[2, 3] but also impacts biogeochemical cycles and ocean CO

2

uptake [4, 5]. Additionally, it can change regional and even
global climate through modifying the radiation balance and
cloud-precipitation physics [6–8].

Important progress focusing on the East Asian dust
cycle, dust radiative effects, and its effects on the East Asian
monsoon has been made recently using various global and
regional climate models [9–16]. The distribution of dust
aerosol can directly determine its induced climatic effects,
and so some scientists have studied the impacts of various
factors on the distribution of dust, including meteorological
parameters [17], dust sources [18], and different underlying
surfaces [19]. There are two large deserts located in East
Asia: the Taklamakan Desert and the Gobi Desert [20].

The distribution of dust aerosol inAsia is closely related to the
activity of strong dust storms whichmainly occur in spring in
East Asia [21–23].

Dust can influence the climate through direct and indi-
rect effects [6–8]. Dust aerosol can change atmospheric
temperatures via its direct radiative effects [24, 25] and,
meanwhile, satellite observations show that the dust load
over the Tibetan Plateau (TP) can be transported from the
Taklamakan Desert [26], meaning that the heat source over
the TP can be influenced by such dust radiative effects.
Meanwhile, numerous studies have shown that variation in
the heat source over the TP bears a close relationship with
East Asian summer monsoon onset in late spring or early
summer [27–29]. Previous research shows that aerosol can
change the heat source over the TP and further influences
the Asia summer monsoon [30]. Therefore, it is crucial to
determine the distribution of dust over the TP, as it can
indirectly impact upon East Asian summer monsoon onset
through modifying the heat source over the TP.
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On the other hand, the uplift of the TP, as one of the
most important geological events in Cenozoic era, has had
profound influences on the Asian and global climate and
environment evolution in geological periods [31]. Presently,
most studies show that the TP uplift is phased and process,
and some researches show that the uplift of northern TP and
its nearby mountains has mainly occurred since the Miocene
[31]. Meanwhile, the major Asian inland deserts may form
and develop with the northern TP uplifting.

Recently, Shi et al. [32] carried out a numerical simulation
of the impacts of the uplifting of the TP on the dust cycle
in Asia using a GCM, and their results showed that topog-
raphy has a great effect on dust sedimentation in East Asia.
Liu et al. [33], using the latest version of RegCM4.1/Dust,
studied the impacts of the uplifting of the northern TP on
regional climate, and their research indicated that uplift of the
northern TP is closely related with inland desert formation.
However, they did not analyze how the northern TP uplift
modulates the distribution of dust in East Asia, nor did they
discuss the effects of dust on the heat source over the TP
and ultimately how it induces anomalies in East Asia summer
monsoon onset.

In this paper, therefore, we conduct a set of sensitivity
experiments under conditions of low and high orography
in the northern TP using a regional climate model with
and without the dust module to further discuss two main
issues: (1) How does the northern TP modulate the dust
distribution in East Asia? (2) What are the impacts of dust
effects on the heat source over the TP and East Asia summer
monsoon onset under different terrain settings? This study
will help to deep explore the modulation of topography
on dust-monsoon relationship and also to understand the
paleoclimate change in East Asia.

2. Numerical Model and Experiment Design

2.1. NumericalModel. RegCM4.1/Dust is a hydrostatic, sigma
vertical coordinate model, based on the major physical
parameterizations of RegCM3 [34]. The dynamical frame-
work in RegCM4.1/Dust is similar to the mesoscale model
MM5 [35] and it adopts CCM3 [36] for atmospheric radia-
tive transfer processes at solar (SW) and thermal (LW)
wavelengths. In addition, theBiosphere-AtmosphereTransfer
Scheme (BATS1e) [37] is coupled in the model to diagnose
the land surface processes. The mass flux scheme of Grell et
al. [38] and the subgrid explicit moisture scheme of Pal et
al. [39] are used to describe cumulus convective precipitation
and nonconvective precipitation, respectively.

The coupled dust module of RegCM4.1 based on the dust
producing model of Marticorena and Bergametti [40] and
Alfaro and Gomes [41], generally includes dust emission,
transport, and deposition processes. Parameterization of the
dust emission processes comprises four components [14, 42].
First, each model grid cell is classified either as desert or
as nondesert and the soil characteristics including texture,
particle size, and composition in each model grid cell are
specified based on the USDA textural classification. Second,
dust emission is represented as a function of a threshold
value, surface roughness, and soil moisture.Third, horizontal

mass flux is represented as a function of friction velocity
[42]. Finally the vertical flux corresponding to each emission
mode is obtained. The dust particles in the dust module
are divided to four size bins (or modes): the fine (0.01–
1.0 𝜇m), accumulation (1.0–2.5𝜇m), coarse (2.5–5𝜇m), and
giant (5.0–20.0𝜇m). Dust transport, deposition, and removal
processes are given by Solmon et al. [43], Qian et al. [44], and
Qian and Giorgi [45].The dust mixing ratio is represented by
the tracer transport equation:

𝜕𝜒
𝑖

𝜕𝑡
= −𝑉 ⋅ ∇𝜒

𝑖

+ 𝐹
𝑖

H + 𝐹
𝑖

V + 𝐹
𝑖

c + 𝑆
𝑖

− 𝑅
𝑖

Wls − 𝑅
𝑖

Wc

− 𝐷
𝑖

d,

(1)

where −𝑉 ⋅ ∇𝜒𝑖 is advection, 𝐹𝑖H is horizontal turbulent dif-
fusion, 𝐹𝑖V is vertical turbulent diffusion, and 𝐹𝑖c is convective
transport [43–45]. 𝑅𝑖Wls and 𝑅

𝑖

Wc are the wet removal terms
represented by large-scale and convective rain [46, 47]. 𝐷𝑖d
is dry deposition represented by assuming fixed deposition
velocities over land and water.

The 𝛿-Eddington approximation is employed by RegCM4
for radiative flux calculations. The calculation of dust SW
radiation uses an asymmetry factor, single scattering albedo,
andmass extinction coefficient based onMie theory.The dust
LW radiation is accounted for introducing the dust emissivity
given by Kiehl et al. [36].

2.2. Model Sensitivity Tests. Four experiments were per-
formed in this study (Table 1), the first three of which
followed the protocol of Liu et al. [33], while the fourth
was a newly designed experiment. The first is the modern
(i.e., high-mountain) experiment, in which all of boundary
conditions including terrain are set to the present-day state
and the dust emissions from the major deserts in northwest
China (HMD) are opened. The second is the high-mountain
experiment with modern terrain stage but an absence of East
Asian inland deserts (HM). The third is the low-mountain
experiment with reduced topography in the northern TP (by
as much as 2400m) and also an absence of deserts (LM).
The final one is the low-mountain experiment with the same
terrain conditions as LM but with dust emissions from the
major deserts of East Asia opened up (LMD). Therefore, by
comparing the results of HMDminus HM (hereafter HMD−
HM) and those of LMD minus LM (hereafter LMD − LM),
we can determine the distribution of dust in East Asia and
its related effects on East Asia summer monsoon onset as
modulated by the uplift of the northern TP and its nearby
major mountains.

The initial and lateral boundary conditions for the model
were extracted from the National Centers for Environmental
Prediction, Department of Energy (NCEP–DOE) Atmo-
spheric Model Intercomparison Project (AMIP-II) reanalysis
(R-2) [48], and the default land use types were based on
Global Land Cover Characterization (GLCC) data [49]. Soil
texture data were from the USDA texture classification [50].
The sea surface temperature (SST) is from the National
Oceanic and Atmospheric Administration SST dataset [51].
Each simulation began on January 1, 1988, and ran until
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Figure 1: (a)Modern terrain used inHMDandHMand the locations of themajormountain ranges.The dotted areas indicate the threemajor
deserts in China. A = southern Xinjiang in the Taklamakan desert; B = western Inner Mongolia in the Gobi desert; C = northern Xinjiang in
the Gurbantunggut Desert. (b) Lowered terrain distribution used in LM and LMD.The lightest grey region in (a, b) is the model domain.

Table 1: Information on the topography and dust emissions in the
experiments.

Experiment
name Topography Emissions from the

major deserts

HMD Modern
(high-mountain) Open

HM Modern
(high-mountain) Closed

LMD Lowered Open
LM Lowered Closed

December 31, 2009; however, only the last 20 years is ana-
lyzed, leaving the first two years as model spin-up time. The
model center is located at 40∘N and 90∘E, with 160 grid cells
in theW-E direction and 95 in the N-S direction.The interval
of model integration time is 1 minute. Model horizontal
resolution is 50 km. It was run in its standard configuration
of 18 vertical 𝜎-layers, with the model top at 10 hPa. Besides
the change of terrain and deserts, all experiments used the
same conditions. Only the dust direct effect is included in this
study.

The height of the lowered region in LMD and LM was
1500m plus 20% of the modern terrain altitude. The reduced
area was mainly located in the northern TP and its nearby
mountains, including the Pamir Plateau, the TianshanMoun-
tain, the Kunlun Mountain, the Altun Mountain, the Qilian
Mountain, the Altai Mountains, and the Sayan Mountains
(Figure 1). In order to close the dust emissions in HM
and LM, the land cover types of the Taklamakan Desert,
Gurbantunggut Desert, and Gobi Desert are replaced with
nearby vegetation types.

2.3. Observation Data. Three datasets are used in this study
for comparison with the RegCM4.1/Dust simulated results.
The first is monthly mean surface air temperature and
precipitation data, with a high resolution of 0.5∘ × 0.5∘,
provided by the Climate Research Unit (CRU), University of
East Anglia [52]. The second is the NCEP–DOE reanalysis

(2.5∘ × 2.5∘) wind fields at 850 hPa [48]. The third is the
Multiangle Imaging Spectroradiometer (MISR) aboard the
NASA Earth Observation System’s Terra satellite Level 3
monthly mean aerosol optical depth (AOD) from 2000 to
2009.

3. Validation

Spring and summer are not only the seasons of strong dust
emissions in East Asia but also the seasons of Asianmonsoon
onset and prevalence. So, model performance during this
period directly affects the predication of dust climatic effects.
The comparison between the CRU observed and HMD
simulated surface temperature in spring and summer is illus-
trated in Figure 2. Both spring and summer surface tempera-
tures simulated by HMD are consistent with those of CRU
observation. In spring, the model successfully captures the
major patterns of surface temperature distribution, includ-
ing a reasonable northwest-southeast gradient, minimum
temperature center in the TP and Mongolia, and maximum
temperature center in south China and north India. However,
it simulates a cold bias of 1–3∘C in northwest China (Figures
2(a) and 2(b)). The simulation is better in summer than in
spring, and the maximum temperature center in the Thar
Desert located in northwest India is well captured compared
with the observation (Figures 2(c) and 2(d)). Our simulation
only includes dust aerosol, and there are other kinds of
aerosols in the atmosphere. However, the CRU observation
includes comprehensive effects of all aerosols (dust, black
carbon, organic carbon, sulphate, and sea salt). Sandstorm
mainly outbreaks in spring in northwestern China, so the
cold bias in northwest China is from the dust cooling effect.
Meanwhile, dust storm activities decrease in summer, and the
cold bias weakens in summer. Therefore, the simulation is
better in summer than in spring.

The comparison between observed and simulated
850 hPa wind and precipitation in spring and summer is
illustrated in Figure 3. Southeasterly winds and southwest
wind prevail in south China and to the south of the TP in
spring, respectively. The region to the north of the Yangtze
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Figure 2: Observed (a, c) and simulated (b, d) surface mean temperature (units: ∘C) in spring (a, b) and summer (c, d).

river is affected by strong northwest wind (Figure 3(a)). In
summer, northwest wind weakens in north China, and the
southerly wind is enhanced in south China, accompanied
by the outbreak of the East Asia summer monsoon. The
southerly wind is divided into two branches: one moves
across the southeast coast of China and eventually enters the
East China Sea, while the other continues to north, passing
over central China, and then changes into a southwesterly
wind before entering into north and northeast China
(Figure 3(c)). Compared with the NCEP observation,
RegCM4.1/Dust basically captures the above major features
of 850 hPa wind during spring and summer (Figures 3(b)
and 3(d)).

RegCM4.1/Dust also captures well the characteristics
of the precipitation distribution in East Asia. In spring,
the maximum center of precipitation is mainly located in
south China, the southeast of the Himalaya Mountains, and
the Pamirs Plateau (Figure 3(a)). The precipitation rate is
less than 1.5mmday−1 over the TP, northern India, and
the areas to the north of the Yangtze river. The model
results are consistent with the above precipitation distribu-
tion, albeit an overestimation of precipitation is apparent
in the Pamirs Plateau, Tianshan Mountains, and southeast
Himalaya Mountains, and an underestimation in southeast
China (Figure 3(b)). The simulation of summer precipitation

is better than that in spring, in which there is a slight
overestimation in the TianshanMountains, northern TP, and
south China (Figure 3(b)). The terrain of the TP is quite
complicated, and the cumulus convection parameterization
applied in this extremely complex area has high sensitivity
[53]. Therefore, the overestimated precipitation over the
TP and its nearby mountains comes from the cumulus
parameterization scheme chosen in RegCM4.1/Dust, namely,
the Grell scheme with Fritsch-Chappell closure. On the other
hand, the bias in south China mainly relates to the model
physics scheme applied in this area: for example, the Grell
mass flux scheme may be more suitable for the midlatitudes
rather than tropical and subtropical areas of China [54].

The rainy season in East Asia usually starts from late
spring to summer under the influences of the East Asia
summer monsoon and the Indian monsoon. The RegCM4.1
simulated precipitation seasonal variation is well consistent
with those of CRUobserved in northern and southernChina,
which indicates that our simulation is reliable (Figure 4).

The distribution of MISR-observed aerosol AOD and
model-simulated dust AOD is illustrated in Figure 5. The
comparison shows that the patterns of model-simulated dust
AOD are consistent with those of the MISR observation
in spring and summer. The model successfully captures the
maximum center of dust AOD in the Taklamakan Desert in
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Figure 3: Observed (a, c) and simulated (b, d) mean precipitation rate (units: mmday−1) and 850 hPa wind (units: m s−1) in spring (a, b) and
summer (c, d). The black lines are the terrain contours of 2000m.
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Figure 4: Comparison between RegCM4.1 simulated and CRU observed annual cycles of monthly precipitation (mm/day) regional averaged
for the north China (a) (38∘–42∘N, 110∘–120∘E) and south China (25∘–30∘N, 110∘–115∘E).

spring and summer. However, it overestimates the dust AOD
in the Gobi and Gurbantunggut Desert. The simulation of
dust AOD in summer is better than that in spring. It should
be noted that only dust aerosol is featured in our experiment,
so the heavy MISR AOD in eastern and southwest China
(left panels in Figure 5) is not consistent with the model

simulation. Our simulation might overestimate the AOD in
the three dust source centers; the possible reason comes
from the overestimation of giant aerosol (5.0–20.0𝜇m) and
the uncertainty in characterizing soil property. Meanwhile,
the model does not describe the presence of additional
aerosol types as well as background aerosols; this may also be
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Figure 5: MISR-observed aerosol optical depth (a, c) and simulated dust AOD (b, d) averaged in spring (a, b) and summer (c, d) during
2000–2009.

an indication of relatively weak long range dispersal of dust
plume by the model [14]. Besides, Sun et al. [15] have detailed
and compared the same model (RegCM4) simulated results
of control run with various observations on the regional scale
of Asia and found that the performance of RegCM4 is basi-
cally good. Overall, the control simulated result is reasonable
when compared with observations or other model results.

4. Results and Analyses

4.1. Impacts of Topography on the Distribution of Dust in
East Asia. The uplifting of the northern TP and its nearby
major mountains significantly influences the distribution
of dust in East Asia. The dust mixing ratio at 600 hPa is
higher in the Taklamakan and Gobi Desert in spring than
in summer in HMD − HM, with their center values greater
than 150 𝜇g kg−1 (Figure 6(a)). In summer, the dust mixing
ratio is relatively lower than that in spring over the twodeserts
(Figure 6(b)). However, in LMD − LM, the dust mixing ratio
is lower in the above two deserts in both spring and summer

(Figures 6(c) and 6(d)). Besides, uplift of the northern TP
causes the dust mixing ratio to increase greatly in the
northernTP (Figure 6(e)), and this enhancement is discussed
further, in detail, below. The dust mixing ratio only increases
markedly in the Taklamakan Desert in summer between
HMD −HM and LMD − LM (Figure 6(f)).

The seasonal variation of the regional mean dust column
burden averaged in the Taklamakan Desert in the four
different experiments is illustrated in Figure 7. The dust
source has an important effect on themaintenance of the dust
cycle in East Asia. Both HMD and LMD capture the highest
dust emissions in spring in the Taklamakan Desert, but the
experiments with an absence of deserts allmissed this feature.
Besides, it is interesting to note that the differences between
HMD andHM are greater than the differences between LMD
and LM in summer (Figure 7(a)). The formation of cyclonic
circulation in the Tarim Basin, induced by uplifting of the
northern TP and its nearby major mountains, may be a
reason for the higher dust production there in summer. This
is discussed further in Section 4.3.
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Figure 6: Dust mixing ratio changes at 600 hPa (𝜇g kg−1) between different numerical experiments in spring (a, c, e) and summer (b, d, f):
(a, b) HMD −HM; (c, d) LMD − LM; (e, f) (HMD −HM) minus (LMD − LM).

As mentioned, Figure 6 shows that the topography also
significantly influences the dust distribution in the TP in
spring. Therefore, we further analyzed the differences in the
dust vertical profile between the different experiments, as
shown in Figure 8. In HMD − HM (Figure 8(a)), the dust
mixing ratio is highest in thewesternTP and the center values
reach 40 𝜇g kg−1. The values in the central and eastern TP
range from 20 to 30 𝜇g kg−1 and the dust concentration is
higher between 400 hPa and the near-surface layer of the TP
(Figure 8(a)). In LMD − LM, the dust concentration is lower
over theTP and the dust verticalmixing isweak (Figure 8(b)).

The differences between HMD − HM and LMD − LM show
that the uplifting of the northern TP and its nearby major
mountains enhances the dust load over the TP (Figure 8(c)).

4.2. Dust Effects on the Heat Source over the TP Modulated
by Topography. The differences in dust load between HMD
and HM are greater than those between LMD and LM over
the TP (Figure 8), and dust can directly modify atmosphere-
earth radiation [55, 56].Therefore, the dust effects on the heat
source over the TPmay differ in the high- and low-mountain
experiments. We use 600 hPa atmospheric temperature to



8 Advances in Meteorology

0

50

100

150

200

250

300

350

0

100

200

300

400

500

600

700

1 2 3 4 5 6 7 8 9 10 11 12

HMD
HM

(a)

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

150

200

250

0

100

200

300

400

500

LMD
LM

(b)

Figure 7: Annual cycles of monthly dust column burden (mgm−2) regionally averaged for the Taklamakan Desert (37∘−42∘N, 78∘−87∘E) in
(a) HMD and HM and (b) LMD and LM.
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Figure 8: Longitude-height (32∘–37∘N) DMR (𝜇g kg−1) changes between different experiments in spring: (a) HMD − HM; (b) LMD − LM;
(c) HMD −HMminus LMD − LM.



Advances in Meteorology 9

−0.5
−0.4

50
∘N

55
∘N

45
∘N

40
∘N

35
∘N

30
∘N

25
∘N

20
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

0.1

0

0

−0.05

−0.05

−0.05

−0.05

−0.05
−0.05

−0.05

−0.1

−0.1
−0.1

−0.1

−0.1

−0.2

−0.2

−0.2−0.2

−0.3−0.3

−0.3

−0.4

−0.5

−0.6

−0.2
−0.4−0.3

(a)

50
∘N

55
∘N

45
∘N

40
∘N

35
∘N

30
∘N

25
∘N

20
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

0.1

0

0

−0.05

−0.1

−0.2

−0.3

−0.4

−0.5

−0.6

.05

−0.05
−0.05

−0.05

−0.05−0.05−0.05

−0.05

−0.1

−0.1 −0.1

−0.1 −0.1

−0.1

−0.2

−0.2

−0.2

−0.2
−0.2

−0.3
−0.1

−0.05

(b)

Figure 9: Atmospheric temperature changes at 600 hPa over the TP in spring (units: ∘C) between different numerical experiments: (a)HMD−
HM; (b) LMD − LM.

simply represent the heat source over the TP, following Liu
and Wang [57].

The heat source over the TP substantially decreases in the
northern TP due to the high dust load between HMD and
HM (Figure 9(a)), in which the decrease can exceed 0.6∘C. It
also decreases between LMDand LM, but the reduction is not
significant compared with that between HMD and HM due
to the low dust load (Figure 9(b)).

We further analyzed the variation in the heat source over
the northern TP (hereafter NTP-HT) during the period of
East Asia summer monsoon onset (Figure 10). The NTP-HT
greatly decreases due to dust from the 27th to the 48th pentad
in both the high- and low-mountain experiments, but the
decreasing effect on the NTP-HT in HMD − HM is quite a
lot stronger than those in LMD − LM due to the high dust
content over the TP with the uplift of the northern TP.

4.3. Dust Effects on the East Asia Summer Monsoon and
Its Onset Modulated by Topography. In HMD, north and
southChina are affected bywesterly and southwesterlywinds,
respectively, and there is strong cyclonic circulation in the
Tarim Basin (Figure 11(a)). Without the major deserts of
northwest China, the cyclonic circulation and northwesterly
winds weaken (Figure 11(b)). In HMD − HM, dust weakens
the East Asia summer monsoon and causes strong cyclonic
circulation over the Tarim Basin. Therefore, dust emissions
are still stronger in summer over the Taklamakan Desert
due to the strong updraft induced by the cyclonic activity
(Figures 6(e) and 7(a)). Both LMD and LM capture the
major features of the East Asia summer monsoon (Figures
11(b) and 11(d)), but there is no cyclonic circulation over
the Tarim Basin. Therefore, the dust concentration is lower
over theTaklamakanDesert (Figure 7(b)). Both the high- and
low-mountain experiments show that dust weakens the East
Asia summer monsoon, which is in agreement with previous
studies [15, 58].

Because of the close relationship between the heat source
of the TP and East Asia summermonsoon onset, we analyzed
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Figure 10: Regional mean atmospheric temperature (∘C) change at
600 hPa averaged in the northern TP (34∘–38∘E, 90∘–105∘N).

the dust effects on East Asia summer monsoon onset under
the high- and low-mountain settings. The index of East Asia
summer monsoon onset that we used followed the definition
of Wang and Ho [59], as follows:

𝑅𝑅
𝑖

= 𝑅
𝑖

− 𝑅JAN, 𝑖 = 1, 2, . . . , 73, (2)

where 𝑅𝑅
𝑖

is the relative pentad mean rainfall rate. In the
Northern Hemisphere, 𝑅

𝑖

is the pentad mean rainfall rate
and 𝑅JAN is the pentad mean rainfall rate of January. If 𝑅𝑅

𝑖

is greater than 6mmday−1, then the onset of the East Asia
summer monsoon begins. Pentad is five days, and there are 6
pentads in one month.

Following Liu and Yin [60], we chose two key monsoon
regions of East Asia: a southern monsoon region (22∘–30∘N,
105∘–120∘E) and northern monsoon region (34∘–42∘N, 105∘–
120∘E). Figure 12 shows the variation in East Asia summer
monsoon onset index averaged in the southern monsoon
region. Onset of the East Asia summer monsoon begins in



10 Advances in Meteorology

10

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(a)

10

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(b)

10

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(c)

10

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(d)

2

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(e)

2

50
∘N

40
∘N

30
∘N

90
∘E80

∘E 100
∘E 110

∘E 120
∘E

(f)

Figure 11: 700 hPawind field averaged in summer (June toAugust) in (a)HMD, (b)HM, (c) LMD, (d) LM, (e)HMD−HM, and (f) LMD−LM.
The grey area represents the topography below 700 hPa.

the 29th pentad in HM but is two pentads later in HMD.
The onset of the East Asia summer monsoon begins in the
31st pentad in LM but in the 32nd in LMD. The results
demonstrate that dust can delay the onset of the East Asia
summer monsoon, but the delaying effect of dust in HMD −
HM is stronger than that in LMD − LM.

The dust effect on East Asia summer monsoon onset
in the northern monsoon region is illustrated in Figure 13.
The onset of the East Asia summer monsoon in this region
starts in the 36th pentad in both HM and LM, while dust
delays the monsoon onset by one pentad in both HMD
and LMD compared with HM and LM. The sensitivity of

the dust-induced East Asia summer monsoon onset anoma-
lies to the topography change in the northern monsoon
region is lower than that in the southern monsoon region.

4.4. Impacts of the Effects of Dust on Precipitation Induced
by Topography Changes. The regional monthly mean of
precipitation averaged in north and south China in the
four experiments is illustrated in Figure 14. Dust hinders
precipitation over north and south China due to the delaying
effect of dust on the onset of monsoon in both the high-
and low-mountain experiments. The suppression effects in
HMD − HM are much stronger than in LMD − LM in
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Figure 12: East Asia summer monsoon onset index averaged in the southern monsoon region (22∘–30∘N, 105∘–120∘E) in (a) HMD and HM
and (b) LMD and LM.
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Figure 13: As in Figure 10 but for the northern monsoon region (34∘–42∘N, 105∘–120∘E).
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Figure 14: Regional mean precipitation rate (mmday−1) averaged in the rainy season (May to August) in north China (a) (38∘–42∘N, 110∘–
120∘E) and south China (25∘–30∘N, 110∘–115∘E) in the four different experiments.
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Figure 15: Regional mean water vapor mixing ratio (g kg−1) at 850 hPa averaged in the rainy season (May to August) in north China (a)
(38∘–42∘N, 110∘–120∘E) and south China (25∘–30∘N, 110∘–115∘E) in the four different experiments.

both north and south China. The differences in precipitation
in north China are substantially in July in HMD − HM,
while for south China the differences are markedly from
spring to summer (March to July). The influences of dust
on the precipitation induced by the modified topography in
south China are stronger than those in north China, because
the delaying effects on the onset of the East Asia summer
monsoon in south China are stronger than those in north
China.

Our simulation did not include the dust indirect effect,
but it is interesting to note that the previous research
demonstrated that the indirect effect of aerosols from central
eastern China also reduces Asian monsoon strength and
precipitation [58]. The main reason for the reduction of
the precipitation in East Asia is that dust cooling effect
created cyclone-anticyclone-cyclone flow pattern emanating
from the dust source region to the East China Sea and
weakened the East Asia summer monsoon [15]. Besides, we
analyzed the water vapor mixing ratio and found that the
change characteristic of water mixing ration in the above
two regions also decreased (Figure 15). The reduction of
the water vapor mixing ratio induced by dust between the
modern terrain experiments is more than that between the
low terrain experiments, which is consistent with the changes
in precipitation.

5. Discussion and Conclusions

In this study, the latest version of RegCM4.1/Dust was used to
study how the northern TP and its nearby major mountains
modulate the dust distribution in East Asia. The dust effects
on the heat source over the TP and, ultimately, the related
onset of the East Asia summer monsoon under different
terrain settings were then analyzed. The simulations showed
that the dust load in northwest China during spring increases

greatly in the Taklamakan Desert in HMD − HM compared
to LMD − LM. The increase can exceed 150 𝜇g kg−1 in
spring. Interestingly, the dust concentration is higher in the
TaklamakanDesert during summer inHMD−HMcompared
to LMD − LM. The formation of cyclonic circulation in
summer, induced by the uplifting of the northern TP and its
nearby major mountains, is the reason for this higher dust
production in the Taklamakan Desert (Figure 11(e)). Due to
the absence of uplifting of the northern TP and its nearby
major mountains, there is no mechanism for dust emission
in summer over the Tarim Basin (Figure 11(f)). Additionally,
the dust loading over the TP is sensitive to the northern TP
changes. It is higher in HMD−HM and lower in LMD−LM,
over the TP.

The uplift of the northern TP causes the dust loading
over the TP to increase, and dust cooling effect causes the
radiation absorbed by the TP to reduce. Therefore, dust
aerosol causes the heat source over the TP to decrease in both
the high- and low-mountain experiments. The reduction in
HMD − HM is much larger than in LMD − LM, reaching
−0.6∘C in the northern TP. Due to the weakening of the
heat source over the TP induced by dust, the onset of the
East Asia summer monsoon is delayed in both the high- and
low-mountain experiments. The effect of dust on East Asia
summer monsoon onset is stronger in HMD − HM than in
LMD − LM. Dust delays the onset of the East Asia summer
monsoon over the northern and southern monsoon region
in East Asia by two pentads and one pentad, respectively, in
HMD − HM, while in LMD − LM the delay is one pentad
in both the northern and southern monsoon region. It also
weakens the East Asia summer monsoon in both the high-
and low-mountain experiments, which is consistent with
previous research [15, 58].

Furthermore, dust suppresses precipitation in both the
high- and low-mountain experiments, but the suppression



Advances in Meteorology 13

effects are stronger in HMD − HM than in LMD − LM. In
north China, the suppression effect is markedly in July in
HMD−HM, while in south China it is markedly fromMarch
to July. The dust effects on precipitation in south China are
more sensitive to the topography change than in north China.

Most previous studies have focused on the dust cycle and
its radiative effects on temperature, precipitation, and the
East Asia summer monsoon. A recent modeling work using
RegCM4.1/Dust studied the relationships among topography,
inland deserts, and regional climate evolution in East Asia
and found that the topography is closely related to dust
change in East Asia [33]. Besides, to date, simulation work
using high-resolution regional climate modeling, in the
context of dust effects on the heat source over the TP and its
effect on East Asia summer monsoon onset, is rare. Dust can
influence the climate through direct and indirect effects, and
the uplift of the TP is proved to have great effects on the global
and regional climate [31]. However, most previous researches
only focus on one of the above two factors. On the one hand,
this study helps to figure out combined effects of dust and
the TP uplifting on the East Asia summer climate, while,
on the other hand, it has a certain referential significance
for the quantification of the topography-modulated dust
distribution and its effects on the onset of the East Asia
summer monsoon, as well as understanding the aeolian dust
effects on the East Asian climate.

However, the analysis about the interactions between dust
aerosols and meteorological factors in the simulation has
some deficiencies. First, RegCM4.1/Dust only includes the
direct radiative effect of dust aerosol. Thus, we acknowledge
that these preliminary results on the effects of dust on the
heat source over the TP and the related onset of the East
Asia summermonsoon are uncertain.The findings need to be
evaluated using models that include both direct and indirect
dust effects. Second, dust effects are sensitive to aerosol
optical properties assumed in the model, and the value of
single scattering albedo in Asia desert is still uncertain [61].
The results in this study also need to be validated by sensitivity
experiments with different aerosol properties. Third, the
simulation only includes dust aerosol, but there are other
kinds of aerosols in the atmosphere. Accordingly, we plan to
carry out experiments with all major types of aerosols in the
future to further evaluate the results. Finally, the uncertainty
from the model cumulus parameterization schemes should
also be considered in future work.
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Rainfall kinetic energy has been linked to linear, exponential, logarithmic, and power-law functions using rainfall intensity as an
independent variable.The power law is the most suitable mathematical expression used to relate rainfall kinetic energy and rainfall
intensity. In evaluating the rainfall kinetic energy, the empirical power laws have shown a larger deviation than other functions.
In this study, universal power law between rainfall kinetic energy and rainfall intensity was proposed based on the rainfall power
theory under an ideal assumption that drop-size is uniformly distributed in constant rainfall intensity. An exponent of the proposed
power lawwas 11/9 and coefficient was estimated at 10.3 from the empirical equations of the existing power-law relation.The rainfall
kinetic energy calculated by universal power law showed >95% concordance rate in comparison to the average values calculated
from exponential and logarithmic functions used in soil erosion model such as USLE, RUSLE, EUROSEM, and SEMMA and<5% relative difference as compared to the average rainfall kinetic energies calculated by other empirical functions. Therefore, it is
expected that power law of ideal assumption may be utilized as a universal power law in evaluating rainfall kinetic energy.

1. Introduction

Soil erosion is a natural process in all landform evolution
and soil degradation along with various environmental prob-
lems. In water erosion, the impact of raindrop on the soil
surface disperses soil aggregates. The rainfall kinetic energy
is one of the useful indicators in the potential ability of
rainfall for separating soil particles from the soil surface.
Basically, the rainfall kinetic energy results from the kinetic
energy of individual raindrops that strikes the soil. The
calculation of the rainfall kinetic energy requires drop-size,
drop-velocity, and drop-volume measurements as well as
drop-size distribution (DSD). DSD data has been obtained
using various techniques such as filter paper, flour pellet,
camera, optical array, and meteorological radar [1–7]. The
rainfall kinetic energy can be calculated by the measured
DSD combined with empirical 𝑉𝑡(𝐷) laws [8–10], direct
measurement using a pressure transducer or acoustic devices

[11, 12] or using an Optical Spector Pluviometer allowing the
real time measurement of drop-size and drop-velocity [7].
Many empirical equations of the rainfall kinetic energy (𝐸𝑘)
linked to the easily available rainfall intensity (𝐼) are proposed
on the basis of drop-size and drop-velocity measurements.
The empirical equations for the rainfall kinetic energy in
various mathematical expressions have been developed in
the form of power-law, exponential, logarithmic, and linear
functions.

In the empirical soil erosion models, the rainfall kinetic
energy has been used as erosivity factor of splash erosion,
sheet erosion, and rill erosion modeling [13–16]. USLE [13],
soil erosion models based on agricultural area in the United
States, used a logarithmic function of rainfall kinetic energy
developed by Wischmeier and Smith [13], and RUSLE [14]
used an exponential function proposed by Brown and Foster
[17]. Under the assumption based on the DSDmeasurements
[18], EUROSEM [15], the representative soil erosion model
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in Europe, used a logarithmic function presented by Brandt
[19]. SEMMA [16] developed in South Korea adopted an
exponential function of Van Dijk et al. [20]. However, they
require the validation in a wide range of environmental
settings since these functions were focused on restricted
areas with different environmental settings andmeasurement
technique.

There are no distinct criteria on what is the most suitable
function as rainfall erosivity factor of the soil erosion. Many
researchers suggested that the maximum value of the rainfall
kinetic energy exists in the natural rainfall events [3, 17,
21–24]. The exponential function which converges to the
limited value was judged to be function that better describes
the relationship between rainfall kinetic energy and rainfall
intensity [3, 25] because there is no upper limit in the power-
law, logarithmic, and linear functions. Van Dijk et al. [20]
proposed a general equation of the exponential type from the
measured data through a literature review on the relationship
between rainfall kinetic energy and rainfall intensity. The
empirical power-law relation from the observation of rainfall
intensity and radar reflectivity factors using a statistical
model of the DSD was presented by Smith and de Veaux
[26]. In particular, Salles et al. [27] proved that the time-
specific kinetic energy is the most appropriate expression of
the empirical law between rainfall kinetic energy and rainfall
intensity in the statistical and physical basis and presented
that the power law between rainfall kinetic energy and
rainfall intensity is the most suitable mathematical function
as considering the DSD models.

The existing empirical equations between rainfall kinetic
energy and rainfall intensity showed significantly different
coefficients according to geographical location and measure-
ment technique. Therefore, it is not easy to apply in other
countries or regions having different types of rainfall [4, 20,
28]. In particular, power law in calculation of rainfall kinetic
energy shows larger deviation compared to exponential and
logarithmic functions [26, 29]. There were few cases that
the power law had been used as rainfall erosivity index in
developed soil erosion models although it is simple and
suitablemathematical expression.Therefore, it is necessary to
present the representative power law obtained from various
rainfall kinetic energy equations. This study attempts to
propose a new equation of power law based on the rainfall
power theory under the ideal assumption that drop-size
is uniformly distributed in constant rainfall intensity. In
addition, our newly proposed power law is evaluated through
comparing with existing empirical equations.

2. Theory

2.1. Relationship between Rainfall Kinetic Energy and Rain-
fall Intensity. In general, the relationships between rainfall
kinetic energy and rainfall intensity are presented in the form
of exponential [4, 17, 24, 28, 30–34], logarithmic [3, 13, 28, 34–
37], linear [24, 28, 38–40], and power-law [26, 28, 29, 33, 41,
42] functions.

The rainfall kinetic energy can be expressed in two
ways of volume-specific and time-specific kinetic energy.The
volume-specific kinetic energy is expressed as the amount

of rainfall kinetic energy expended per unit volume of rain
[13, 20, 36, 43] while time-specific kinetic energy is the
rate of expenditure of rainfall kinetic energy or rainfall
power and expressed as rainfall kinetic energy expended per
unit area and per unit time [3, 26, 29]. In the relationship
between rainfall kinetic energy and rainfall intensity, the
two expressions of volume-specific rainfall kinetic energy𝐸𝑘-mm (J/m2/mm) and time-specific rainfall kinetic energy𝐸𝑘-time (J/m

2/h) are related to each other through the rainfall
intensity as shown in the following:

𝐸𝑘-time = 𝐼𝐸𝑘-mm. (1)

As reported by Sempere-Torres et al. [39], the scatterplots
of𝐸𝑘-time-𝐼 have less heteroscedasticity than those of𝐸𝑘-mm-𝐼,
and 𝐸𝑘-mm is more sensitive to the DSD of rainfall [27] so that
the connection of 𝐸𝑘-time with 𝐼 is more suitable compared
to 𝐸𝑘-mm. Therefore, this study investigates the relationship
between time-specific rainfall kinetic energy (hereafter, 𝐸𝑘)
and rainfall intensity.

Exponential, logarithmic, linear, and power-law func-
tions of time-specific rainfall kinetic energy can be expressed
as general equations using empirical coefficients of 𝑎, 𝑏, and𝑐 as shown in the following equations:

𝐸𝑘 = 𝑎𝐼 (1− 𝑏e−𝑐𝐼) , (2)

𝐸𝑘 = 𝐼 (𝑎 + 𝑏log𝐼) , (3)

𝐸𝑘 = 𝑎 (𝐼 − 𝑏) , (4)

𝐸𝑘 = 𝑎𝐼𝑏. (5)

Reported empirical relationships between rainfall kinetic
energy and rainfall intensity are summarized in Table 1. In
case of exponential function developed widely, only reliable
functions organized by Salles et al. [27] and Van Dijk et
al. [20] were reported as considering the range of rainfall
intensity and the number of observations and determination
coefficient of measured data. Also, the linear and logarithmic
function include the reliable empirical equations along with
equations organized by Salles et al. [27]. Representative forms
of the power law include six typical power laws presented
using DSD data from the Illinois State Water Survey of
the Unites States [26] and six different sets on power law
between rainfall related variables and rainfall intensity were
presented based on different assumptions regarding the
rainfall intensity dependence of the DSD parameters [29].
With continuous and direct drop-size and drop-velocity
measurements, kinetic energy equations recently developed
in the Republic of Koreawere organized inTable 1 [33, 34, 42].

2.2. Review of Mathematical Power Laws. Many researchers
demonstrated that a power law is the most suitable mathe-
matical function between rainfall kinetic energy and rainfall
intensity [27, 44]. Therefore, the power law presented by
Salles et al. [27] is summarized in these passages to under-
stand a mathematically rational power law used to link 𝐼
with 𝐸𝑘.
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The time-specific rainfall kinetic energy 𝐸𝑘 (J/m2/h), the
rainfall kinetic energy flux density [41, 45], is calculated by
the DSD and drop-velocity measurement data:

𝐸𝑘 = 3.6× 10−3 𝜌𝜋
12

∑
𝑖

𝑋(𝐷𝑖)𝐷3
𝑖𝑉2
𝑡 (𝐷𝑖) , (6)

where 𝜌 is the water density (kg/m3) in standard conditions,𝐷𝑖 is a diameter of raindrop (cm), 𝑋(𝐷𝑖) is the number of
drops with diameter 𝐷𝑖 arriving per unit time and per unit
area, and𝑉𝑡(𝐷) is the terminal fall velocity of a raindrop with
diameter𝐷𝑖.

Rainfall intensity 𝐼 (mm/h) is derived from the droplet
flux density:

𝐼 = 3.6𝜋
6
∑
𝑖

𝑋(𝐷𝑖)𝐷3
𝑖 . (7)

Sempere-Torres et al. [44, 46] mentioned the various
mathematical expressions of the DSD described by exponen-
tial, gamma, lognormal, or Weibull distribution functions
[18, 47–49] and presented that all DSD models follow the
power law as the most appropriate relationship between 𝐸𝑘
and 𝐼.The general formulation of theDSDusing 𝐼 as reference
variable is expressed as follows:

𝑁(𝐷, 𝐼) = 𝐼𝛼𝑔 (𝐷𝐼−𝛽) . (8)

The general formulation of an analytical relation between 𝐸𝑘
and 𝐼 is expressed by raindrop flux density replacingDSD and
the terminal fall velocity:

𝐸𝑘 = 3.6× 103 𝜌𝜋
12

𝐼𝛼 ∫𝐷max

𝐷min

𝑔 (𝐷𝐼−𝛽)𝐷3𝑉2
𝑡 (𝐷) 𝑑𝐷. (9)

Using a terminal fall velocity 𝑉𝑡(𝐷) = 𝑎0𝐷𝑏0 and the variable
𝑥 = 𝐷𝐼−𝛽 (9) becomes

𝐸𝑘 = 3.6× 103 𝜌𝜋
12

𝐼𝛼+𝛽(4+3𝑏0) ∫𝑥max

𝑥min

𝑔 (𝑥) 𝑥3(𝑏0+1)𝑑𝑥. (10)

The remaining terms except 𝐼 are defined as 𝐴 being a
constant. If𝑉𝑡(𝐷) proposed by Atlas and Ulbrich [50] is used,𝐴 and 𝐸𝑘 can be expressed simply as follows:

𝐸𝑘 = 𝐴𝐼1+1.34𝛽. (11)

The exponent of the relation between 𝐸𝑘 and 𝐼 depends
on only one variable 𝛽. In various climate conditions, the
coefficient 𝐴 is well expressed by gamma distribution with
a single free variable 𝜇 presented by Sempere-Torres et al.
[46] or Salles et al. [51]. Therefore, the coefficient 𝐴 is simply
expressed below:

𝐴 = 1288.17𝜇−1.34. (12)

Finally, the power law of 𝐸𝑘 (J/m2/h) presented by
Salles et al. [27] is described as follows:

𝐸𝑘 = 1288.17𝜇−1.34𝐼1+1.34𝛽. (13)

In the presented 𝐸𝑘-𝐼 relationship, the parameters 𝜇 and𝛽 are linked to the type ofmicrophysical process related to the
growth of raindrops [27]. In the previously reported studies,𝜇 is applicable to the range between 30 and 40. Typical values
around 30 are related to convective rainfall [44, 46, 51] and
the values 𝜇 = 40 and 𝜇 = 50 are commonly associated with
stratified rainfall [18] and drizzle [52], respectively. Regarding
the parameter 𝛽, Marshall and Palmer [18] reported values
around 0.12 to 0.15 are suitable to convection rainfall and
the value 𝛽 = 0.21 is related to a wide range of stratified
rainfall. In the general form of given power law in (5), the
coefficient and exponent are transformed into mathematical
power functions of Salles et al. [27] as shown below:

𝑎 = 1288.17𝜇−1.34,
𝑏 = 1 + 1.34𝛽. (14)

The coefficient 𝑎 of the power law is 13.5 for convective
rainfall and 9.2 for the wide range of stratified rainfall. The
exponent 𝑏 varies from 1.0 to 1.4, and the values around 1 are
suitable for strong rainfall.

3. Establishment of Ideal Equation for
Rainfall Power

Despite the definition of the functional relationship between
rainfall kinetic energy and rainfall intensity, exponents and
coefficients of the power law are largely different depending
on parameters such as rainfall type, geographical location,
and measurement techniques. Therefore, a general equation
which represents empirical power law is required to evaluate
soil erosion in the area where there is no measurement
data of rainfall kinetic energy. The power of raindrop falling
on the surface soil is derived theoretically under the ideal
assumption that the diameter of raindrop is uniform for
constant rainfall intensity. This assumption is based on the
judgment that the error caused by this ideal assumption
would be smaller than the difference in rainfall kinetic
energies estimated by various types of empirical power law
[26, 29].

The power of raindrop particles striking on the surface
soil is defined by the multiplication of the force and terminal
velocity of freefalling raindrop:

𝑃𝑅 = ∑𝐹𝑅𝑉𝑡 (𝐷) , (15)

where rainfall power 𝑃𝑅 is the expended energy per unit
area and per time (J/m2/s), the force of rainfall 𝐹𝑅 is the
water weight per unit area (N/m2), and 𝑉𝑡(𝐷) is the terminal
velocity of raindrop (m/s).

Atlas and Ulbrich [50] have suggested the power law
based on the terminal velocity data presented by Gunn and
Kinzer [9]; the terminal fall velocity is proportional to the
diameter of raindrop:

𝑉𝑡 (𝐷) = 17.67𝐷0.67, (16)

where𝐷 is mean diameter (cm) of uniform raindrop.
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A freefalling raindrop is affected by gravity and the
resistance force. The velocity of a falling raindrop keeps the
steady condition when two forces are equal. The terminal fall
velocity can be expressed as reported by Zhou et al. [53]:

𝑉𝑡 (𝐷) = (𝐷2𝜌𝑔
6𝐾 )

1/3

, (17)

where 𝑔 is the acceleration by gravity (m/s2) and 𝐾 is
the constant in the certain range of raindrop diameter
(kg s/m3). Therefore, the relationship of the terminal velocity
and raindrop diameter is expressed as 𝑉𝑡(𝐷) ∝ 𝐷2/3.

If the raindrop flux density 𝑋(𝐷) is the number of
raindrops with a uniform diameter 𝐷 per unit area and per
unit time, rainfall intensity equation can be expressed simply
as follows:

𝐼 = 𝜋
0.6𝑋 (𝐷)𝐷3. (18)

The above equation is expressed into the equation of
uniform diameter of raindrop as follows:

𝐷 = [ 𝐼
0.6𝜋𝑋 (𝐷)]

1/3 . (19)

The uniform diameter in (19) is substituted in the termi-
nal velocity of (16) and it is then substituted in rainfall power
equation as follows:

𝑃𝑅 = 17.67 [ 𝐼
0.6𝜋𝑋 (𝐷)]

2/9∑𝐹𝑅. (20)

Since the weight of rainfall per unit area is the product of
the specific weight and rainfall amount, it is derived from

∑𝐹𝑅 = 10−3𝛾𝑤𝑅, (21)

where 𝛾𝑤 is the unit weight of raindrop water (N/m3) and the
amount of rainfall 𝑅 (mm) has relationship of 𝑅 = 𝐼 ⋅ 𝑡 with
rainfall intensity.

When the weight of rainfall in (21) is substituted in the
rainfall power equation, it is expressed as in the following:

𝑃𝑅 = 150𝑡
𝑋 (𝐷)2/9 𝐼

11/9. (22)

If the equation of rainfall power per unit area (J/m2/s)
is converted to the equation of time-specific rainfall kinetic
energy (J/m2/h), and time 𝑡 is 1 hour, the ideal equation of
rainfall power is derived as follows:

𝐸𝑘 = 150
𝑋 (𝐷)2/9 𝐼

11/9. (23)

Therefore, time-specific rainfall kinetic energy (𝐸𝑘) from
rainfall power theory is proportional to 11/9 power of rainfall
intensity 𝐼 and is in inverse proportion to 2/9 power of the
number of raindrops,𝑋(𝐷).
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Figure 1: Relationship between coefficients and exponents of
empirical power laws.

The exponent 11/9 of rainfall power function was theo-
retically derived from ideal assumption that the drop-size is
uniform in constant 𝐼. The coefficient can be calculated if the
number of raindrops is identified. DSD to describe a popula-
tion of falling drops obviously depends on the diameter and 𝐼
[44] influenced by location, climate, and rainfall type [44].
Therefore, the coefficient can be obtained from the power
laws developed based on empirically available DSD expressed
by many researchers. In Table 1, the maximum (𝑎 = 18.0,𝑏 = 1.24) and minimum (𝑎 = 10.8, 𝑏 = 1.06) kinetic energy
equations which show > 30% difference from the calculated
rainfall kinetic energies are excluded from regression analysis
of empirical power laws. The linear regression equation (𝑟 =
0.686, 𝑝 = 0.0068) from reliable power law is shown as
in Figure 1. The coefficient 𝑎 was 10.3 when the exponent
(𝑏 = 11/9) for ideal power law was substituted in the
linear regression equation (𝑎 = −21.95𝑏 + 37.13). Thus, the
power law of time-specific rainfall kinetic energy by ideal
assumption is proposed as follows:

𝐸𝑘 = 10.3𝐼11/9. (24)

4. Evaluations and Discussions

We compared the relationship between existing empirical
equations and the ideal equation of rainfall power to evaluate
the availability as the universal power law.

The average value of rainfall energies calculated by 13
exponential functions [4, 17, 24, 28, 30–34] presented in
Table 1 was fitted with the result simulated by the ideal
power law of rainfall power (𝑎 = 10.3, 𝑏 = 11/9) in
Figure 2(a). The rainfall energy calculated by the ideal power
law was distributed within the range of standard deviation of
exponential functions. In case of rainfall intensity< 80mm/h,
the average value by exponential functions was greater than
that of ideal power law while ideal power law had relatively



Advances in Meteorology 7

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160

Rainfall intensity (mm/h)

Mean energy by exponential functions

T
im

e-
sp

ec
ifi

c 
ra

in
fa

ll
 k

in
et

ic
 e

n
er

g
y 

(J
/m

2
/h

)

a = 10.3, b = 11/9

(a)

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160

Rainfall intensity (mm/h)

Mean energy by logarithmic functions
T

im
e-

sp
ec

ifi
c 

ra
in

fa
ll

 k
in

et
ic

 e
n

er
g

y 
(J

/m
2
/h

)
a = 10.3, b = 11/9

(b)

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160

Rainfall intensity (mm/h)

Mean energy by linear functions
a = 10.3, b = 11/9

T
im

e-
sp

ec
ifi

c 
ra

in
fa

ll
 k

in
et

ic
 e

n
er

g
y 

(J
/m

2
/h

)

(c)

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160

Rainfall intensity (mm/h)

Mean energy by power-law functions

a = 10.3, b = 11/9

T
im

e-
sp

ec
ifi

c 
ra

in
fa

ll
 k

in
et

ic
 e

n
er

g
y 

(J
/m

2
/h

)

(d)

Figure 2: Comparisons of time-specific rainfall kinetic energies calculated by the ideal power law and the exponential functions (a), the
logarithmic functions (b), the linear functions (c), and the power-law functions (d).

greater rainfall energy after 𝐼 > 100mm/h as the exponential
function converges to the limited value in higher rainfall
intensity [3, 25].

Comparison between the ideal equation and 8 logarith-
mic functions [3, 13, 28, 34–37] is presented in Figure 2(b).
The average energy by logarithmic functions was relatively

greater than that of the ideal power law; however, the relative
difference was minor.

In case of linear functions with the lowest utilization as an
equation of rainfall kinetic energy, the average energy by the
linear functions [24, 28, 38–40] became smaller than that of
the ideal equation at 𝐼 > 90mm/h, and the relative difference
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Figure 3: Comparison between time-specific kinetic energies calcu-
lated by empirical equations used in soil erosion models and time-
specific kinetic energy simulated by universal power law according
to rainfall intensity.

was largest compared to other functions at the maximum
rainfall intensity (150mm/h) (Figure 2(c)).

The rainfall energy simulated by the ideal power law
and the average rainfall energy calculated from power laws
[26, 28, 29, 33, 41, 42] showed the greatest deviation of
rainfall kinetic energy as shown in Figure 2(d). The average
energy calculated by 14 power laws excluding the maximum
and minimum kinetic energy equations shown in Table 1 is
approximated to the values from the ideal power law. The
mean exponent and coefficient deduced from existing power
laws were 1.221 ± 0.068 and 10.33 ± 2.16, respectively, which
coincide approximatelywith the exponent 11/9 and coefficient
10.3 of the ideal power law indicating universal power law.

To utilize the universal power law as an erosivity factor
of soil erosion models, it is necessary to conduct a com-
parative review throughout various rainfall kinetic energy
equations used in existing soil erosion models. USLE [13]
and EUROSEM [15] used logarithmic functions presented
by Wischmeier and Smith [13] and Brandt [19], respectively,
andRUSLE [14] and SEMMA [16] used exponential functions
developed by Brown and Foster [17] and Van Dijk et al. [20],
respectively. Comparison of results simulated from these
equations and ideal power law is shown in Figure 3. The
simulation results showed that universal power law appears
closer to logarithmic function of Wischmeier and Smith
[13]. With 𝐼 > 100mm/h, its calculation was found to be
greater than other equations. However, the relative difference
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Figure 4: Comparison of time-specific kinetic energies between
empirical equations presented in South Korea and universal power
law.

with these rainfall energy equations showed reasonable value
(4.8%).

The logarithmic, exponential, and power-law functions
of the rainfall kinetic energies calculated by continuous
DSD measurement data were presented by Kim et al. [42],
Lim et al. [33], and Lee and Won [34] in South Korea’s
representative sites. The rainfall kinetic energies simulated
from those equations and universal power law are shown in
Figure 4. The results simulated from power law by Lim et al.
[33] and exponential and logarithmic functions by Lee and
Won [34] showed relatively small difference as comparedwith
the values calculated by universal power law.

Comparison of the average rainfall kinetic energies
between various empirical equations and the universal equa-
tion was conducted to evaluate whether the universal power
law can be used as a representative power law of erosivity
factor on soil erosion. The relative difference between the
rainfall kinetic energies was calculated in range of 20mm/h≤ 𝐼 < 160mm/h (Table 2). The relative difference was most
significant in case of a linear function at 𝐼 = 20mm/h
while 𝐼 > 100mm/h; the energy of universal power law was
found to be relatively greater. Power law showed the smallest
relative difference which had the average relative difference
of 0.06%. Moreover, exponential function used frequently
in soil erosion models had small average relative difference
(0.32%). Many studies confirmed that there is the maximum
value of rainfall kinetic energy and determined that the
exponential function with upper limit better describes the
relationship between rainfall kinetic energy and rainfall
intensity as compared to logarithmic, linear, and power-law
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Table 2: Relative differences in kinetic energy between universal power law and average kinetic energies evaluated by empirical equations.

Rainfall intensity
(mm/h)

Relative difference with
exponential function

(%)

Relative difference with
logarithmic function

(%)

Relative difference
with linear function

(%)

Relative difference
with power law

(%)
20 −5.40 −12.96 −22.61 0.85
40 −7.18 −8.69 −12.59 0.58
60 −5.09 −5.67 −5.17 0.33
80 −1.93 −3.34 0.27 0.11
100 1.32 −1.46 4.48 −0.09
120 4.33 0.13 7.88 −0.27
140 7.03 1.49 10.72 −0.43
160 9.44 2.69 13.13 −0.58
Ave. 0.32 −3.48 −0.49 0.06
S.D. 5.79 5.02 11.53 0.47

functions with no upper limit [3, 17, 21–25]. In addition, Van
Dijk et al. [20] proposed a general exponential equation based
on comprehensive measurement data by reviewing literature.
Actually, the kinetic energy of freefalling raindrops has the
upper limit due to limited maximum size of raindrop in the
order of 6–8mm [2, 10, 52]. However, power law simulated
excessively in high rainfall intensity may be more useful
than exponential function in evaluating soil erosion because
sediment transport capacity of running water increases with
the rainfall kinetic energy. Interrill erosion model linked
to power-law relationship with rainfall intensity has been
adopted that the exponent of power law was approximated
by ≥2 [54–56]. Therefore, the universal power law that used
ideal assumption would take great advantages in utilization
as erosivity factor to determine a quantitative assessment of
soil erosion.

5. Conclusion

The empirical rainfall kinetic energy equations determined
by the characteristics of the DSD have a variety of functional
forms. In case of power laws, especially, the relative deviations
of calculated energies depend on the exponents and coeffi-
cients of power laws. This study proposed a representative
power law. The time-specific rainfall kinetic energy equation
based on the power theory was derived through the ideal
assumption that the drop-size is uniformly distributed under
the constant rainfall intensity. The exponent of ideal power
law was 11/9, and the coefficient was 10.3 which obtained
from the relationship between exponents and coefficients of
existing empirical power laws. The rainfall energy calculated
by ideal equation was compared with results simulated
by existing exponential, logarithmic, linear, and power-law
functions. The logarithmic function showed the smallest
deviation as compared to the ideal power law. The ideal
equation in 𝐼 > 100mm/h overestimated in comparison with
exponential and linear functions. The mean rainfall kinetic
energy calculated from empirical power laws corresponded
approximately with the results of ideal power law. This
supports that the ideal equation can be a universal form of
the power law. The universal power law in comparison with

rainfall kinetic energy equations used in typical soil erosion
models showed that the relative difference was within 5%,
and there was no significant deviation in relationship with
equations of rainfall kinetic energy presented by DSD mea-
surement. It was also confirmed that the relative differences in
the average rainfall kinetic energy between various empirical
equations and universal equation of rainfall power law were
not significant. These results prove that the universal power
law can represent the existing empirical power laws. There
was a trend that the kinetic energy by universal power law
had relatively overestimated as compared to other empirical
equations in 𝐼 > 100mm/h. However, this result supports the
conclusion that it can be more useful in the development of
soil erosion models due to significant increase in sediment
yield by increasing transport capacity of surface runoff in the
high rainfall intensity (𝐼 > 100mm/h).
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This study analyzed temporal and spatial changes of normalized difference vegetation index (NDVI) on the northern Loess Plateau
and their correlation with climatic factors from 1998 to 2012. The possible impacts of human activities on the NDVI changes were
also explored. The results showed that (1) the annual maximumNDVI showed an upward trend.The significantly increased NDVI
and decreasing severe desertification areas demonstrate that the vegetation condition improved in this area. (2) Over the past
decades, climate tended to be warmer and drier. However, the mean temperature significantly decreased and precipitation slightly
increased from 1998 to 2012, especially in spring and summer, which was one of the major reasons for the increase in the annual
maximum NDVI. Compared to temperature, vegetation was more sensitive to precipitation changes in this area. The NDVI and
annual precipitation changes were highly synchronous over the first half of the year, while a 1-month time lag existed between
the two variables during the second half of the year. (3) Positive human activities, including the “Grain for Green” program and
successful environmental treatments at coal mining bases, were some of the other factors that improved the vegetation condition.

1. Introduction

Vegetation is the main component of terrestrial ecosystems
on earth and plays an important role in the water, energy
exchange, and biogeochemical cycles on terrestrial surfaces
[1]. Linking soil, atmosphere, and moisture [2, 3], vegetation
plays an irreplaceable role in maintaining climate stability,
regulating the carbon balance, and reducing global-scale
greenhouse gases [4]. However, vegetation is sensitive to
climate changes. Vegetation dynamics and the responses to
climate changes have been recognized as one of the core issues
of global change in terrestrial ecosystems [5].

Due to high spatial and temporal resolutions and accu-
racy, remotely sensed data can provide technical support
for monitoring vegetation dynamics at large scales. The nor-
malized difference vegetation index (NDVI) was proposed
by Rouse et al. based on red and near-infrared reflectance
[6]. The NDVI has been frequently used for studying veg-
etation dynamics because it is highly correlated with the

photosynthetic capacity, the leaf area index, biomass, and net
primary productivity [7]. The NDVI ranges from −1 to 1.
Higher positiveNDVI values correspond to higher vegetation
coverage and activity [8]. Negative NDVI values indicate the
presence of clouds, snow, water, or a bright, nonvegetated
surface [9]. Moreover, the NDVI has been widely used to
assess the net primary productivity of vegetation (NPP) [10,
11] and crop production [12, 13] and to indicate the feedback
effects of vegetation on local climates [14–16]. In addition, the
NDVI has also been used to improve predictions and impact
assessments related to disturbances, such as droughts [17] and
floods [18].

Over the past 20 years, many scholars have conducted
extensive research regarding surface vegetation coverage at
different spatial and temporal scales based on NDVI time
series data. Their research has shown that global vegetation
activity has been gradually increasing, especially in northern
middle-high latitude regions [19–21]. And similar results
have been observed on the Tibet Plateau [22], the Loess

Hindawi Publishing Corporation
Advances in Meteorology
Volume 2015, Article ID 725427, 10 pages
http://dx.doi.org/10.1155/2015/725427

http://dx.doi.org/10.1155/2015/725427


2 Advances in Meteorology

Plateau [23, 24] and over southwestern [25], central, and
northwestern China [4, 26]. Conversely, decreasing NDVI
trends have been detected in many regions, such as in the
southwestern United States [27], northeasternThailand [28],
the upper catchments of the Yellow River [29], and the
Lancang River source region [30].

In addition, the relationship between the NDVI and
climatic factors has been explored by scholars at both local
and regional scales since the 1980s. However, the mech-
anisms of the vegetative response to climate change are
uncertain [31], and the results from previous studies have
varied due to different vegetation characteristics, regions,
and study methods. For example, Schultz and Halpert found
that the global-scale NDVI data are not highly correlated
with precipitation, although they did not correlate the data
with temperature [32]. Liu et al. reported that vegetation
coverage in the arid, western regions of northeastern Asia
exhibits a strongly positive correlation with precipitation,
while spatial changes in the NDVI, which are influenced
by temperature in the region, are less pronounced [33]. He
et al. examined the seasonal and inter-annual relationships
between vegetation and climate data from 1985 to 2007
over Canadian ecosystems. Their results suggested that the
relationship between the NDVI and temperature is stronger
than that with precipitation [34]. Clearly, the key climate
factors impacting the NDVI vary by region. Therefore, it is
essential to conduct regional-scale research.

The northern Loess Plateau (Figure 1), which is located in
the middle reach of the Yellow River, has a semiarid climate
with an annual mean precipitation of 300 to 500mm and an
annual mean temperature of 6–9∘C. This region is subject to
soil erosion; numerous soil conservation measures have been
implemented.Moreover, it is the largest coalmining region in
China, with coal reserves accounting for 60% of the national
total [35]. Both erosion and mining, which can be linked to
human activities, have seriously altered surface conditions.
Therefore, due to the combined impacts of climate change
and human activities, it has become necessary to study the
vegetation condition changes in this area in recent years.
Based on the SPOT-VEGETATION DN, precipitation, and
temperature data, this study investigated the spatial and tem-
poral changes of the NDVI, precipitation and temperature
over the past 15 years. We also explored the relationship
between the NDVI and climate factors. Finally, based on
two land-use maps, we analyzed the possible influence of
human activities on theNDVI.This information can be useful
when assessing the effects of ecological construction and for
providing a scientific basis for corresponding policies.

2. Data and Methods

2.1. Dataset. The data used in this study were as follows:

(1) NDVI data from 1998 to 2012 were obtained from
SPOT-4 VGT-DN.The SPOT-4 satellite was launched
in March 1998, having 10-day composite temporal
resolution and 1-km2 spatial resolution.The stretched
values range from 0 to 255. The true NDVI values
were restored with the following equation, which was
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Figure 1: Location of the study area.

developed by the image processing and archiving
center, VITO, Belgium (http://www.vgt.vito.be/):

NDVI = DN × 0.004 − 0.1, (1)

where DN is the digital count number used for
storage.

(2) Monthly precipitation and temperature from 22
weather stations were obtained from the ChinaMete-
orological Administration for the period of 1957 to
2012 and has been carried out quality control. A
few missing data were interpolated based on values
from neighboring stations over the same period.
The IDW (Inverse Distance Weighted) interpolation
method was used to interpret the spatial distribution
ofmonthly and annual precipitation and temperature.

(3) Two land-use maps (i.e., from 1997 and 2010) were
used in this study. They were produced from Landsat
ThematicMapper (TM) images using the visual inter-
pretation method. During the interpretation process,
the practical field survey was considered, and land-
use styles were classified into multiple categories,
including farmland, forestland, grassland, water bod-
ies, urban and built-up land, and unused land.

We also selected Heidaigou (111.22∘E–111.33∘E, 39.72∘N–
39.82∘N) and Daliuta-Huojitu (110.05∘E–110.12∘E, 39.17∘N–
39.37∘N), which represent the largest opencast mine and well
mine bases in this area, respectively, to analyze their temporal
NDVI variations as compared with those for the entire study
area.

2.2. Methods

2.2.1. Monthly and Annual NDVI. Themaximum value com-
positing (MVC) procedure, as described by Holben [36], was
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used to merge NDVI values from 10 consecutive days to
produce NDVI values for each month and year. The MVC
method was found to be a reliable procedure for detecting
changes in vegetation coverage and has been widely used to
obtain monthly and annual NDVI values [37–40].

2.2.2. Calculation of NDVI Trends. To further investigate the
yearly maximum NDVI trends, linear trends were examined
on a perpixel basis from 1998 to 2012. This calculation is as
follows:

𝜃slope =
𝑛 × ∑

𝑛

𝑖=1

𝑖 ×NDVI
𝑖
− ∑

𝑛

𝑖=1

𝑖 ∑

𝑛

𝑖=1

NDVI
𝑖

𝑛 × ∑

𝑛

𝑖=1

𝑖

2

− (∑

𝑛

𝑖=1

𝑖)

2

, (2)

where 𝑛 represents the number of study years and NDVI
𝑖
is

the maximum NDVI in the 𝑖th year. 𝜃slope > 0 means that
the NDVI over 𝑛 years increased. The opposite relationship
signifies a decreasing trend. The 𝐹 test was used to examine
the significance of these trends. Depending on the signifi-
cance level of a given pixel, it was filtered into one of five
classes: extremely significant increase (ESI) or decrease (ESD)
(𝑃 < 0.01), significant increase (SI) or decrease (SD) (0.01 <
𝑃 < 0.05), or no significant change (NSC) (𝑃 > 0.05).

2.2.3. Classification of Desertification Land. Previous re-
search has shown that there is a linear relation between
vegetation indices (e.g., the NDVI) and vegetation coverage.
Therefore, the NDVI can be converted into vegetation cover-
age. Then, the study area, which has various vegetation cov-
erages, can be classified according to desertification grading
standards [41].

2.2.4. Partial CorrelationAnalysisModel. Acoefficient of par-
tial correlation is determined based on the simple correlation
coefficient. The partial correlation coefficient of the NDVI
and temperature or precipitation is defined as follows:

𝑅
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=

𝑅
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− 𝑅
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2
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2

)

, (3)

where 𝑅
𝑥𝑦⋅𝑧

is the partial correlation coefficient between
variables 𝑥 and 𝑦 when 𝑧 is constant. Moreover, 𝑅

𝑥𝑦
, 𝑅
𝑥𝑧
,

and 𝑅
𝑦𝑧

represent the simple correlation coefficients between
variables 𝑥 and 𝑦, 𝑦 and 𝑧, and 𝑥 and 𝑧, respectively.

3. Results and Discussion

3.1. Temporal and Spatial Variation Characteristics of
the NDVI

3.1.1. Spatial Distribution of the Annual Maximum NDVI.
The spatial distribution of the annual maximum NDVI in
the study area is shown in Figure 2(a). The NDVI gradually
decreased from east to west, exhibiting evident spatial hetero-
geneities. For the entire region, the mean annual maximum
NDVI from 1998 to 2012 was 0.44, ranging from 0.07 to 0.82.
For the Heidaigou and Daliuta-Huojitu coal mining areas,
the annual maximum NDVI values over the 15-year study

period were 0.36 and 0.38, respectively. The greatest NDVI
values were located in mountainous and hilly regions in the
southeastern portion of the study area. The sparse deciduous
broad-leaved forest, including Pinus tabulaeformis, Poplar-
birch, and Larix principis-rupprechtii, and secondary shrub-
grassland are the dominant vegetation types. The lowest
NDVI values were found in Jungar Banner, EjinHoro Banner,
and Wushen Banner in Inner Mongolia, as well as northern
portions of Shaanxi province. Most areas of the northern
Loess Plateau are typical semiarid temperate steppe areas,
where the dominant vegetation can be characterized as shrub
and semiarid herb; the main plant communities include the
Stipa plant community,Thymus serpyllum community, Cara-
gana community, Sabina vulgaris community, and Artemisia
ordosica community.

3.1.2. Temporal and Spatial Variation of the NDVI. From 1998
to 2012, the NDVI exhibited an increasing trend in the study
area, with a rate of increase of 0.09 per decade (Figure 2(b)).
The annual maximum NDVI at the Heidaigou mining base
exhibited an upward trend at a rate of 0.03 per decade, which
was slower than the trend for the entire study area. The
Daliuta-Huojitu coal mining base exhibited a trend of 0.12
per decade, which increased faster than the trend for the
entire study area.The significance level for the NDVI trend is
shown in Figure 2(c). Over the entire region, the areas where
the NDVI exhibited ESI and SI trends accounted for 56.4%
and 17.2% of the total area, respectively. Meanwhile, the areas
where the NDVI exhibited NSC trends accounted for 26% of
the total area, and the percentage of areas with SC and ESC
trendswas very small (less than 1%). At theHeidaigoumining
base, the percentages of the area characterized as SI and ESI
were only 17.4% and 9%, respectively, while NSC accounted
for 50% of the area. At the Daliuta-Huojitu mining base, the
vegetation coverage was found to be more abundant, and
more than 95% of this area was classified as ESC.

Spatially (Figure 2(c)), the areas where the NDVI exhib-
ited ESI trends from 1998 to 2012 were primarily distributed
in northern Shaanxi province and the southeast edge of
Mu Us Sandy Land. Areas where the NDVI exhibited SD
trends were primarily located near Xingxian and Wuzhai
in Shanxi and parts of Jungar Banner in Inner Mongolia.
The areas where the NDVI exhibited NSC trends were
primarily distributed near Youyu and Datong in Shanxi,
and Liangcheng, Lingle, and the Qingshui River in Inner
Mongolia. Furthermore, the annual maximum NDVI time
series in the study area from 1998 to 2012 can be divided
into three periods (Figure 2(d)). The regional average NDVI
decreased from 1998 to 2001, then increased continuously
from 2002 to 2008, and increased again from 2009 to
2012, although significant fluctuations were observed dur-
ing this time period. The NDVI values at Heidaigou and
Daliuta-Huojitu also exhibited similar three-stage variations,
although the values were lower than the area average over the
past 15-year period. The greatest annual NDVI occurred in
2012 for both the entire study area and the two coal mining
areas. Moreover, excluding the period from 1998 to 2001, the
NDVI at Daliuta-Huojitu was higher than that at Heidaigou.
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Figure 2: (a)The spatial distribution of the annual maximumNDVI; (b) the NDVI trends; (c) the significance level of the NDVI trends; and
(d) the interannual NDVI changes for the northern Loess Plateau from 1998 to 2012.

3.1.3. The Dynamic Change of Desertification Land. Accord-
ing to the relationship between the NDVI and vegetation
coverage [41], the study area can be divided into 5 grades,
including slight, light, moderate, severe, and extremely severe
desertification (Table 1). The proportional changes of land
area for the different types of desertification are shown in
Figure 3. Most areas in this region were characterized as
exhibiting moderate and light desertification, accounting
for 39.7% and 30.6% of the entire area, respectively. Areas
of extremely severe and slight desertification were smaller,
accounting for only 2.4% and 0.7% of the entire area,
respectively.

Over the 15-year study period, extremely severe, mod-
erate, and slight desertification areas slightly changed, while
severe and light desertification areas significantly changed.
Meanwhile, severe desertification areas decreased signifi-
cantly (𝑃 < 0.05) from 54.7% in 1999 to 8.9% in 2012,
which is an average of 2.1%/yr. Light desertification areas
increased significantly (𝑃 < 0.01) from 36.7% in 1998
to 61% in 2012, which is an average of 2.2%/yr. At the
Heidaigou and Daliuta-Huojitu coal mining locations, most
areas were considered moderate desertification, accounting
for 70.8% and 92.0% of the entire study area, respec-
tively.
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Table 1: Gradation standard for land desertification.

Desertification grade Vegetation coverage NDVI
Extremely severe <0.1 <0.19
Severe 0.1–0.3 0.19–0.34
Moderate 0.3–0.5 0.34–0.51
Light 0.5–0.7 0.51–0.78
Slight >0.7 0.78–0.83
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Figure 3: The proportional changes of land area for the different
types of desertification on the northern Loess Plateau from 1998 to
2012.

3.2. Relationship between the NDVI and Climatic Factors

3.2.1. Annual Correlations between the NDVI and Climate.
From 1957 to 2012, the annual mean temperature (TEM)
significantly increased over the entire study area at a rate of
0.24∘C/10 yr (𝑃 < 0.05) (Figure 4(a)). The annual precip-
itation (PRE) slightly decreased, at a rate of 9.16mm/10 yr
(Figure 4(b)).These rates indicate that a warming and drying
trend occurred during the 56-year period. However, from
1998 to 2012, the average TEM of the study area was 8.8∘C
and exhibited a significant downward trend at the rate of
−0.61∘C/10 yr (𝑃 < 0.05). The TEM gradually decreased from
the southwest to the northeast. The lowest TEM was located
in the northeast region, with an annual average of less than
7∘C, while the highest TEM was located in the southwest,
with an annual average exceeding 10∘C (Figure 4(c)). On an
interannual time scale, the partial correlation coefficient of
the NDVI and the TEM for the entire region was −0.29. The
areal percentage of the regions where the NDVI exhibited
a negative correlation with the TEM was 86.62% (11.78%,
𝑃 < 0.05; 72.47%, 𝑃 < 0.01). These areas were primarily
located in the western and southern regions of the study
area.The areal percentage of the regions where a significantly
positive correlation existed between the NDVI and the TEM
was less than 1%; these areas were primarily distributed in the
northeast (Figure 5(a)).

From 1998 to 2012, the mean annual PRE for the region
was 387.2mm and it exhibited insignificant increasing trend
at a rate of 52mm/10 yr (𝑃 > 0.05). As shown in Figure 4(d),
the PRE gradually decreased from the southeast to northwest;
the smallest PRE was measured in the northwest, with
an annual average of less than 360mm. The greatest PRE
was measured in the southeast, with an annual average of
more than 420mm. The partial correlation coefficient of
the NDVI and the PRE for the entire region was 0.51. The
areal percentage of the regions where the NDVI exhibited
a positive correlation with the PRE was 99.33% (30.04%,
𝑃 < 0.05; 20.12%, 𝑃 < 0.01), and the correlation coefficient
between the NDVI and the PRE exhibited a strong increasing
trend from the southwest to the northeast (Figure 5(b)). On
the northern Loess Plateau, the correlation with the annual
NDVI was stronger for precipitation than for temperature
over the 15-year period. This finding can be explained by
the fact that the study area is primarily located in arid and
semiarid climate regimes, where precipitation is the limiting
factor for vegetation growth and vegetation is more sensitive
to precipitation changes. In general, higher temperatures will
accelerate the evaporation process, which results in water
scarcity and prohibits vegetation growth [42]. However, there
was a significant decrease in temperature and a weak increase
in precipitation in the study area from 1998 to 2012. These
trends are good for vegetation growth and represent one of
the major reasons for the increase in the annual NDVI.

3.2.2. Monthly Relationship between the NDVI and Climate.
The maximum monthly NDVI over the 15-year study period
was observed on the northern Loess Plateau in August,
which was largely controlled by the hydrothermal conditions
during this period (Figure 6). Most areas of the northern
Loess Plateau are considered to have a temperate continental
grassland climate. In the summer (June to August), the
climate is governed by marine air masses and prevailing
easterly and southeasterly winds, which are characterized
by high temperatures and copious rainfall. Approximately
two-thirds of the annual precipitation is concentrated in
the summer, which benefits vegetation growth. Furthermore,
spring precipitation also increased at a rate of 2.45mm/10 yr
from 1998 to 2012, which is important for the accumulation
of biomass production.

The effect of climatic factors on the NDVI may differ
according to the growth phase [43].Therefore, we performed
partial correlation analyses for the monthly NDVI, tempera-
ture, and precipitation to determine themonthly and seasonal
differences (Figure 7). The average correlation between the
monthly NDVI and the TEM across the study area was −0.14,
which was weaker than that for an interannual time scale
(−0.29) (Figure 7(a)). The areal percentage of the regions
where the NDVI exhibited a negative correlation with the
TEM was 58.32%. The percentage of significantly positive
correlated areas did not exceed 1%, which was substantially
less than that for an interannual time scale. In contrast,
the correlation between the monthly NDVI and PRE was
stronger than that for an interannual time scale (Figure 7(b)).
For the study area average, the correlation coefficient was
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Figure 4: The temporal variation of interannual (a) temperature and (b) precipitation from 1957 to 2012; spatial change in the (c) annual
mean temperature and (d) annual precipitation on the northern Loess Plateau from 1998 to 2012.

0.78, and the areal percentage of the regions where the NDVI
exhibited a positive correlation with the PRE was 99.99%
(41.28%, 𝑃 < 0.05; 55.26%, 𝑃 < 0.01). These results further
suggest that the PRE was the dominant factor controlling
plant growth because it was very sensitive to PRE changes.

3.2.3. Time Lag Effect of NDVI-PRE Relationship. According
to Figure 6, theNDVI and thePRE exhibited similar temporal
variations during the first half of the year. While in the latter
half of the year, the NDVI response to the PRE exhibited a 1-
month time lag. To further examine the synchrony and time-
lag effects of the PRE and NDVI dynamics, we calculated the
partial correlation coefficient between theNDVI and the PRE
for the same month in the first half and the last half of the
year and the NDVI for a particular month and the PRE for
the preceding month in the last half of the year, respectively.
The results showed that in the first half of the year, the average

correlation between the NDVI and the PRE over the study
area for the same month was 0.90, and the areal percentage
of the areas where the NDVI exhibited a significantly positive
correlation with the PRE exceeded 55% of total study area
(𝑃 < 0.05). This finding suggests that the NDVI was sensitive
to the PRE of the same month in this period, which is similar
to the results shown in Figure 6. Because the PRE in this
period was small, the precipitation could be fully utilized by
plants and converted to biomass production over short time
periods.

The correlation between the NDVI of a particular month
and the PRE of the preceding month in the last half of the
year was 0.43, which was greater than that between the NDVI
and the PRE for the same month in this period (0.33). The
areal percentage of significantly positive correlated areas also
increased (𝑃 < 0.05), demonstrating that a 1-month lag time
existed between the NDVI and the PRE during the last half
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Figure 5: Correlation between the annual NDVI and annual (a) mean temperature and (b) precipitation on the northern Loess Plateau from
1998 to 2012.
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Figure 6:ThemonthlyNDVI, precipitation, and temperature on the
northern Loess Plateau from 1998 to 2012.

of the year. This lag can be explained by the fact that in this
period, the PRE was large and could not be totally used by
plants over short time periods. And the time required for the
plants to use the water for production was approximately 1
month.

3.3. Influence of Human Activities on the NDVI

3.3.1. The Impacts of the “Grain for Green” Program. Climate
changewas found to be themost important factor influencing
the spatial and temporal changes in vegetation coverage.
However, human activities are also major driving factors and
cannot be neglected. The Loess Plateau is well known for

its intensive soil erosion, contributing 90% of the sediments
in the Yellow River [44]. In an attempt to reduce the soil
erosion rate, the Chinese government launched the “Grain
for Green” program (GGP) in 1999.The goals of this program
were to increase forest coverage and mitigate soil erosion by
converting agricultural lands on steep slopes to forests and
grasslands [45]. Recently, several researchers have examined
the effects of the GGP program. For example, Xiao used
a variety of satellite data products from MODIS to assess
the biophysical consequences of the GGP. He found that the
average tree coverage in the plateau substantially increased,
and the GGP led to significant increases in the enhanced
vegetation index (EVI) and leaf area index (LAI) [23]. Tang
et al. analyzed the spatial differences related to land-use
change on Loess Plateau region from 1996 to 2005. They
noted that farmland areas on the Loess Plateau decreased
significantly, while forested areas increased significantly [46].

To further demonstrate the improvements in the vege-
tation condition on the northern Loess Plateau from 1997
to 2010, we studied the dynamic land-use change in the
study area. Table 2 shows that the main land-use types in the
study area were grassland, farmland, and forestland, which
combined to account for 85.58% and 84.79% of the total area
of the study region in 1997 and 2010, respectively. Forestland
areas increased the most, that is, from 10140.58 km2 in 1997
to 12373.57 km2 in 2010, with an average annual increase of
159.50 km2. Although grassland areas decreased the most,
from 45.80% of the region in 1997 to 44.04% in 2010, the
total area of forestland and grassland increased from 54.81%
in 1997 to 55.04% in 2010. Farmland areas decreased at a rate
of 81.38 km2/yr. These variations in land-use characteristics
were similar to the results of Tang et al. [46]. Furthermore, the
annual maximum NDVI exhibited a significantly increasing
trend for forestland and grassland (𝑃 < 0.05). It can be
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Table 2: Changes in land-cover area on the northern Loess Plateau region between 1997 and 2010.

Land type Area in 1997 (km2) Area ratio in 1997 (%) Area in 2010 (km2) Area ratio in 2010 (%)
Farmland 34604.82 30.76 33465.49 29.75
Forestland 10140.58 9.01 12373.57 11.00
Grassland 51520.69 45.80 49540.2 44.04
Water bodies 1935.73 1.72 1986.34 1.77
Urban and built-up land 1549.50 1.38 1942.18 1.73
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Figure 7: Correlation relationship between the monthly NDVI and monthly (a) mean temperature and (b) precipitation on the northern
Loess Plateau from 1998 to 2012.

concluded that the increasing NDVI trend and land-use
changes indicate that the GGPwas successful over the 15-year
study period on the northern Loess Plateau.

Although the farmland areas decreased from 1998 to 2010,
its NDVI increased significantly over the 15-year study period
(𝑃 < 0.05). This change can be explained by agricultural
activities, such as the use of fertilizer and pesticides, the
construction of water conservation facilities, and intensive
agricultural management, which led to increases in grain
yields and/or biomass production, thus increasing the NDVI
in these areas. The Hetao Plain, which is located on the
northern Loess Plateau, is one such example. From 1982 to
2005, the grain yield increased, reaching a steady state in
the late 1990s. Simultaneously, the vegetation coverage in this
area also increased and was positively correlated with the
grain yield [47].

3.3.2. The Impacts of Coal Mining. The NDVI values at
the two coal mining bases were lower than those for the
entire study area. At Heidaigou, the NDVI was the lowest,
especially over the most recent 10 years, which was largely
due tomassive open-pitmining.During opencastmining, the
surface soil layer and vegetation are completely destroyed by
mechanical excavation. Moreover, water resources, including

groundwater, soil water and surface water, and soil quality
are also influenced by coal mining, thus affecting vegetation
growth. But it is noting that the NDVI values at the two
coal mining bases also increased over the recent 15 years,
which was due tomine protection investments and successful
environmental treatments.Using the Shenfu-Dongsheng coal
mine base as an example, the coal company invested 0.45
yuan per ton of coal for environmental protection. As coal
production increases, so does the amount of funds used to
protect coal mining areas, which has guaranteed the sus-
tainability and stabilization of greening and environmental
treatments and has played an important role in improving
vegetation coverage at coal mining bases.

4. Conclusions

This study combined SPOT VEGETATION and climatic
factor data from 1998 to 2012 to analyze spatial and temporal
vegetation variations in the context of climate change. We
also explored the potential impacts of human activities on the
observed NDVI changes on the northern Loess Plateau. Our
conclusions are as follows.

The spatial distribution of the annualmaximumNDVI on
the northern Loess Plateau exhibited obvious heterogeneity.
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The NDVI gradually decreased from east to west. The
annual maximum NDVI was 0.44, increasing at a rate of
0.09 per decade. The areas where the NDVI significantly
increased accounted for 73.6% of the total area, and severe
desertification areas decreased significantly (𝑃 < 0.05) from
54.7% in 1999 to 8.9% in 2012 (a rate of 2.1%/yr). This result
indicates that the vegetation condition has improved in this
area. Although the NDVI values at the two coal mining bases
increased over the 15-year study period, they were all lower
than the values for the entire study area, which was largely
due to massive open-pit mining.

From 1998 to 2012, the temperature significantly
decreased at a rate of −0.61∘C/10 yr, while the precipitation
slightly increased at a rate of 52mm/10 yr. The precipitation
also increased in spring and summer, which promoted
vegetation growth and represents one of the major reasons
for the increase in the annual NDVI. The correlation
with the annual NDVI was stronger for precipitation than
temperature, indicating that vegetation is more sensitive
to precipitation changes in this area. The NDVI and PRE
changed synchronously during the first half of the year, while
a 1-month lag time existed between the NDVI and PRE
during the last half of the year.

From 1998 to 2012, the total areas of forestland and grass-
land increased, and the annual maximumNDVI exhibited an
increasing trend for these two land-use types (𝑃 < 0.05),
indicating that the GGP was successful over the 15-year
study period on the northern Loess Plateau. Although the
farmland areas decreased, its NDVI increased significantly
over the 15-year study period (𝑃 < 0.05), which can
be explained by positive agricultural activities. Moreover,
the NDVI improvements at the two coal mining bases
were related to environmental protection investments and
successful environmental treatments.Therefore, we conclude
that positive human activities were another reason for the
vegetation condition improvements.
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[37] S. Chamaillé-Jammes and H. Fritz, “Precipitation-NDVI rela-
tionships in eastern and southernAfrican savannas vary along a
precipitation gradient,” International Journal of Remote Sensing,
vol. 30, no. 13, pp. 3409–3422, 2009.

[38] Y. He, X. Guo, P. Dixon, and J. F. Wilmshurst, “NDVI variation
and its relation to climate in Canadian ecozones,” Canadian
Geographer, vol. 56, no. 4, pp. 492–507, 2012.

[39] M. Lanfredi, R. Lasaponara, T. Simoniello, V. Cuomo, and
M. Macchiato, “Multiresolution spatial characterization of land
degradation phenomena in southern Italy from 1985 to 1999
using NOAA-AVHRR NDVI data,” Geophysical Research Let-
ters, vol. 30, no. 2, 2003.

[40] J. Sun, G. Cheng, W. Li, Y. Sha, and Y. Yang, “On the variation
of NDVI with the principal climatic elements in the Tibetan
Plateau,” Remote Sensing, vol. 5, no. 4, pp. 1894–1911, 2013.

[41] Y. Song and M. Ma, “Study on vegetation cover change in
northwest China based on SPOT VEGETATION data,” Journal
of Desert Research, vol. 27, no. 1, pp. 90–94, 2007.
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This paper examined the sediment gain and loss in the river mouth reach of the Yangtze River by considering sediment load from
the local tributaries, erosion/accretion of the river course, impacts of sand mining, and water extraction. A quantitative estimation
of the contribution of the rivermouth reach to the sediment load of the Yangtze River was conducted before and after impoundment
of the Three Gorges Dam (TGD) in 2003. The results showed that a net sediment load loss of 1.78 million ton/yr (Mt/yr) occurred
from 1965 to 2002 in the study area. The contribution of this reach to the sediment discharge into the sea is not as high as what was
expected before the TGD.With impoundment of the TGD, channel deposition (29.90Mt/yr) and a net sediment loss of 30.89Mt/yr
occurred in the river mouth reach from 2003 to 2012. The river mouth reach has acted as a sink but not a source of sediment since
impoundment of the TGD, which has exacerbated the decrease in sediment load. Technologies should be advanced to measure
changes in river channel morphology, as well as in water and sediment discharges at the river mouth reach.

1. Introduction

Over the past several decades, riverine sediment issues have
received a great deal of attention worldwide because of the
importance of sediment transport in fluvial systems [1, 2], as
well as increasing anthropogenic impacts, such as construc-
tion of theThree Gorges Dam (TGD) in the Yangtze River (or
Changjiang in Chinese) basin [3]. Many rivers have experi-
enced decreasing sediment loads, triggering bank collapses
and channel erosion in their deltas [4, 5]. Sediment load in
the Yangtze River has decreased sharply since the 1950s, due
largely to dam construction [2, 6, 7]. This has led to serious
river management problems, such as channel erosion and
delta retreat [2, 6, 8]. Additionally, undercutting of the river
channel has reduced the water level and depleted water
resources in the dry season [9]. Delta erosion has hampered
expansion of the shoreline and government land exploitation
projects in Shanghai, the largest city in China. The world’s
largest dam (the TGD) was put into operation on the river in

2003. Since then, more than 70% of the sediment [6, 10] that
previously passed through the dam site has been sequestered.
Sediment starvation of the downstream waters has had seri-
ous impacts, including undercutting of the river channel bed
and bank failures. Because of the large-scale human activities
within the watershed, the Yangtze River provides a valuable
opportunity to evaluate the responses of a river system to
natural and anthropogenic impacts.

Though many studies have been conducted to investigate
sediment in the Yangtze River, little attention has been given
to the lower reaches, especially below Datong station. Sedi-
ment load at Datong station (located at the tidal limit, 624 km
upstream of the river mouth) is generally taken as the sedi-
ment flux that is discharged into the ocean from the Yangtze
River [6, 10] since there is no gauging station on the river
trunk below. Sediment export in the river mouth reach (from
Datong station to the estuary) remains largely unknown to
researchers, partly because of the complex impacts of tides.
Previous studies have shown that the main channel and
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connected lakes have great potential to regulate sediment
transport processes of the Yangtze River [11]. Hence, the river
mouth reachmight also play an important role in its sediment
budget in the context of sediment deficiency after closure of
the TGD. This is for several reasons; namely, (a) the river
mouth reach extends 624 km from Datong station to the sea,
comprising one-tenth of the total length of the Yangtze River.
The channel width in this reach varies from 1 to 10 km, which
provides the potential to regulate sediment discharge from
the upper reaches [11]; (b) the local drainage area in this reach
is about 0.1 × 106 km2 (≈6% of the total drainage area of
the Yangtze River basin); accordingly, sediment supply from
this area cannot be neglected; (c) the Huaihe River (a large
river located in the northern part of the Yangtze River basin)
joins the Yangtze River in this reach. Accordingly, sediment
supply from the Huaihe River might play an important role
in mitigating the sediment deficiency of the Yangtze River;
(d) finally, intensified anthropogenic activities, such as sand
mining and water diversion, may have substantial impacts on
the sediment processes.

Taking the above factors into account, sediment discharge
into the sea from the Yangtze River would be quite different
from that gauged at Datong station. Since less sediment has
been discharged into the river mouth in recent years, sedi-
ment supply from this local reach might play an increasingly
important role in maintenance of sediment balance in this
reach and coastal areas. An exact evaluation of the quantity of
sediment discharged into the seawill be beneficial to both sci-
entific research and government engineering projection. Fur-
thermore, since many of the lowest gauging stations on rivers
worldwide are located at a distance from the river mouths,
investigation of the buffering function of the river mouth
reaches is essential for proper determination of variations in
riverine sediment flux to the sea and understanding the land-
sea interaction. Accordingly, the results presented herein will
be useful to studies of other similar rivers.

In this study, a quantitative evaluation of sediment dis-
charge into the sea was conducted using the sediment budget
method. The specific goals of the study were to (a) evaluate
sediment supply from local tributaries and the Huaihe River
in the river mouth reach, (b) examine the erosion/accretion
of the river course, including the impacts of sand mining,
(c) evaluate sediment losses because of water extraction, and
(d) establish a sediment budget for this reach and evaluate
howmuch sediment is discharged into the sea, especially after
closure of the TGD.

2. Physical Setting

The Yangtze River originates from the Qinghai-Tibetan Pla-
teau at an elevation of 5100m and runs east for 6300 km to
the East China Sea (Figure 1). The main source of sediment
in the Yangtze River is the lower section of the upper reach,
which ends at Yichang (where theTGD is located). Significant
sediment deposition occurred in the middle reaches, from
Yichang to Hankou [10, 11], before 2003. However, the depo-
sition reach shifted to the upper Yichang following impound-
ment of the TGD. The channel in the lower reach (from
Hankou to Datong) has remained largely in balance in the

last few decades, andDatong station is free of tidal influences.
Given the difficulty quantifying the effects of tidal impacts on
sediment transport, estimating sediment load below Datong
is very challenging. Therefore, the observed sediment flux
at Datong station is generally regarded as the sediment load
into the ocean.The river course below Datong station mainly
drains throughAnhui and Jiangsu Provinces, andDatong sta-
tion is located in the middle of Anhui Province. The channel
length below Datong station in Anhui Province is 199 km,
which is half the total channel length at Anhui Province. The
total length from the boundary of Anhui to Jiangyin, which
is located at the tidal flow limit in the low flow seasons in
Jiangsu Province, is 218 km. Shanghai is located at the mouth
of the river. The entire subbasin of the river mouth reach is
in the most prosperous area in China, and intensified human
impacts of projects such as sand mining and water diversion
are widespread.

Several tributaries join the Yangtze River below Datong
station, namely, the Yuxi, Qingyijiang, Shuiyangjiang, Chuhe,
and Qinhuaihe rivers, and the Lake Taihu system. These
tributaries originate from the low hilly areas alongside the
trunk river and then drain through the alluvial plain along
theYangtzeRiver (Figure 1).The annual precipitation is 1000–
1100mm in this local drainage area. The specific soil erosion
rate is less than that of the above reaches of the Yangtze River
because of the lower relief and better vegetation cover.

The Huaihe River is one of the seven largest rivers in
China, with a drainage area of 0.27 million km2. Historically,
the Huaihe River was an independent river system that dis-
charged into the Yellow Sea. However, after 1128, the majority
of its runoff and sediment load (80%) was discharged into the
Yangtze River through a connective waterway because of the
diversion of the Huanghe River [18]. Annually, 22.6 × 109m3
and 3.73million tons (Mt/yr) of water and sediment were dis-
charged into the Yangtze River from theHuaihe River, respec-
tively, from 1965 to 2005.Thus, the actual water and sediment
load discharged into the river mouth reach is not only from
the upper reaches, although runoff and sediment from the
Huaihe River are commonly neglected. In the present study,
sediment discharge from the Huaihe River was taken into
account.

3. Data and Methods

The sediment budget method is widely used to examine the
sediment transport process in river systems [19]. In this study,
a sediment budget was established in the rivermouth reach to
evaluate its contribution to sediment discharge from the
Yangtze River and determine how much sediment is dis-
charged into the sea. Consider

𝑄
𝑠 out = 𝑄𝑠 upper reach + 𝑄𝑠 local reach + 𝑄𝑠 erosion

− 𝑄
𝑠 deposition − 𝑄𝑠 water extraction,

(1)

where𝑄
𝑠 out is the sediment discharged out of the river course

and into the sea,𝑄
𝑠 upper reach refers to the sediment load from

the upper reach, 𝑄
𝑠 local reach is sediment load from the local

tributaries in the river mouth reach (including the Huaihe
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Figure 1: Map of the study area.

River), 𝑄
𝑠 water extraction refers to sediment losses because of

the water extraction, and 𝑄
𝑠 erosion and 𝑄

𝑠 deposition refer to
the sediment eroded from or deposited in the river channel,
respectively.

A variety of data sources were collected to build this
budget. The annual sediment load at Datong station and
some tributaries (such as the Yuxi River, Qingyijiang River,
Shuiyangjiang River, and the Chuhe River) from 1965 to 2005
was obtained from the Hydrology Bureau of Anhui Province,
which is an affiliate of the Ministry of Water Resources of
China (MWRC).Thedata describing theHuaiheRiver [13, 14]
and Taihu Lake system [12] are from previously published
material. Channel erosion/accretion data were obtained from
Wang et al. [16], Liu [15], and Qu [17], who conducted studies
based on relief maps.The data sources of Wang et al. [16] and
Qu [17] are maps published by the Navigation Guarantee
Department of Chinese Navy Headquarters, while Liu [15]
used data provided by the Bureau of Changjiang River Man-
agement of Anhui Province.

The total drainage area of the river mouth reach is 0.1
million km2, while the total drainage area of the Yuxi, Qingyi-
jiang, Shuiyangjiang, andChuhe rivers is 24,568 km2, and the
total drainage area of the Lake Taihu system is 36,895 km2.
Thus, there is still an area of about 38,537 km2 that is not
gauged or for which gauged data is not available (hereafter
referred to as ungauged area). To establish the sediment

budget, it is necessary to evaluate sediment yield from this
area. Owing to the similarity of the natural conditions of the
ungauged area to the Yuxi, Qingyijiang, Shuiyangjiang, and
Chuhe rivers, the average specific sediment yield of these four
rivers was assigned to the ungauged area.

4. Results

4.1. Sediment Supply from the Local Tributaries. The local
drainage area of the river mouth reach could be divided
into three parts, the area that the four gauged rivers (the
Yuxi, Qingyijiang, Shuiyangjiang, and Chuhe rivers) drain
through, the area composed of regions that are not gauged
or for which gauging data is not available, and the Lake
Taihu drainage system.The average sediment load from each
area is shown in Table 1, and the temporal variations of the
four rivers are shown in Figure 2. The combined sediment
from the four rivers was 1.45Mt/yr during 1965–2002. The
ungauged areawas 1.56-fold larger than that of the four rivers.
Sediment load from this area was 2.26Mt/yr, assuming that
it has the same specific sediment yield as the basins of the
four rivers. The sediment load of the Lake Taihu system was
obtained from a study byWu [12], who reported that 0.1Mt/yr
of sediment was discharged from the system in 1954.This was
a high flow year in Lake Taihu, and 0.1Mt/yr may be among
the highest discharges that occurred from 1965 to 2012.
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Table 1: Sediment load of the tributaries of the river mouth reach of the Yangtze River.

River Station Drainage area (km2) Sediment load (Mt/yr) Data source
1965–2002 1996–2005

Qingyijiang Xihe 5796 0.36 0.23 MWRC∗

Shuiyangjiang Xuancheng 3410 0.53 0.27 MWRC∗

Yuxihe Chaohuzha 9258 0.38 0.18 MWRC∗

Chuhe Chaheji 6104 0.18 0.08 MWRC∗

Total rivers 24,568 1.45
Taihu Lake 36,895 0.10 0.10 [12]
Ungauged area 38,537 2.38 1.14 Estimation in this study
Sum 100,000 3.81 2
Huaihe Sanhezha 270,000 3.73 2.64 [13, 14]
Total 7.54 4.65
∗MWRC, Ministry of Water Resources of China.
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Figure 2: Variations in sediment load of local tributaries in the river mouth reach, Huaihe River, and Datong station.

Because this was the only data available for the Lake Taihu
system, we selected 0.1Mt/yr as the sediment load of the Lake
Taihu system from 1965 to 2012, even though it was likely an
overestimation.

The total sediment load of the local tributaries is
3.81Mt/yr. As indicated above, the majority of runoff and
sediment load (80%) of the Huaihe River is discharged into
the Yangtze River through a connective waterway. In this
study, the sediment discharge from the Huaihe River was
taken into account. Although theHuaihe River has a drainage
basin of 270,000 km2, its average specific sediment yield
is much less than that of the Yangtze River. Additionally,
attenuation by LakeHongzehu, which is located in themiddle
of the Huaihe River, results in only 49.9% of the sediment
being discharged from the lake. Of this sediment, 80%

(3.73Mt/yr) is discharged into the Yangtze River [14]. When
combined with that from the local tributaries and the Huaihe
River, 7.54Mt/yr sediments are discharged into the river
mouth reach of the Yangtze River. The average sediment load
from the upper reach of the Yangtze River was 400.15Mt/yr in
1965–2002; therefore, sediment load from the local tributaries
together with the Huaihe River comprises only 1.9% of that
from the upper reach of the Yangtze River. Yang [20] investi-
gated the contribution of water and sediment fluxes to the sea
from the subcatchment below Datong station in the Yangtze
River (excluding the Huaihe River) based on several estima-
tions. Assuming that the specific sediment yield of the river
mouth reach is similar to that of Poyang Lake (above the river
mouth reach), Yang [20] estimated that the sediment yield of
the river mouth reach would be 11Mt/yr in 1956–2010, which
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Table 2: Erosion/accretion of the river mouth reach (unit: Mt/yr)∗.

Anhui section [15] Jiangsu section [16] Whole section [17]
Time Erosion/accretion Time Erosion/accretion Time Erosion/accretion
1966–1987 −30.67 1970–1985 104.66

1969–2003 −1.55
1987–2002 −29.12 1985–1992 −196.34
1966–2002 −30.02 1992–2003 −78.30
2002–2007 5.34 1970–2003 9.01
2007–2012 5.95
2002–2012 5.66 2003–2008 124.33
∗The original units of the referenced data were 106 m3/yr, but these were changed to Mt/yr for convenience under the assumption that the dry bulk density of
the sediments was 1.3 × 103 kg/m3 [6].

was 2.9% of the sediment load of Datong station in the same
time interval. Yang [20] suggested that the actual specific
sediment yield of the river mouth reachmight be higher than
that of the Poyang Lake river system due to the better veg-
etation and large dam interception in the Poyang Lake river
system and lower than that of the middle and lower reaches
owing to the higher relief and steeper river gradient. Hence,
he estimated that the proportion of sediment flux from the
river mouth reach to that of the entire basin would be greater
than 2.9%, but lower than that of its proportion of water
yield (6.3%). Specifically, he suggested that the proportion
would be 3% to 4% [20]. This value was almost double that
of the present study. Based on the gauged data, we compared
the sediment load of the tributaries in the Poyang Lake
river system and local tributaries of the river mouth reach
and found that the former was much higher than the later.
Accordingly, the results reported by Yang [20] are likely
higher than the actual value.

4.2. Erosion/Accretion of the River Channel. Several studies
have investigated the erosion/accretion of the river channel
below Datong station (Table 2). Liu [15] studied the chan-
nel evolution of the Anhui section. They found that the
river channel in this section eroded at an average rate of
−30.02Mt/yr from 1966 to 2002, while a slight (5.66Mt/yr)
accretion occurred from 2002 to 2012 (after impoundment of
the TGD). Wang et al. [16] studied changes in the channel of
Jiangsu Province (from the boundary of Anhui to Jiangyin,
hereafter referred to as Jiangsu reach) and found that sedi-
ment was deposited at an average rate of 104.66Mt/yr from
1970 to 1985, but that severe erosion occurred from 1985
to 2003. On average, slight deposition (9.01Mt/yr) occurred
from 1970 to 2003 in Jiangsu reach. When combined with
the results reported by Liu (2013) and Wang et al. [16], the
evolution of the river channel fromDatong to Jiangyin before
impoundment of the TGD in 2003 can be determined, even
though the time scale of the two studies does not match
exactly.We found that the river channel belowDatong under-
went moderate (−21.01Mt/yr) erosion from 1966 to 2002. Qu
[17] investigated the evolution of the entire reach between
Datong and Jiangyin and found that the river channel expe-
rienced slight erosion (−1.55Mt/yr) in 1969–2003.

Previous studies indicated that the river channel of the
lower reach of the Yangtze River was almost in balance in pre-
vious decades [21–23]. Examination of the results of studies

conducted by Wang et al. [16], Liu [15], and Qu [17] revealed
that, although differences exist, these studies are gener-
ally consistent with the results of previous studies of the
river channel (slight erosion/accretion) above Datong station
before 2003. Since there is no way to tell which results
were most likely, we arbitrarily selected the average of the
results reported by Liu [15] and Wang et al. (2007) [16]
(−21.01Mt/yr) and Qu [17] (−1.55Mt/yr) as the actual ero-
sion/accretion results before 2003. Hence, we obtained a
slight erosion of −11.28Mt/yr for the river channel from
Datong to Jiangyin before 2003. The distance from Datong
to Jiangyin is 417 km and the channel width is 1–10 km.Thus,
this erosion (−11.28Mt/yr) is very small when the entire river
course is considered.

After impoundment of the TGD in 2003, sediment trans-
port processes below the dam were quite different from the
pre-TGD period. An investigation by Liu indicated that
deposition of 5.66Mt/yr occurred in the Anhui section in
2002–2012.TheBulletin of River Sediment of China 2008 [24]
reported a deposition of 5.79Mt/yr from 2001 to 2006 in the
Nanjing section (92.3 km). If the deposition rate at the Nan-
jing section in 2001–2006 was selected as the deposition rate
of the entire Jiangsu section (218 km) in 2003–2012, then the
total deposition would be 13.67Mt/yr.Then the deposition in
the whole river mouth reach would be 19.33Mt/yr.

It should be noted that Qu [17] indicated that a significant
deposition (124.33Mt/yr, 80.9% of the sediment load at
Datong station at the same time) occurred from 2003 to 2008.
If these results are accurate, significant deposition would
occur in the river channel and a sharp decrease in sediment
load would occur in the river mouth reach. However, no
studies have reported these issues; therefore, the results
reported by Qu should be verified.

4.3. Sediment Losses because of Water Extraction and
Sand Mining

4.3.1. Water Extraction. Because there is little data available
regarding water extraction, its effects on sediment flux in the
Yangtze River are still not fully understood. Zhang and Chen
[25] reported that, in a typical dry year of 1978, the total water
extraction belowDatong station was 32.1 × 109m3/yr. In 1995,
about 20.4 × 109m3/yr water was extracted from the Yangtze
River in Jiangsu Province alone. Because water extraction
increased greatly from the 1970s, they estimated that the total
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water extraction belowDatong station would reach 800m3/s,
or 2.8% of the average water discharge at Datong (896.4 ×
109m3/yr), in 1950–2010. In the present study, we assumed
that the water extraction before 2000 was half that after 2000,
and the suspended sediment concentration of the extracted
water was the same as that of theDatong station. Accordingly,
1.4% and 2.8% of the sediment load at Datong, which was
5.6Mt/yr and 4.41Mt/yr, respectively, were lost because of
water extraction before and after 2000.

4.3.2. Sand Mining. Sand mining is frequently mentioned
when addressing the factors that impact sediment load [6,
10, 26]. Although some researchers have suggested that sand
extraction may have had a significant impact on sediment
load [26], an in situ study indicated that the infilling of an
excavation pit was mainly the result of erosion from nearby
sites [27, 28], but not from the settlement of the suspended
load. The previous experimental study implied that sand
mining [27, 28] could effectively shape the river channel, but
would have limited direct impact on the suspended sediment
load [29, 30].

Since sand mining could substantially shape the river
channel, its impacts on changes in morphology calculated by
the relief maps (as conducted byWang et al. [16], Liu [15], and
Qu [17]) would be significant. Relief maps in different stages
can directly indicate the evolution of the river channel, and
consequently the sediment load change. When considering
the contribution of sand mining, the actual sediment load
change calculated by the relief maps should be subtracted
from the volume of the sand mined.

To date, no overall investigation of sand mining in the
Yangtze River basin has been conducted. It has been reported
that, in Anhui Province, sand extraction from the stem
channel of the Yangtze River increased from 7Mt/yr at the
beginning of the 1990s to 15Mt/yr at the end of the 1990s [15].
Since the total length of the river channel at Anhui Province
(400 km) is almost equal to that of the study area (417 km),
we assumed that the amount of sand extracted from the
study area was equal to that removed from Anhui Province
(15Mt/yr) before 2003.

To reduce and legalize sand mining activities in the
Yangtze River, the government issued the “Regulations of
management of sand mining in the Yangtze River” in 2001.
Under these regulations, the authorized quantity of sand
mining in the Anhui Province section for 2004–2010 was
15.54Mt/yr [15], while it was 5.6Mt/yr in the Jiangsu Province
section. Considering that the river length of the studied area
of the present paper (417 km) is 53% of that of the total length
of the river channel inAnhui and Jiangsu Provinces (780 km),
sand extraction from the study area will be 10.57Mt/yr in
2004–2010, excluding illegal mining. Herein, the authorized
quantity of sandmining (10.57Mt/yr) in 2004–2010was taken
as the actual volume of sand mining after 2003.

4.4. Sediment Discharge into the Sea by the Yangtze River
before and after Impoundment of the TGD

4.4.1. Preimpoundment Sediment Budget. The quantity of
sediment load released out of the river mouth reach was

determined by the gains and losses of the sediment in the river
channel. The gains included sediment from the upper reach,
local reach, and erosion of the river bed. The losses included
sediment deposition and water extraction (for uses such as
agriculture, industrial use, and domestic consumption). As
discussed above, sand mining could substantially shape the
river channel and have impacts on the changes in morphol-
ogy calculated by the relief maps. When constructing the
sediment budget, the contribution of the erosion/accretion
calculated by the relief maps should subtract the volume of
sand mined. We estimated that the sand extracted from the
study area before 2002 was 15Mt/yr; hence, the 𝑄

𝑠 deposition
should be 3.72Mt/yr (15Mt/yr − 11.28Mt/yr). These findings
indicate that the erosion calculated by the relief maps is lower
than that of the volume of sand mining, implying that slight
deposition must have occurred (3.72Mt/yr).

Based on the discussion above, we established the sedi-
ment budget in the river mouth reach for the pre- and post-
TGDperiods, respectively.The sediment budget in 1965–2002
was as follows (units,Mt/yr):

𝑄
𝑠 out (398.37) = 𝑄𝑠 upper reach (400.15)

+ 𝑄
𝑠 local reach (7.54)

− 𝑄
𝑠 deposition (3.72)

− 𝑄
𝑠 water extraction (5.6) .

(2)

The combined sediment load loss was 9.32Mt/yr, while
the sediment gain was 7.54 in the river mouth reach, indicat-
ing that there was a net loss of 1.78Mt/yr before impound-
ment. The sediment loss (1.78Mt/yr) was only 0.44% of the
sediment load at Datong at the same time (400.15Mt/yr).
Therefore, the contribution of the river mouth reach to the
total sediment discharge into the sea was minimal before
2003.

4.4.2. Sediment Budget after 2003. To match the time scale
(2002–2012) of the present study, it was necessary to estimate
the sediment load of the local tributaries and the Huaihe
River over the same time period because only the times series
data before 2005 was available for these rivers. Evaluation
of the annual sediment load of the local tributaries and the
Huaihe River from 1965–2005 revealed that sediment load of
these rivers showed a decreasing trend during this time inter-
val. In the present study, we took the average sediment load
of the local tributaries and the Huaihe River from the time
period of 1996–2005 (3.42Mt/yr) as the sediment load during
2002–2012.

As indicated above, the total deposition in the study area
was 19.33Mt/yr in 2003–2012, while the amount of sandmin-
ing was 10.57Mt/yr during the same period.When sandmin-
ing was considered, the actual sediment deposition (loss) was
29.90Mt/yr. Additionally, water extraction was responsible
for 2.8% (4.41Mt/yr) of the sediment load at Datong station
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(145.06Mt/yr) in 2003–2012. We used these data to construct
the sediment budget for 2003–2012 (unit:Mt/yr). Consider

𝑄
𝑠 out (114.17) = 𝑄𝑠 upper reach (145.06)

+ 𝑄
𝑠 local reach (3.42)

− 𝑄
𝑠 depostition (29.90)

− 𝑄
𝑠 water extraction (4.41) .

(3)

The combined sediment loss was 34.31Mt/yr, while the
sediment gain was 3.42Mt/yr in the river mouth reach,
indicating that a net loss of 30.89Mt/yr occurred after the
TGD. The sediment loss (30.89Mt/yr) was about 21.3%
of the sediment load at Datong during the same period
(145.06Mt/yr).

Examination of the sediment budget for the two periods
revealed that sediment load decreased sharply in the river
mouth reach from 398.37Mt/yr in 1965–2002 to 114.17Mt/yr
in 2003–2012 after impoundment of the TGD. In both
periods, deposition occurred in the river mouth reach, espe-
cially after impoundment of the TGD, which indicated that
downstream sediment recoverywas limited to themiddle and
lower reaches.

5. Discussion

5.1. Regulation Effects of the River Mouth Reach on Sediment
Load. It has been suggested that the buffering function of
river mouth reaches plays an important role in regulation of
the sediment processes. In the present study, we examined the
sediment gain and loss based on gauged data together with
estimated values and found that the rivermouth reach did not
strongly influence sediment discharge into the sea from the
Yangtze River before the impoundment of the TGD. Evalua-
tion of the role that each impact factor could play in regula-
tion of the sediment budget in the river mouth reach revealed
the following: (a)The sediment yield in the rivermouth reach
is very low relative to that of the middle and upper reaches.
The proportion of the drainage area of the river mouth reach
to the entire basin is comparatively small. Accordingly, the
contribution of the sediment yield from the drainage basin to
the sediment load of the trunk river is limited. (b) Although
a large quantity of water was extracted from the river mouth
reach in recent years, relative to the huge water flow of the
mainstream of the river (896.4 × 109m3/yr in 1950–2010), the
volume of water extracted comprises only a small proportion
of the total and therefore has a minimal impact on sediment
load. (c) Sandmining appeared to play a more important role
in shaping the river course than reduction of the sediment
load. Overall, the regulatory effect of the river mouth reach
is very limited. These results indicate that this large river
has great potential to accommodate disturbances of the river
mouth reach from the local drainage basins.

5.2. Impacts of the TGD. Previous studies demonstrated that
the TGD has significant impacts on the hydrological regime
of the middle and lower reaches. However, its effects on

the river mouth reach have not been fully addressed. In the
present study, we found that the TGD also had significant
impacts on the sediment process in the river mouth reach.
Before impoundment of the TGD, the average deposition rate
in the study area was 3.07Mt/yr; however, the deposition
increased to 29.90Mt/yr after impoundment. Since there
were no significant changes in the physical conditions of the
river channel and the local drainage basin, this change was
mainly due to the impacts of the TGD. It is believed that
this increasing deposition was due to the coarsening of the
suspended load caused by erosion in the middle reaches of
the Yangtze River [31].

Erosion will generally occur below a dam. In the Yangtze
River, the severity of erosion increases with proximity to the
TGD [10]. The study area is located 1149 km away from the
TGD, and erosion does not appear to have extended to the
study area during the first ten years of operation (2003–2012).
Accordingly, more time may be needed for the impacts of the
TGD to fully manifest. The responses of the river channel of
the river mouth reach might be very complicated because of
the length and the large body of the river channel.

5.3. Limitations of the Results of the Present Study. A large
dataset was compiled to facilitate the investigation; however,
these data originate from a variety of sources and have
different reliabilities, which might lead to the uncertainty
associatedwith the results presented herein. Nevertheless, the
hydrological data used in this study were obtained from the
Ministry of the Water Resources of China and underwent
strict examinations before being released [32]. In the present
study, only suspended load was applied in the discussion. A
previous study showed that the bed load comprised a very
small proportion of the total load in the Yangtze River [32].
Accordingly, the error associatedwith these data as well as the
estimations based on these data is likely minimal.

The main uncertainties in the present study are likely
related to errors in results calculated based on the relief maps
and the estimated volume of sand mining, which both may
have had significant impacts on studies of changes in the river
channel.

In this study, we reviewed the findings of Wang et al.
[16], Liu [15], and Qu [17] and applied their results to build
a sediment budget for the river mouth reach. However, it is
important to note that the results of these studies are quite dif-
ferent. We thought that these differences could be attributed
to errors associated with the process used for depth measure-
ment and digital elevation model (DEM) building (Figure 3).
Errors could exist in each step in the above processes, and
consequently bring uncertainty to the results. Specifically,
for determination of the depth, the error might exist in the
precision of the bathymetric point in different measurement
times, the accuracy of the depth measurement, and the
density of the bathymetric point. ForDEMbuilding, the error
might exist in the methodologies, or the control points and
boundary conditions. The studies conducted by Wang et al.
[16], Liu [15], and Qu [17] are all based on relief maps of the
river channel that were generated by government agencies.
However, these reliefmapswere developed for navigation and
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(a) (b) (c)

Figure 3:The processes of depth measurement and DEM building of the river channel. (a) River course; (b) cross section measurement (dots
are bathymetric points); (c) grid DEM data.

their applicability to river channel mapping has not yet been
addressed. In view of this uncertainty, we thought that the
differences of the studies of Wang et al. [16], Liu [15], and
Qu [17] might be attributed to the careless applications of the
reliefmaps. Further studies are needed to address these issues.

6. Conclusions

This study investigated sediment issues at the river mouth
reach of the Yangtze River. The results presented herein
enable quantitative estimation of the contribution of the river
mouth reach to the sediment load of the Yangtze River.
From 1965 to 2002, sediment discharge into the river mouth
reach of the Yangtze River was 7.54Mt/yr from the local
tributaries and the adjacent Huaihe River, which is much
lower than its proportion in terms of its length and drainage
area. When the impacts of sand mining and water extraction
were considered, a total loss of 1.78Mt/yr occurred during
this period. This sediment loss was very low relative to the
large body of the studied river course (417 km in length and
1–10 km in width) and was below our expectations.

After impoundment of the TGD, downstream sediment
recovery below the TGD was limited to the middle and
lower reaches. In the river mouth reach, deposition occurred
after impoundment (29.90Mt/yr, including the impact of
sand mining). When combined with the sediment from local
tributaries and the Huaihe River, as well as sediment loss
because of water extraction, a net loss of 30.89Mt/yr (about
21.3% of the sediment load at Datong at the same time) of sed-
iment load occurs in the river mouth reach. The river mouth
reach has acted as a sink, but not a source, since impound-
ment, which exacerbates the decrease of sediment discharge
into the sea.

We also found that uncertainties exist in examination of
the sediment processes due to insufficient datasets, as well as
defects in the methodologies used to calculate changes in the
channel. Additional studies should be conducted to improve
measurements of changes in both river channel morphology
and water and sediment discharges at the river mouth reach.
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Millennial-scale climate change inAsianmonsoon region duringMIS 3 has been studied using stalagmite, loess, and peat sediments.
However, records frommore materials are essential to further illustrate dynamics of these events. In the present study, a time-series
of grain size covering 60–30 kawas reconstructed from lake sediments in theYunnanProvince, southwesternChina.The time-series
contains 14 obviousmillennial-scale events during the period. Onmillennial-scale, the grain size record is generally consistent with
mean stalagmite 𝛿18O from Hulu Cave, grain size of Gulang loess sequence, Chinese Loess Plateau, and Greenland ice core 𝛿18O.
The results show that the millennial-scale variation was well compared with the Dansgaard-Oeschger (DO) events, indicating that
those global events were well documented in lake sediments in the Asian monsoon region. Because the grain size can be used as a
proxy for water discharge, we suggest that signal of the DO events might be transmitted to lake evolution by Asian monsoon.

1. Introduction

Marine Isotope Stage 3 (MIS 3), with relatively warm and
wet climate and high sea level, is a particular period during
the last glacial [1, 2]. The more attractive character during
this period is the typical millennial-scale climate oscillations,
which was named as Dansgaard-Oeschger (DO) events [3, 4],
and has been extensively studied [5, 6]. To date, studies on
MIS 3 inChinaweremainly focused on howwarmor/andwet
the period was, especially on whether megalakes existed in
northwestern China during this period [7–9].

Due to the lack of suitable materials, few records have
been reconstructed to study millennial-scale climate events
during theMIS 3 inChina. Earlier studies [10, 11] have charac-
terized these events using magnetic susceptibility, grain size
of quartz, and weathering indices in Chinese Loess Plateau.
Recently, Sun et al. reconstructed two high-resolution and
precisely dated winter monsoon records by loess sequences
with high sedimentary rates, and attributed these abrupt
events to variations in Atlantic meridional overturning cir-
culation [12]. Because stalagmite can be precisely dated, more

researches [13–15] used stalagmite to studymillennial climate
events during the MIS 3, since Yuan et al. published high-
resolution stalagmite 𝛿18O records and compared them with
Greenland ice core 𝛿18O [13]. More recently, peat sediment
has also been used to investigate millennial-scale climate
changes [16]. However, lack of enough records limited the
comparison of the events between different regions and
studies on the forcing of the events during the MIS 3.

Yunnan Province is located in northwestern China and
is thus sensitive to Asian monsoon changes. In the present
study, we reconstructed climate change at a study site in Yun-
nan Province during the MIS 3, focusing on millennial-scale
events and the transmitting mechanisms of the DO signal
to lake evolution.

2. Study Area, Materials, and Methods

2.1. Longjie Silt Layers. Longjie Silt Layers [17]were located in
the lower streamof the JinshajiangRiver, which belongs to the
upper stream of the Changjiang (Yangtze) River, where the
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Figure 1: Study area, distribution of Longjie Silt Layers, and YA core site. The base map was generated using the open and free software
DIVA-GIS 7.5 (http://www.diva-gis.org/).

climate is significantly influenced by the Asianmonsoonwith
an annual precipitation of 800–1600mm. The Longjie Silt
Layers are composed of grey white-grey, yellow-grey silt, clay
silt, and clay, distributing along the Jinshajiang River between
the Sanduizi and the Baimakou (Figure 1). Its thickness is
commonly 40–50m, and the depositional environment is
supposed to be shallow lake [18]. However, the formation,
mechanism, and controlling factors of this lacustrine layer are
still unclear [19–22].

2.2. YA Core. The YA core was located on the southern
side of the modern Jinshajiang River, 57m higher relative to

present river level (101∘5256E, 25∘5734N; elevation 979m,
Figure 1). The length of core obtained from the drill site
was 91.9m and the recovery rate was >95%. An exceptional
section of the record, raised from 11.0 to 30.0m below the
core top, was selected here for study, because of being well
constrained by luminescence dating. This sediment interval
is composed of yellow-grey fine to coarse silt, namely, the
Longjie Silt Layers, which is similar in composition to the
modern sediment in the Jinshajiang River (upper stream of
Changjiang River). This unit is interpreted as a lacustrine
environment, and the vertical variation of these sedimentary
facies is depicted in Figure 2.
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2.3. Luminescence Dating. Four samples (Figure 2) were col-
lected for optically stimulated luminescence (OSL) dating
by hammering metal cylinders of 2.5 cm (diameter) × 6 cm
(length) horizontally into cores. Sample preparation was con-
ducted under subdued red light. The light-exposed sediment
was removed from both ends of the cylinders. All samples
were pretreated with 10% HCl and 30% H

2
O
2
to remove car-

bonates and organics, respectively. To remove feldspars, the
quartz fraction of fine silty grains (4–11𝜇m) was then treated
with silica saturated fluorosilicic acid (H

2
SiF
6
) for about two

weeks [23, 24].Thepurity of the prepared quartzwas tested by
routine IR stimulation. Any sample with detectable decaying
IRSL signal above the background was reetched with H

2
SiF
6

to avoid the age underestimation that may originate from
the contamination of feldspars [25]. For equivalent dose
determination, we followed the sensitivity-correctedmultiple
aliquot regenerative-dose protocol given by Lu et al. [26],
performing on aDaybreak 2200 automatedOSL reader in the
OSL laboratory, Institute of Hydrogeology and Environmen-
tal Geology, Chinese Academy of Geological Sciences.

The concentrations of uranium (U), thorium (Th), and
potassium (K), involved in dose rate calculations, were mea-
sured by neutron activation analysis in the China Institute
of Atomic Energy in Beijing. The cosmic-ray dose rate was
estimated according to Prescott and Hutton [27]. The dose
rate of each sample was then calculated following themethod
of Aitken [28].

2.4. Sediment Grain Size. A total of 183 grain size samples
were measured at a 10 cm sampling interval. The grain size
samples were pretreated with 10–20mL of 30% H

2
O
2
to

remove organic matter, washed with 10% HCl to remove
carbonates, rinsed with deionized water, and then placed in
an ultrasonic bath for several minutes to facilitate dispersion.
The grain size spectra of the remaining terrigenous material
were measured using a Malvern Mastersizer 2000 laser-
particle size analyzer at East China Normal University. One
hundred grain size classes between 0.2 and 200 𝜇m were
exported for further analysis.

Sediment grain size is a powerful proxy for paleoenviron-
mental reconstruction because depositional interpretation
varies with sedimentary grain size and composition. Because
grain size spectra representmixtures of sediment delivered by
multiple processes, to identify the processes controlling grain
size variation, varimax-rotated, principle component analysis
(VPCA) is often employed. This method partitions the vari-
ance in the grain size data set into sediment input compo-
nents that can be interpreted in terms of processes [29, 30].

3. Results

3.1. Chronology of YA Core. Parts (a–d) of Figure 3 show
OSL decay curves of the natural dose (N) and a regeneration
dose.Their OSL signals decrease very quickly during the first
ten seconds of stimulation, indicating that the OSL signal is
dominated by the fast component. Parts (e–h) of Figure 3
show the growth curves. For all samples, the growth curves
can be well fitted using the exponential form.

The water contents decrease stratigraphically with depth
probably due to the lower part of the core being closer to the
level of groundwater because of regional uplift. In contrary,
the OSL ages from the YA core increase stratigraphically
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Table 1: Optically stimulated luminescence dating results of the YA core.

Longjie YA core Depth (m) U (ppm) Th (ppm) K (%) De (Gy) Dr (Gy/ka) Water (%) Age (ka)
Y-l 11.1 2.66 ± 0.015 12.60 ± 0.2 1.58 ± 0.05 116.21 ± 5.55 3.68 ± 0.38 12.45 ± 5 31.6 ± 2.2
Y-2 15.2 2.70 ± 0.015 11.50 ± 0.2 1.48 ± 0.05 147.86 ± 3.30 3.32 ± 0.20 20.91 ± 5 44.5 ± 3.5
Y-6 24.5 3.06 ± 0.015 15.60 ± 0.2 2.23 ± 0.05 227.31 ± 1.21 4.21 ± 0.17 30.15 ± 5 54.0 ± 5.9
Y-8 30.0 2.36 ± 0.015 13.40 ± 0.2 2.05 ± 0.05 220.57 ± 5.90 3.70 ± 0.15 27.14 ± 5 59.6 ± 7.0
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Figure 4: Grain size distribution of three samples from the Longjie Section (a–c) and three samples of modern suspended sediment (d), Lugu
Lake ((e) Wang et al., 2014), and Changjiang River delta (f).

with depth (Table 1), indicating that, within the chronological
resolution of the depth-age pairs, the sediment accumulation
rate follows a clear relationship. To establish a depth-age
transfermodel, we apply a simply linear interpolation strategy
to provide geochronological information for each grain size
sample.

3.2. Grain Size Variation. Frequency and cumulative curves
of grain size of three typical samples in Longjie Section
show a similar distribution pattern (Figure 4), indicating that
they were deposited under similar sedimentary environment.
Furthermore, we found that these frequency and cumulative
curves are similar to those of modern suspended sediment

of the Jinshajiang River (this study) and Lugu Lake near the
study area [31] but different from the modern sediment of
Changjiang River delta [32] and loess deposits.

Variation in the clay, sand, and silt fractions is subtle
in the younger sedimentary unit but more pronounced in
the older stratigraphic unit (Figure 5). The grain size VPCA
results of the individual data sets (Figure 6) indicate that the
leading components, grain size component GSC-1 and GSC-
2, account for roughly 78% of the variance in the down core
sediment samples, while the minor components (GSC-3 and
GSC-4) only account for less than 10% of the total variance.

To evaluate the environmental information included in
these stable components for further analyses, we calculate
the weighted average of the two leading components to form



6 Advances in Meteorology

30

35

40

45

50

55

60
5 6 7 8

Mz

0.1 0.2 0.3 0.4 0.5

Clay

(a) (b) (c) (d) (f) (g)(e)

0.6 0.7 0.8 0.9

Silt
0 0.05 0.1 0.15

Sand
−2 −1 0 1 2 3

GSC-1
−2 −1 0 1 2 3

GSC-2
−1 0 1 2

GS12

Ph
as

e-
1

Ph
as

e-
2

A
ge

 (k
a)

Figure 5: Sediment grain size (a–d) and its variation (e–g) derived from varimax-rotated, principle component analysis (VPCA).

1 10 100

0.0

0.2

0.4

0.6

0.8

1.0

GSC-1 (69.9%)
GSC-2 (18.4%)

GSC-3 (6.1%)
GSC-4 (3.8%)

Fa
ct

or
 lo

ad
in

gs

−1.0

−0.8

−0.6

−0.4

−0.2

Grain size (𝜇m)

Figure 6: VPCA results from YA sediment and the percentage of each component.

a new series, GS12, which captures 78.3% of the overall grain
size variability:

GS12 = (69.9 × GSC-1 + 18.4 × GSC-2) ÷ 78.3. (1)

The weighting coefficients are simply the percentage of
variance associated with each component. This approach
filters out the minor constituents from the grain size spectra
using the data adaptive filters defined by the first and second
components [30, 33].

4. Discussion

4.1. Interpretation of SedimentGrain Size. Thesediment of the
Longjie Silt Layers was supposed to be formed in fluvial or
lake environments [20, 34], and this hypothesis was verified
[22] by field investigation and grain size comparison between
Longjie sediment and Daihai [35] and Lugu Lake sediments
[31]. Frequency and accumulative curves of grain size of most
samples in the YA core share a common pattern, demonstrat-
ing a similar sedimentary environment through the MIS 3.
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Furthermore, we found that the VPCA factor loadings of
YA core are similar to those of shallow water sediments but
different from those of the loess and river sand (see Figure 4
in [30]). Therefore, it is inferred that the sediment of YA core
from the Longjie Silt Layers was deposited in a shallow-lake
environment (Longjie Lake).

Because the Longjie Silt Layers distribute at the cross-
point of the Jinshajiang River and Longchuan River, there
were twopossible sources of the sediment in the Longjie Lake:
(1) suspended from the Jinshajiang River and (2) trapped
from the Longchuan River. As a branch, the runoff of the
Longchuan River is only 1/60 of the runoff of the Jinshajiang
River, and its sediment loads are also much smaller. In this
context, it is supposed that fine grains might be mainly
from suspended materials of the Jinshajiang River, somewhat
similar as a flood plain of the Jinshajiang River, but the
coarse grains were possibly from the Longchuan River due to
gravitational differentiation.Thus, integrating positively from
fine particles and negatively from coarse particles (Figure 6),
the GS12 series can be an indicator of runoff variation of the
Jinshajiang and Longchuan Rivers.

4.2. Lake Evolution within MIS 3 and Its Driving Forces. In
general, GS12 variation can be grouped into two phases: great
variability before 44 ka and low variability after (Figure 5).
From60 to 44 ka, GS12 is characterized by high variationwith
distinct changes. During the earlyMIS 3, GS12 has an average
value of 0.23 with a much larger value of standard deviation,
0.73. This zone of high variability can be partitioned into
dozens of substages and all of the transitions between each

substage are abrupt. In contrast, from 44 to 30 ka, GS12
exhibits lower variation, with an average value of −0.40 and
a moderate standard deviation of 0.60. Subsequently, we
divided lake evolution within the MIS 3 period into two
stages: the first one was from 60 to 44 ka; frequent fluctuation
of the GS12 series indicates a subperiod with high-frequency
variation of water discharge and lake-level changes and the
other was from 44 to 30 ka, and it is supposed to be a
subperiodwith relatively stablewater discharge and lake level.

Because the YA core site is located within valleys of
Jinshajiang catchments, rainfall and ice melting should be
two major factors affecting river runoff. When precipitation
increased, GS12 value will increase, while melting of ice and
snow can be positively related to GS12 series. Thus, it is
inferred that GS12 variation was mainly controlled by both
monsoon precipitation and temperature on Tibetan Plateau.

Stalagmite 𝛿18O has always been used to indicate Asian
monsoon intensity [13, 36–39], although its indicative sig-
nificance is still in debate [41–45]. Herein, we compared the
GS12 with that of the stalagmite 𝛿18O in Asian monsoon
region. The results show that trends of the two time-series
are roughly consistent on millennial-scale (Figure 7(b)). The
consistence further confirms that stalagmite 𝛿18Ocan be used
as proxy of monsoon precipitation during MIS 3, and that
summer monsoon signals recorded in different materials are
comparable during the period.

To study the forcingmechanism and transmitting process
of the millennial events during MIS 3, we then compared
our GS12 with grain size variation of the Gulang loess
sequence, Chinese Loess Plateau, considering the uncertainty
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Figure 8: Monthly distributions of the precipitation and temperature of the Yuanmou (a) and Panzhihua (b) meteorological stations for
1951–2004 AD period.

of OSL dating (Figure 7(c)). These variations are comparable
between two records on millennial-scale, indicating the
common forcing of Asianmonsoon, as indicated by Sun et al.
[12]. Additionally, we also found consistence with Greenland
ice core 𝛿18O series (Figure 7(d)).

Because the summer and winter monsoon are mainly
considered as low- and high-latitude factors, respectively,
the common forcing of the two signals should be linked to
both low- and high-latitude processes. Generally, changes in
summer andwintermonsoon strengthwere attributed to shift
of Intertropical Convergence Zone (ITCZ) and strength of
the Siberia High, respectively. The northern westerly, located
in the mid- to high-latitude, can influence both the ITCZ
and the Siberia High. As indicated by earlier studies [12],
slowdown of the Atlantic meridional overturning circulation
would cause decreasing of temperature in the northern
hemisphere and strengthen the northernwesterly circulation.
Then the winter monsoon would be strengthened during the
cold periods, and the ITCZ would shift southward, causing
the weakening of the Asian summer monsoon.

We therefore summarized the linkage between lake evo-
lution recorded in the Longjie Silt Layers and commonly cli-
matic forces as follows: when the winter monsoon strength-
ened and the summer monsoon weakened, winter snow-
fall increased but summer rainfall significantly decreased.
Although melting snow would increase, because the summer
rainfall accounts for >80% of annual quantity (Figure 8),
regional water discharge significantly decreased. Due to
weakened hydrodynamics, lake sediment would become
finer. However, possibly due to incised river channels and/or
tectonic uplift, this paleolake turned far away or higher than
the river base level, causing influences from climatic change
and grain size variability significantly decreased from 60–
44 ka to 44–30 ka. More evidence and further studies will be

necessary to test the interaction between tectonic activity and
climate change in the future.

5. Conclusions

In summary, a time-series for Longjie Silt Layers during the
MIS 3 was reconstructed by grain size of lake sediments. The
record contains a series of millennial-scale events, which are
comparable with DO events in other Asianmonsoon records.
The consistence of these events in both summer and winter
monsoon records indicated common forcing of summer and
winter monsoon strength on millennial-scale during the
period. The signal was suggested to be transmitted into lake
evolution through physical relationship between climatic
changes and regional water discharges and sediment trans-
port.
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Using data of temperature, wind, precipitation, water discharge, and sediment load, the changes in runoff and sediment load of
the Xiliugou basin in the upper Yellow River were investigated and the contributions of climate change and human activities to
these changes were quantitatively estimated. Results show that the runoff and sediment load of the stream declined gradually in
1960–2012. According to the abrupt change point detected, the runoff and sediment series were divided into two periods: 1960–1998
and 1999–2012. The reductions of runoff and sediment load in 1999–2012 were found to be related to climate change and human
activities, and the latter played a dominant role with a contribution of about 68% and 75%, respectively. The effects of rainfall
intensity should be considered to avoid overestimating or underestimating the contributions of rainfall changes to the variations
of runoff and sediment load in the semiarid region. An inspection of changes in water discharge and sediment regime indicated
that the frequency of discharge between 0 and 5m3/s increased while that between 5 and 1000m3/s decreased in 2006–2012. This
phenomenon can be attributed principally to the soil and water conservation practices.

1. Introduction

Warming of the climate system is unequivocal. According
to the IPCC [1], the average global surface temperature
increased by 0.85∘C over the period 1880–2012. With global
warming and temperature increasing, the rainfall will be
affected, hence river flows [2]. Water discharge and sediment
flux, which are the two most important elements of the
hydrologic cycle, not only reflect the characteristics of river
systems themselves but also reflect the changing of the
catchment environment [3, 4]. Therefore, the impacts of
climate change on the streamflow [2–13] and sediment [3, 4,
9–15] have been well studied in the literature.

Aside from climate change, recently, human activities
(such as land use/land cover change [16–24], dam construc-
tion and operation of large reservoirs [10, 12, 25, 26], and
soil and water conservations [4, 12, 27]) have played a crucial
role in the changes of water discharge and sediment flux.The
study byWalling [28] analyzed the changes of sediment yield
of the Black Sea over the past 20,000 years, revealing that

climate change was more important than human impact in
driving changes in sediment yield in the long time scale. The
same study summarized the trends of runoff and sediment
loads for the Yellow River in China, Chao Phraya River
in Thailand, and the Kolyma River in Eastern Siberia and
concluded that human activitieswere primary drivers causing
changes in the sediment loads of the world’s rivers in the
short time scale. For the runoff variation, Miao et al. [29]
suggested that climate change usually impacts it periodically
and lastingly, whereas human activities impact it suddenly
and directionally.

Climate change often interacts with anthropogenic
impacts in causing runoff and sediment load changes, and
defining their contributions is of significance for managing
rivers. Some recent studies have come to quantify the relative
effects of climate change and human activities on streamflow
and sediment load. Naik and Jay [10] analyzed climate change
and human influences (water withdrawal for irrigation,
reservoir manipulation, mining, and deforestation) on the
Columbia River’s runoff and sediment load. They identified
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that human influences contributed 8-9% to the decrease
of runoff, and climate change contributed 7-8%. Ahn and
Merwade [30] quantified the role of climate change and
human impacts on the streamflow of four states in USA,
including Arizona, Georgia, Indiana, and New York, suggest-
ing that the streamflow change of the four states caused by
human activities accounted for 74%, 55.5%, 71.4%, and 85.7%,
respectively. In China, Gao et al. [31] reported that 12.2%
of the decrease in the sediment load of the middle Yellow
River could be attributed to the changes in precipitation and
the remaining 87.8% to human activities. For the decrease of
sediment load of the Pearl River, 90% was caused by dam
construction and 10% was due to climate change [26]. As a
whole, the effects of human activities and climate change on
runoff and sediment load vary fromplace to place and need to
be investigated at a local scale based on watershed properties
and regional environment characteristics.

As the second longest river in China, the Yellow River
is noted for its relatively low water discharge as compared
with its huge sediment load. Since the 1970s, the sediment
discharge of the Yellow River has changed significantly, and
many studies were devoted to the analysis of runoff and sedi-
ment changes in the river.The ten small tributaries, including
Maobula, Buersetaigou, Heilaigou, Xiliugou, Hantaichuan,
Haoqinghe, Hashenlachuan, Muhaerhe, Dongliugou, and
Husitaihe, are a principal sediment source in the upper Yellow
River and are adjacent to themiddle YellowRiver basinwhich
is one of the regions with the most severe soil erosion in
the world [32]. These tributaries originate from the Ordos
Plateau, flow through the Hobq Desert, and finally enter
the Yellow River [33]. The upstream of these tributaries is
a loess hilly and gully region, the midstream is a desert
area, and the downstream is an alluvial plain. The huge
sediment output from the ten small tributaries has caused
heavy sedimentation in the Inner-Mongolia reach [34–36].
So far, numerous studies have examined the characteristics
of runoff and sediment load in this region [36–39], but the
anthropogenic and climatic impacts on the changes of runoff
and sediment load in the ten small tributaries have received
less attention. Hence, we take one of the ten small tributaries,
the Xiliugou basin, as a case to study the effects of climate
change and human activities on the variations in the runoff
and sediment load.

The objectives of this paper are as follows: (1) to analyze
the variation tendency of runoff and sediment yield in the
Xiliugou basin based on the hydrological records during
1960–2012 and (2) to quantify the relative effects of climate
change and human activities on the streamflow and sediment
load of the tributary. Better understanding of the response of
the river to climate change and anthropogenic interferences
might provide a theoretical basis for improving policy and
plans of water and soil conservation in this sediment source
area of the upper Yellow River and also give a reference for
studying the same issues in other rivers.

2. Study Area and Data

2.1. Study Area. The Xiliugou basin is located between
109∘24 ∼110∘00E and 39∘47 ∼40∘30N and in the middle
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Figure 1: Location of the Xiliugou basin.

of the ten small tributaries (Figure 1). It has a drainage area
of 1180 km2 and a fall from 1551 to 1029m. The watershed
belongs to semiarid climate zones. It has a long and cold win-
ter and a short and torrid summer. From November to next
April, it is windy. The mean annual temperature was 6.8∘C
and the average annual precipitation was 289.6mm in the
period from 1960 to 2012. The distribution of monthly pre-
cipitation, runoff, and sediment load was extremely uneven
and was mainly concentrated in the flood season (from June
to September). Precipitation in the flood season accounted
for 79.8% of the total precipitation in a year, producing 55.7%
of the yearly runoff, which carried 87% of the yearly sediment
load.

2.2. Data Collection. Data used in this paper include the
annual runoff and sediment load (1960–2012), daily discharge
and sediment concentration (1964–2012, excluding 1991–
2005) in the flood season at Longtouguai hydrological station
of theXiliugou basin, and dailymeteorological data at 17 rain-
fall stations and 10 weather stations from 1960 to 2012. The
runoff and sediment data at Longtouguai hydrological station
and precipitation data at 17 rainfall stations were collected
from the Yellow River Conservancy Commission (YRCC).
The meteorological data from 10 weather stations were pro-
vided by the National Climate Centre (NCC) of China Mete-
orological Administration (CMA). Using the IDWmethod in
the tools of ArcGIS, the mean daily rainfall and temperature
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of the Xiliugou basin were extracted from the daily records
at rainfall and weather stations. The Dongsheng weather
station, which is nearest to the Xiliugou basin, was selected
to obtain the wind speeds and sand-dust storms data. The
sand-dust storms data supplied by theNCCofCMAcover the
period from 1960 to 2007. In addition, the vegetation coverage
of the Xiliugou basin was calculated from 8 km AVHRR
(1981–2006) and 250mMODIS (2000–2010)NDVI products,
which were downloaded from the website of Geospatial Data
Cloud (http://www.gscloud.cn/).

3. Methods

3.1. Trend Analysis. The Mann-Kendall (MK) test [40, 41]
is one of the popular nonparametric methods for analyzing
trends in hydrologic variables [30, 42]. For a given time series
𝑋(𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
), the statistic 𝑆 is defined as
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(2)

𝑛 is the sample size. Once 𝑛 is greater than 8, 𝑆 values
will follow an approximate normal distribution [30, 43]. Its
variance is calculated as

Var (𝑆) = 𝑛 (𝑛 − 1) (2𝑛 + 𝑆)

18
. (3)

Then, the Mann-Kendall 𝑍 is given by

𝑍 =

{{{{{{

{{{{{{

{

(𝑆 − 1)

√Var (𝑆)
, 𝑆 > 0,

0, 𝑆 = 0,

(𝑆 + 1)

√Var (𝑆)
, 𝑆 < 0.

(4)

A positive value of 𝑍 indicates an increasing trend, and
vice versa. The null hypothesis of no trend is rejected if |𝑍| >
1.96 at the 5% significance level.

3.2. Breakpoint Detection

3.2.1. Pettitt. The Pettitt test [44] is a nonparametric method
widely applied to detect the abrupt changes of water dis-
charge and sediment load [42, 45]. For a given time series
𝑋(𝑥
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The breakpoint is defined to be where |𝑈
𝑡,𝑁
| reaches its

maximum value:

𝐾
𝑁
= Max 𝑈𝑡,𝑁

 , (1 ≤ 𝑡 ≤ 𝑁) . (7)

The significance level associated with 𝐾
𝑁
is determined

approximately by

𝑝 ≅ 2 exp[
−6 (𝐾

𝑁
)
2

(𝑁3 + 𝑁2)
] . (8)

If 𝑝 < 0.05, a significant change point exists.

3.2.2. Sequential Cluster. The sequential cluster method can
be used to estimate the optimal dividing point of hydrological
series [46, 47]. For a given time series 𝑋(𝑥
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𝑥
𝜏
is the average of the hydrological sequence before 𝜏 and

𝑥
𝑛−𝜏

is the average of the hydrological sequence after 𝜏. Then,
𝑆
𝑛
(𝜏) is given by
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𝜏
+ 𝑉
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when 𝑆
𝑛
(𝜏) reaches its minimum value, 𝜏 is the optimal

breakpoint.
The rank-sum test is usually used to determine the

significance of the abrupt change point [48, 49]. For a given
abrupt point 𝜏, the statistic of 𝑈 is calculated as

𝑈 =
𝑊 − 𝑛

1
(𝑛
1
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2
+ 1) /2
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1
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2
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, (12)

where 𝑛
1
is the subsample size with fewer samples and 𝑛

2
is

the subsample size with more samples. 𝑊 is the sum of the
rank in subsample with fewer samples.

If |𝑈| ⩾ 1.96, the abrupt change point is significant.
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Table 1: Changes of annual precipitation, temperature, wind, runoff, and sediment load of the Xiliugou basin.

Periods Precipitation Average temperature Days of strong wind Days of sand-dust storms Runoff Sediment load
(mm) (∘C) (days) (days) (104 m3) (104 t)

1960–1969 297.3 6.2 74.3 18.3 3450.5 614.9
1970–1979 263.0 6.2 66.5 17.2 3476.6 438.3
1980–1989 248.6 6.3 29.7 2.5 2597.8 673.5
1990–1999 351.4 7.3 27.3 1.2 3259.8 409.6
2000–2012 288.0 7.6 12.5 0.4 1803.2 101.5
Max 502.5 8.5 104.0 45.0 9659.0 4749.0
Min 109.0 5.0 3.0 0.0 736.2 0.01
Average 289.6 6.8 40.4 7.5 2854.5 428.0
𝐶V 0.3 0.1 0.7 1.3 0.7 1.9

3.3. Separating the Impacts of Climate Change and Human
Activities on Streamflow and Sediment Load. By the abrupt
changes identified, the runoff and sediment load series are
divided into two periods. The first period is regarded as the
natural period or reference period and the second period is
regarded as the measure period or impact period. Following
previous studies [50], we separated the effects of human
activities and climate change on runoff and sediment load in
the second period by comparing with runoff and sediment
load in the reference period. The separation approach can be
described by the following equations:

𝑊
𝑇
= 𝑊
𝐼
−𝑊
𝑁
,

𝑊
𝐶
= 𝑊
𝑆
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𝑁
,

𝑊
𝐻
= 𝑊
𝑇
−𝑊
𝐶
,

𝜂
𝐻
=
𝑊
𝐻

𝑊
𝑇

× 100%,

𝜂
𝐶
=
𝑊
𝐶

𝑊
𝑇

× 100%,

(13)

where 𝑊
𝑇
is the total runoff or sediment load variation and

𝑊
𝐼
and𝑊

𝑁
are the average observed runoff or sediment load

in the impact period and natural period, respectively. 𝑊
𝐶

is the runoff or sediment load variation caused by climate
impact, 𝑊

𝑆
is the simulated virgin runoff or sediment load

from the basin with the same land cover as that in the
reference period by the rainfall in the impact period, 𝑊

𝐻

is the runoff or sediment load variation caused by human
activities, and 𝜂

𝐻
and 𝜂

𝐶
measure the relative impacts of

human activities and climate change on runoff or sediment
load, respectively.

The double mass curves between annual precipitation
and runoff/sediment load can reflect the impacts of human
activities [15, 31]. Here, we use the regression equations
established from the double mass curves of precipitation
versus runoff and precipitation versus sediment load in the
natural period to calculate the annual runoff and sediment
load in the impact period (𝑊

𝑆
).

4. Results

4.1. Changes in Precipitation, Temperature, Wind, Runoff, and
Sediment Load. Figure 2 shows trends of runoff, sediment
load, and meteorological indices, estimated by the MK test.
Overall, the runoff, sediment discharge, and annual days of
strong wind (daily wind speed ≥5m/s) and sand-dust storms
decreased significantly at the 99% confidence level with the𝑍
value at −2.65, −2.57, −7.93, and −6.67, respectively, while the
mean annual temperature increased significantly at the 99%
confidence level with a 𝑍 value of 5.1. For the precipitation
series, no significant trend was detected.

For investigating the decadal changes of the six variables,
the mean of each variable in each decade was calculated
(Table 1). The results indicate that the runoff, sediment
discharge, precipitation, temperature, and annual days of
strong wind and sand-dust storms of the Xiliugou basin
changed obviously during the period 1960–2012, especially
for sediment discharge which fluctuated in the range of
0.01–4749 t/a with an average of 428 t/a and a coefficient of
variance (𝐶V) as high as 1.9.Moreover, regarding the sediment
discharge during 1960–1969 as the reference value, except the
1980s, the sediment discharge during the 1970s, 1990s, and
2000–2012 decreased by 28.7%, 33.4%, and 83.5%, respec-
tively. For the annual runoff, a considerable reduction up to
47.7% occurred in the period 2000–2012. The annual days of
strong wind and sand-dust storms decreased continuously
during the last four decades (from the year 1970 to 2012).
The maximum change of the annual days of strong wind
and sand-dust storms occurred in the period 2000–2012, in
which the annual days of strong wind and sand-dust storms
decreased by 83.1% and 97.9%, respectively. By contrast, the
mean annual temperature increased gradually during the last
three decades, especially in the 1990s and 2000–2012. The
decadal means of annual precipitation ranged from 248.6 to
351.4mm with no noticeable trend.

4.2. Abrupt Change Analysis. The abrupt changes in runoff
and sediment load recorded at Longtouguai hydrological
station during 1960–2012 were examined using Pettitt test.
Figure 3 shows the changes of𝐾 statistic of Pettitt test during
the period 1960–2012. Obviously, abrupt changes appeared
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Figure 2: Trends of precipitation, temperature, wind, runoff, and sediment load (|𝑍| ≥ 1.96, 𝑝 < 0.05; |𝑍| ≥ 2.576, 𝑝 < 0.01).

in 1998 in both the runoff and sediment load series. The
abrupt change in the sediment load series is statistically
significant with a 𝑝 value of 0.007, but that in the runoff series
has a 𝑝 value of 0.052. In this case, the sequential cluster
method was adopted to further detect the abrupt change

points in the runoff series. Figure 4 shows the changes in
𝑆
𝑛
(𝜏) during the period 1960–2012. Again, the point in 1998

is the lowest. By applying the rank-sum test to the abrupt
change point in 1998, it is proved that the abrupt change point
is statistically significant with a𝑈 value of−3.12. According to
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Figure 3: Abrupt changes in annual runoff and sediment load in
1960–2012 (by Pettitt test).
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Figure 4: Abrupt changes in annual runoff in 1960–2012 (by
sequential cluster test).

these breakpoints, the study period for runoff and sediment
load and all influencing variables in the Xiliugou catchment
was divided into the natural period (1960–1998) and the
impact period (1999–2012).

4.3. Separating Climatic and Anthropogenic Impacts on
Annual Water Discharge and Sediment Load. The Xiliugou
basin belongs to the region where wind-water two-phase
coupling processes prevail. Therefore, hydroclimatic vari-
ables including precipitation, temperature, and annual days
of strong wind and sand-dust storms were considered to
analyze the effects of climate change on runoff and sediment
load variations. The correlation coefficients between runoff,
sediment load, and meteorological indices were calculated
by SPSS19 software (Table 2). The statistics demonstrate that
precipitation is the key factor affecting runoff and sediment
load.

To define a better relationship between precipitation
and runoff and that between precipitation and sediment
discharge, we investigated the performance of six categories
of annual precipitation, which are the sums of different daily
rainfall (≥0mm, ≥5mm, ≥10mm, ≥15mm, ≥20mm, and
≥30mm). Table 3 shows the statistics of the runoff, sediment
load, and six categories of annual precipitation by SPSS19.The
correlation coefficients between runoff and the six categories
of annual precipitation are 0.60, 0.64, 0.69, 0.74, 0.77, and
0.75, respectively, and the correlation coefficients between
sediment load and the six categories of annual precipitation
are 0.39, 0.43, 0.48, 0.51, 0.53, and 0.54, respectively. All the
correlation coefficients are significant at the 0.01 level. The
runoff is best correlated with the fifth category, which is
the annual sum of daily rainfall ≥20mm, and the sediment
load is best correlated with the sixth category, which is the
annual sum of daily rainfall ≥30mm. Considering that the
correlation coefficients between the annual sediment load
and the fifth category and between the annual sediment load
and the sixth category are nearly the same, the annual rainfall
series with daily rainfall ≥20mm was selected to analyze the
effects of climate change on both the runoff and sediment
load.

Using the annual precipitation of daily rainfall ≥20mm,
double mass curves of rainfall versus runoff and rainfall
versus sediment load for the reference period of 1960–1998
were plotted in Figure 5. Linear regression relations of the
double mass curves were also shown in Figure 5 and could
be represented by

Σ𝑄 = 27.862Σ𝑃 − 1079.9,

Σ𝑆 = 4.3707Σ𝑃 + 343.09,
(14)

where Σ𝑄 is the cumulative runoff discharge, Σ𝑃 is the
cumulative precipitation, and Σ𝑆 is the cumulative sediment
discharge.

Based on (14), the annual virgin streamflow and sediment
discharge under the rainfall in the period 1999–2012 were
calculated. Then, the effects of climate change and human
activities on runoff and sediment load in the impact period
1999–2012 were separated using (13). The results are shown
in Tables 4 and 5. Comparing with the natural period (1960–
1998), the mean annual runoff and sediment load in the
impact period decreased by 44.1% and 80.9%, respectively.
Clearly, the rate of sediment load reduction is much greater
than that of runoff reduction. For the runoff reduction,
human activitiesmade a contribution of 68% and the remain-
ing 32% was associated with climate change. In contrast,
the anthropogenic impacts contributed 75% to the sediment
load reduction, and the climate change was responsible for
the remaining 25%. Thus, human activities had been the
dominant influence factor for both the runoff and sediment
load reductions in the Xiliugou basin.

5. Discussion

5.1. Impacts of Climate Change. As disclosed in Table 2, both
the runoff and sediment load are more closely related with
precipitation in the Xiliugou basin. Thus, when there was
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Table 2: Correlation coefficients between annual runoff, sediment load, and meteorological indices.

Annual precipitation Mean annual temperature Annual days of strong wind Annual days of sand-dust storms
Runoff 0.61** −0.14 0.13 0.22
Sediment 0.40** 0.01 0.08 0.12
**Significant at the 0.01 level.

Table 3: Correlation coefficients between annual runoff, sediment load, and precipitation with different daily precipitation thresholds.

Categories of rainfall (mm)
Daily rainfall ≥0 Daily rainfall ≥5 Daily rainfall ≥10 Daily rainfall ≥15 Daily rainfall ≥20 Daily rainfall ≥30

Runoff 0.60** 0.64** 0.69** 0.74** 0.77** 0.75**

Sediment 0.39** 0.43** 0.48** 0.51** 0.53** 0.54**
**Significant at the 0.01 level.

Table 4: Contributions of precipitation variation and human activities to changes in runoff.

Period Precipitation Observed runoff Simulated virgin runoff Effect of precipitation Effect of human activities
(mm) 𝑊

𝐼
(104 m3) 𝑊

𝑆
(104 m3) 𝑊

𝐶
(104 m3) 𝜂

𝐶
(%) 𝑊

𝐻
(104 m3) 𝜂

𝐻
(%)

1960–1998 119.45 3231.05 — — — — —
1999–2012 99.34 1805.58 2767.78 −463.27 32% −962.20 68%

Table 5: Contributions of precipitation variation and human activities to changes in sediment load.

Period Precipitation Observed sediment load Simulated virgin sediment load Effect of precipitation Effect of human activities
(mm) 𝑊

𝐼
(104 t) 𝑊

𝑆
(104 t) 𝑊

𝐶
(104 t) 𝜂

𝐶
(%) 𝑊

𝐻
(104 t) 𝜂

𝐻
(%)

1960–1998 119.45 544.21 — — — — —
1999–2012 99.34 104.13 434.18 −110.02 25% −330.05 75%

Table 6: Differences of precipitation, runoff, and sediment load of the Xiliugou basin between natural period and impact period.

Annual
runoff

Annual
sediment
load

Daily rainfall
≥0

Daily rainfall
≥5

Daily rainfall
≥10

Daily rainfall
≥15

Daily rainfall
≥20

Daily rainfall
≥30

(104 m3) (104 t) (mm) (mm) (mm) (mm) (mm) (mm)
1960–1998 3231.1 544.2 290.8 239.5 184.1 146.4 119.5 92.2
1999–2012 1805.6 104.1 286.1 230.0 172.2 128.7 99.3 75.0
Percentage of
change −44.1% −80.9% −1.6% −4.0% −6.5% −12.1% −16.8% −18.6%

a reduction in rainfall in the period from 1999 to 2012, it
was expected that a fall occurred in runoff and sediment
load. The runoff and sediment load of the basin decreased
by 44.1% and 80.9%, respectively (Table 6). To the total
reductions of runoff and sediment load, as mentioned above,
the contributions of climate change were estimated to be 32%
and 25%, respectively. This means that the rainfall decrease
in the years from 1999 to 2012 induced a reduction of 14.1%
in runoff and a reduction of 20.2% in sediment load in
the basin. Nevertheless, it is not the changes of all sizes of
rainfall strength that are responsible for the reduction of
runoff or sediment load. Table 3 shows that the annual runoff
and sediment load are more closely related with the annual
precipitation of the higher daily rainfall. In other words, the
runoff and sediment load in the Xiliugou basin are sensitive
to rainfall intensity. Hence, it is the reduction of storm and

heavy storm rainfalls that induces the reduction of the runoff
and sediment load. The annual precipitation of the daily
rainfall ≥20mm, used in this study for deriving the effect of
climate change, decreases by 16.8% (Table 6).Thus, a decrease
of effective rainfalls tends to cause a bit lower percentage
(14.1%, as given above) of runoff reduction and a slightly
higher portion (20.2%) of sediment load reduction in the
Xiliugou basin.

Many previous studies used the total annual rainfall to
investigate the contributions of precipitation change to runoff
and sediment variations [11, 15, 29, 31, 50–53]. However, in
arid and semiarid regions, the rainfall intensity is important
for runoff generation and soil erosion [21]. As stated above,we
choose the annual rainfall series with daily rainfall ≥20mm
to estimate the effects of precipitation change on runoff and
sediment load based on the correlation coefficients between
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Table 7:Contributions of precipitation variation andhuman activities to changes in runoff and sediment loadwith different daily precipitation
thresholds.

Categories of rainfall (mm) Runoff Sediment load
Effect of precipitation Effect of human activities Effect of precipitation Effect of human activities

Daily rainfall ≥0 2.9% 97.1% 9.4% 90.6%
Daily rainfall ≥5 7.4% 92.6% 11.8% 88.2%
Daily rainfall ≥10 10.6% 89.4% 13.6% 86.4%
Daily rainfall ≥15 21.1% 78.9% 19.1% 80.9%
Daily rainfall ≥20 32.5% 67.5% 25.0% 75.0%
Daily rainfall ≥30 19.7% 80.3% 27.9% 72.1%
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Figure 5: Regression relations of cumulative precipitation (daily precipitation ≥20mm) with cumulative runoff and sediment load in 1960–
1998.

the six categories of annual precipitation and runoff/sediment
load. Here, to illustrate the importance of selecting a proper
category of annual rainfall, we made an investigation about
the effects of adopting annual rainfall with different inten-
sities on the estimated contributions of rainfall changes
to runoff and sediment variations. As shown in Table 7,
the effects of precipitation change on the deviations of
runoff and sediment load vary with different categories of
annual precipitation. For runoff, except the sixth category,
the contribution rate by rainfall changes increased gradually
while that by human activities declined correspondingly.
Comparing the percentage of change of the rainfall in Table 6
with the contribution rates of different annual precipitation
categories in Table 7, we can find that the contribution rates
by precipitation variation increase with the percentage of
change of annual rainfall in different categories between
natural period and the impact period. We think that the
lower contribution rates derived from the first four annual
precipitation categories underestimate the effects of climate
change. The reasons are that the rainfall with a low intensity
may not generate runoff in this semiarid basin. When the
amount of rainfall with a low intensity does not change
noticeably from the first to the second period as illustrated
by the lower differences of the first four annual precipitation

categories between the two periods, the lower difference of
the total of both low and high rainfall between the two
periods will dampen the true effects of changes in high
runoff-generating rainfall on runoff variations. As to the
exception in the case of the sixth category, it might be the
result of excluding some rainfall which can generate runoff.
For the sediment load, the contribution rates by rainfall
changes also increase gradually with rainfall intensity. Again,
the lower contribution rates derived from the first four annual
precipitation categories underestimate the effects of climate
change for the same reasons. Therefore, when we calculate
the contributions of precipitation and human activities to the
changes in runoff and sediment load, we should consider
the influences of rainfall intensity to avoid overestimating or
underestimating the contribution by rainfall variation.

5.2. Impacts of Human Activities. In this paper, the anthro-
pogenic contributions to runoff and sediment load reduc-
tions in one of the ten small tributaries were found to be 68%
and 75%, respectively, during 1999–2012. These estimates are
consistent with those given in previous studies for watersheds
in the middle Yellow River, which is located on the south of
the ten small tributaries. Since the late 1970s, the streamflow
and sediment load in the Yellow River basin have decreased
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Figure 6: Changes of vegetation coverage in the Xiliugou basin.

greatly owing to anthropogenic impacts such as building
dams and soil-water conservations [4, 27, 31]. The study by
Gao et al. [31] suggested that human activities were respon-
sible for 72% and 87.8% of the runoff and sediment load
decreases in the middle Yellow River basin. For the Wuding
River, which is one of the large tributaries in the middle
Yellow River, it was estimated that the human activities
accounted for 70% of the runoff reduction [47] and 88.9% of
the sediment decrease [51]. Liang et al. [52] addressed that
human activities contributed 60% to the streamflow decrease
in the Kuye River basin in the north part of themiddle Yellow
River. In another tributary of the middle Yellow River, the
Huangfuchuan River basin, 70% of the runoff decline was
related to human activities [53]. All these studies indicated
that human activities had become the dominant influence
factor for the reductions of runoff and sediment load in the
middle YellowRiver in recent decades and this study finds the
same phenomenon in the upper reaches of the Yellow River.

Soil and water conservation measures were implemented
in the Yellow River basin as early as the 1950s and intensified
in the late 1970s [27]. In contrast, the soil and water conser-
vation measures were applied to the Xiliugou basin in a later
period [54]. By the end of 2007, 26,020 ha of forests and 976 ha
of grass had been planted, 2,100 ha of enclosure had been
built, and the number of check dams reached 47 [55]. The
total conservation area accounted for approximately 37.80%
of the total basin area. Based on the AVHRR-NDVI and
MODIS-NDVI data, the vegetation coverage in the Xiliugou
watershed in the period from 1981 to 2010 was calculated by
using the dimidiate pixel model [56]. Clearly, the vegetation
coverage in the Xiliugou basin increased significantly from
1981 to 2010 (Figure 6). The mean vegetation coverage in
the period of 1999–2010 reached 44%, increased by 10%
compared with the period of 1981–1998. As shown in Figure 2
and Table 6, there was not a significant increasing trend in
precipitation in the Xiliugou basin but a noticeable reduction
in the years of 1999–2012. Considering that water availability
is the control element for vegetation growth in this semiarid
region, the rise of vegetation coverage in the basin could be
attributed principally to the implementation of conservation
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Figure 7: Frequency distribution of discharge.

measures including afforestation, grass-planting, and enclo-
sure. Thus, it is soil and water conservation measures that
have played an important role in the reduction of the runoff
and sediment yield in the Xiliugou basin.

5.3. Changes of Water-Sediment Relation and Flow Frequency
Distribution and Some Implications. A reduction of runoff in
the impact period in the Xiliugou basin has been revealed
above. Nevertheless, this is not applicable to the full water
discharge spectrum. Figure 7 shows the frequency distri-
bution of different categories of water discharge in both
the reference and impact periods. It is demonstrated that,
during the impact period, the frequency of discharge between
0 and 5m3/s increased and that between 5 and 1000m3/s
decreased. For the water discharge larger than 1000m3/s, the
frequency changed little. This discrepancy in the changes of
flows in different size intervals can also be attributed to the
implementation of soil and water conservation measures. As
mentioned above, the vegetation coverage in Xiliugou basin
increased significantly from 1981 to 2010 owing to the soil
and water conservation practices (Figure 6). By intercepting
precipitation, enhancing evaporation, and increasing infiltra-
tion, vegetation can reduce the total runoff but may elevate
the runoff of low flows. This should be the main reason for
the increase of water discharge in the range of 0–5m3/s and
the decrease of flows within 5–1000m3/s.

Clearly, in the Xiliugou basin, it is reasonable to reach the
fact that the reduction of sediment load mainly results from
the decrease ofmoderate flows, which are the events, as stated
by Wolman and Miller [57], that tend to carry the largest
portion of sediment in most rivers. Consequently, with the
reduction of moderate flows and the increase of low flows,
a higher portion of sediment load than that for runoff was
reduced during the impact period.

Besides the discrepancy of runoff changes for different
flows, the higher percentage of sediment load reduction
than runoff (indicated by 80.9% versus 44.1%) in the impact
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period must be also partly associated with the changes in the
relation betweenwater discharge and sediment concentration
(the water-sediment relation). The scatter plot between daily
discharge and sediment concentration in the flood season
is shown in Figure 8. It can be seen that the sediment
concentration in the impact period was much lower than
that in the natural period at the same water discharge in
the range 300–1100m3/s. This means that the reduced flows
in the impact period carried a much lower sediment load.
The reduction in sediment concentration for the same water
discharge should be the result of reduced sediment yield on
the slopes under the same climate, which have been applied
with soil and water conservation measures. Therefore, the
implementation of soil and water conservation measures in
the basin has been the principal cause for a higher portion of
sediment load reduction and a higher contribution of human
activities to the reduction than those for the runoff in the
Xiliugou basin in the period of 1999–2012.

6. Conclusions

In this study, we analyzed the patterns of change in the
runoff and sediment load in the Xiliugou basin from 1960 to
2012 and separated the effects of climate change and human
activities on the reductions of runoff and sediment load in
1999–2012. Our conclusions are as follows.

(1) The annual runoff and sediment load of this basin
decreased significantly at the 99% confidence level
during the period 1960−2012, while no significant
trend was detected in the annual precipitation.
According to the abrupt changes in 1998 identified in
the runoff and sediment series, the years from 1960
to 2012 were divided into two periods: 1960–1998 and
1999–2012. Comparing with the period 1960–1998,
the runoff and sediment load over 1999–2012 reduced
by 44.1% and 80.9%, respectively.

(2) Human activities were the major drivers of the runoff
and sediment load variations in the Xiliugou basin
recently. They induced 68% and 75%, respectively, of
the reductions of runoff and sediment load during
1999–2012, while climate change was responsible for
the remaining reductions.

(3) Different contribution rates of rainfall changes to
the deviations of runoff and sediment load could
be produced by using different categories of annual
precipitation, so we should pay attention to the
effects of rainfall intensity to avoid overestimating or
underestimating the contributions of rainfall changes
to the variations of runoff and sediment load.

(4) A further inspection on the changes in flow fre-
quency distribution and the water-sediment relation
indicated that the implementation of soil and water
conservation measures should be the main reason
for the phenomenon that the frequency of flows
between 0 and 5m3/s increased and that between 5
and 1000m3/s decreased during the impact period
and also for the sediment load reduction and the
contribution of human activities to the reduction
being much higher than those for the runoff.
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[5] J. Němec and J. Schaake, “Sensitivity of water resource systems
to climate variation,” Hydrological Sciences Journal, vol. 27, no.
3, pp. 327–343, 1982.



Advances in Meteorology 11

[6] N.W. Arnell, “Climate change and global water resources: SRES
emissions and socio-economic scenarios,” Global Environmen-
tal Change, vol. 14, no. 1, pp. 31–52, 2004.

[7] P. C. D. Milly, K. A. Dunne, and A. V. Vecchia, “Global pattern
of trends in streamflow and water availability in a changing
climate,” Nature, vol. 438, no. 7066, pp. 347–350, 2005.

[8] I.-W. Jung and H. Chang, “Assessment of future runoff trends
undermultiple climate change scenarios in theWillamette River
Basin, Oregon, USA,” Hydrological Processes, vol. 25, no. 2, pp.
258–277, 2011.

[9] U. Scherer, K. Gerlinger, and E. Zehe, “Modeling climate
change impact on surface runoff, erosion and sediment yield
in agriculturally used catchments,” in Proceedings of the EGU
General Assembly Conference Abstracts, vol. 12, p. 5864, Vienna,
Austria, May 2010.

[10] P. K. Naik and D. A. Jay, “Distinguishing human and climate
influences on the Columbia River: changes in mean flow and
sediment transport,” Journal of Hydrology, vol. 404, no. 3-4, pp.
259–277, 2011.

[11] P. Gao, V. Geissen, C. J. Ritsema, X.Mu, and F.Wang, “Impact of
climate change and anthropogenic activities on stream flow and
sediment discharge in the Wei River basin, China,” Hydrology
and Earth System Sciences, vol. 17, no. 3, pp. 961–972, 2013.

[12] G. Zhao, X.Mu,A. Strehmel, andP. Tian, “Temporal variation of
streamflow, sediment load and their relationship in the Yellow
River Basin, China,” PLoS ONE, vol. 9, no. 3, Article ID e91048,
2014.

[13] Z. Ye, Y. Chen, and X. Zhang, “Dynamics of runoff, river
sediments and climate change in the upper reaches of the Tarim
River, China,” Quaternary International, vol. 336, pp. 13–19,
2014.

[14] X. Mu, X. Zhang, H. Shao et al., “Dynamic changes of sediment
discharge and the influencing factors in the YellowRiver, China,
for the recent 90 years,” CLEAN—Soil, Air, Water, vol. 40, no. 3,
pp. 303–309, 2012.

[15] X. X. Lu, L. S. Ran, S. Liu, T. Jiang, S. R. Zhang, and J. J. Wang,
“Sediment loads response to climate change: a preliminary
study of eight large Chinese rivers,” International Journal of
Sediment Research, vol. 28, no. 1, pp. 1–14, 2013.

[16] A. Vacca, S. Loddo, G. Ollesch et al., “Measurement of runoff
and soil erosion in three areas under different land use in
Sardinia (Italy),” Catena, vol. 40, no. 1, pp. 69–92, 2000.

[17] N. Fohrer, S. Haverkamp, K. Eckhardt, and H.-G. Frede,
“Hydrologic response to land use changes on the catchment
scale,” Physics and Chemistry of the Earth, Part B: Hydrology,
Oceans and Atmosphere, vol. 26, no. 7-8, pp. 577–582, 2001.

[18] W. D. Erskine, A. Mahmoudzadeh, and C. Myers, “Land use
effects on sediment yields and soil loss rates in small basins of
Triassic sandstone near Sydney, NSW, Australia,” Catena, vol.
49, no. 4, pp. 271–287, 2002.

[19] A. Lufafa, M. M. Tenywa, M. Isabirye, M. J. G. Majaliwa, and
P. L. Woomer, “Prediction of soil erosion in a Lake Victoria
basin catchment using a GIS-based Universal Soil Loss model,”
Agricultural Systems, vol. 76, no. 3, pp. 883–894, 2003.

[20] F. H. Hao, L. Q. Chen, C. M. Liu et al., “Impact of land use
change on runoff and sediment yield,” Journal of Soil andWater
Conservation, vol. 18, no. 3, pp. 5–8, 2004.

[21] W.Wei, L. Chen, B. Fu, Z. Huang, D.Wu, and L. Gui, “The effect
of land uses and rainfall regimes on runoff and soil erosion in
the semi-arid loess hilly area, China,” Journal of Hydrology, vol.
335, no. 3-4, pp. 247–258, 2007.

[22] T. Homdee, K. Pongput, and S. Kanae, “Impacts of land cover
changes on hydrologic responses: a case study of Chi River
Basin, Thailand,” Journal of Japan Society of Civil Engineers
Series B1 (Hydraulic Engineering), vol. 55, pp. S31–S36, 2011.

[23] Z. H. Shi, X. D. Huang, L. Ai, N. Fang, and G.Wu, “Quantitative
analysis of factors controlling sediment yield in mountainous
watersheds,” Geomorphology, vol. 226, pp. 193–201, 2014.

[24] W. Sun, Q. Shao, J. Liu, and J. Zhai, “Assessing the effects of
land use and topography on soil erosion on the Loess Plateau
in China,” Catena, vol. 121, pp. 151–163, 2014.
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