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Abstract. The existence of comput ation-universal one-dimensional
cellular automata with seven stat es per cell for a tr ansition funct ion
depending on the cell itself and its nearest neighbors (r = 1), and
four states per cell for r = 2 (when next-nearest neighbors also are
included) , is shown. It is also demonstr ated that a Turing machine
with m tape symbols and n internal states can be simulated by a
cellular automaton of range r = 1 with m + n + 2 states per cell.

1. Introduction

T he hist ory of cellu lar automata (CA) begins with the elabo rate design of a
two-dimensional automaton with 29 states per cell cap ab le of universal com­
putation and self-reproduction worked out by von Neumann in 1952-53 [1]
(t he details of the construction were completed by Burks and his st ud ent,
Thatcher [1, 2]). The goa l of the theory of automata envisaged by von Neu­
mann was an understanding of the fundamental organizational principles of
complex automata, natural and artificial. This led him to study two prob­
lems, that of reliable computation in the pr esence of noise [3] and that of
the logical and organizat ional requirements for self-reproduction. He first
considered a less abstract kinematic model of self-reproduction; the use of
a cellular automaton was suggested by Ulam. The cellular automaton con­
structed by von Neumann was required to be both comp utat ion un iversal,
to guarantee nontrivial behavior, and const ruction uni versal, to be capable
of self-repro duction.

T he von Neumann construction was simplified and improved in several
respects by Codd [4]; in part icular the tr ansition fun cti on was made isotropic
and 'the nu mber of states per cell required was reduced to eight . T his number
was later reduced to four states per cell by Banks [5].

It is quite natural to treat the properties of computation un iversality and
self-reproduction separately in this cont ext, and in this ar ticle we shall only
consi der computation universa lity in cellular au tomata. If one only requires
computat ion universali ty of a two-dimensional cellular automaton with the
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von Neumann neighb orhood (the cell it self and its four near est neighbors
on a squa re lattice) , it has been shown by Banks [5J that three states per
cell are sufficient if th e computation is requi red to be performed by a finit e
configuration in a blank background, and that two states per cell are sufficient
if a periodic background is allowed. For a Moore neighborhood consist ing of
the cell and its eight nearest neighbors on a two-dimensional square lattice,
two states per site are sufficient (even in a uniform background); th e famous
Game of Life is known to be computat ion universal [6J.

Cellular automata in one spat ial dimens ion have also been shown to be
cap abl e of uni versal computat ion . In the case of a t ransition function de­
pending on the value of th e cell its elf and its right and left neighbors at the
previou s time-st ep (a CA ru le of range r = 1), a computation-un iversal cellu­
lar automa ton with 18 states per cell (k = 18) was constructed by Smith III
[7], who also gave const ruc tions with larger neighborhoods and fewer states
per cell. These cellular automata were shown to be universal by constructing
a simulation of a universal Turing machine. T he number of state s neces­
sary for r = 1 was recent ly reduced to 14 by Albert an d Culik II [8], whose
universal cellular automaton was actually capable of simu lating any other
one-dimensional cellular automaton.

However , even ext remely simple one-dimensiona l cellular automaton ru les
can show very complex behavior (e.g ., [9, 10]). Wolfram has suggest ed that all
cellular automa to n rul es belonging to class 4 in his phenomenological classifi­
cation scheme [l lJ could be capable of unive rsal computation [12J. Examples
of such rules can be found with three states per cell for T = 1 and with
two states per cell for r = 2. Embedding comp utation in these simple one­
dimensional cellular automata would presumably require using propagating
compos ite obj ects (parti cles) for the transfer of information (one might even
speculate on the possibility of uni versal comp utation in k = 2, r = 1 CA
rule 110, for which the existence of an infinite hiera rchy of composit e obj ect s
propagating with different velociti es in a temporally and spatially periodic
ba ckground is known [9, 13]). For these simp le rules it is generally the case
that such propagating ob jects are quit e complex and hard to discover; fur­
thennore, their collision properti es cannot be tailored at will . This has lead
some authors to inst ead consider so-called filter automata [14-16J, which are
up dated sequen tially (the ru le for updating a site dep ends on states at the
present time step on one side of th e site and on states at the previou s time
step on the other) . Such automata can in some cases support very large
numbers of propag ating st ruct ures, which may often disp lay soliton-like be­
havior , meaning that particles retain th eir identit ies after collisions . This is
clearl y desirable if one wants to construct a more practical computational
device than a Turing machine.

In thi s article we shall approach the problem of embedding computation
in a one-dimensional cellular automaton from a different angle; inst ead of
choos ing a particular rule and then searching for useful propaga ting st ruc­
t ures, we will design cellular automaton rules so that th ey support simple
propagatin g st ructures . \iVe th en prove computation universality by designing
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the ru le so that the collisions of th ese obj ects can be used in the simulation
of a un ivers al Turing machine. If in particular the universal Turing machine
with four tape symbols and seven internal states constructed by Minsky [17]
is used , we find that seven states per cell ar e sufficient for T = 1 and that
four states per cell suffice for T = 2. These cellular automaton ru les use a
periodic background; we also give improved bounds on the number of st ates
in the case of a un iform background.

This article is organized as follows. In section 2 some general formal­
ism is introduced . Sect ion 3 describes two ways of simulating an ar bit rary
Turing machine by a cellular automaton that lower known bounds on the
nu mber of states needed. Our ma in results are found in section 4, which con­
tains the const ruct ions of the small computation-universa l cellu lar automata
mentioned above. Sectio n 5 contains a summary and discussion.

2. General formalism

We now consider a one-dimensional cellular automaton of range T , with vari­
abl es a, at each sit e taking values in a finite set of symbols ~, where I ~ I = k,
and with dynamics given by a local tr an siti on rul e ¢i : ~2r+l ----+ ~,

(Ji(t +1) = ¢i ((Ji- r(t ), (Ji-r+l(t) , . . . , (Ji+r(t )) (2.1)

T his local transit ion rule th en induces a global cellular automaton mapping
<l> : ~z ----+ ~z on a one-dimensional bi-infini te lattice.

A cellular automaton is said to be computation universal if it can compute
any partial recursive function, which for example may be pro ven by show­
ing that the cellular automaton can simula te a un iversal Turing machine.
Variou s definitions of computation uni versality for a cellular automaton can
be imagined, differing in technical det ails such as the class of initial states
allowed and the allowed methods of det ecting th e end of a computati on and
interpret ing th e resu lt . Vie shall in some cases use a notion of comp utatio n
un iversalit y that differs slight ly from th at traditi onally used , in th at we al­
low the simulat ion to take place in a periodic background, possib ly periodic
both in space and ti me (this has sometimes been cons idered in the older
lit erature as well [5, 18]). Traditi onally, th e existence of a unique qui escent
st at e q (where ¢i(q, q, q) = q) has been assumed, and the initi al st ate has
been required to have only a finite nu mb er of symbols different from q (e.g .,
[4, 7, 8]).

Our motivation for considering a mor e general notion of simu lati on is
not only that we see lit tle significant difference between starting from an
infin ite sequence of spat ial period one (consistin g of only quiescent st ates)
and start ing from a background of any ot her fixed period (which in both
cases is th en modified in a fini te number of positi ons to produce the initi al
state), but mor e importantly that th e simplest existing cellu lar automaton
rules that are candidates for computation universality (such as II. = 2, T = 1
CA ru le 110, or k = 3, l ' = 1 totalisti c rule 824 where the ru les are numbered
according to the conventions of Wolfram [19]) in fact do requi re a periodi c
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background pattern for the pro pagation of particles . One may also note
that if the more rest ricte d notion of simulation in a quiescent background
is adopte d , Codd has shown that no computation-universal cellu lar automa­
ton exist s in two dimensions with k = 2 and a rotation symmetric five-cell
neigh borhood [4] . This rather ingen ious proof based on signal propagation
properties can be simplified to apply to the case of one dimension; one then
finds that no one -dimensional k = 2, r = 1 cellular automaton ru le can be
computat ion un iver sal. This result dep ends crucially on the assumpt ion of
a quiescent backgroun d (as mentioned in the introduction, Banks has con­
st ructed a two-di mensional k = 2 rule with the von Neumann neighborhood
that is computation un ivers al in a periodic background [5]); our point of view
is to consider this an argument for abandoning this restriction .

T he notion of simulation we will use can be describ ed in a somewhat
more formal way as follows. Vve assume that we are given a Tur ing machine
M, which defines a part ial rec ur sive functi on I1i : T ----+ T , where T is some
countable set of Turi ng machine tapes, poss ibly required to have finite sup­
port (i.e., a fin ite number of nonblank symbols) . The cellular automaton
mapping <I> : EZ ----+ E Z is said to simul at e the Turing machine M if there
exis t mappings h : T ----+ EZ and 9 : EZ ----+ T , a finite st ring c of symbols
in E , and a finite time N, so that l1i(t) = g(<I>N(h(t) EB c)) whenever l1i( t ) is
defined . Here the operat ion EB denotes either the insertion of, or the rep lace­
ment of blanks by, a string c E E* representing the Turing machine head and
init ial st at e. T he fun ctions 9 and h should obey some suitable restriction to
ensure that the computat ion is done by the cellular automaton, not by t he
coding or encoding. Our examples are covered by assuming h to be an e-Iree
homomorphism (which maps each t ape symbol to some nonempty string of
symbols in E ) and 9 to consist of an optional st ep where remnants of the
head are removed (in some of our constructions the head erases itself at the
end of a computat ion; this st ep is then unnecessary), followed by the inverse
homomorphism h - 1. One should also require that the time N at which the
computation ends can be det ect ed through some simple operation. In our
examples, the end of a computat ion is indicated by reaching a fixed po int
of the time evolut ion (or in one case by reaching a temporal cycle of length
two) . This could either be det ermined by comparing configurations at dif­
ferent time st eps or by checking whether one of the finite subconfigurations
represent ing the head is present.

The uni versal Turing machine that act ually will be simulated in section 4
is the (4,7) (four tape symbols and seven internal states) machine constructed
by Minsky [17]. The tr an sition table of this Turing machin e is given in
table 1.

T here are four tape symbols , y , 0, 1, and A, where 0 functions as the
blank symbol, and seven inte rn al st at es denoted 1. .. 7. In sect ion 4 we shall
make use of the stru ct ure of this particular ma chine to minimize the number
of cellular automaton states; we th erefore note that not all combinatio ns of
out -states and left/right moves are allowed. In fact only 9 out of the 14
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y 0 I A
I OL OL I L[ 2 IL
2 OL/ I yR AR yR/6
3 yL HALT AL IL/4
4 yL yR /5 IL/7 IL
5 yR yL /3 AR IR
6 yR AL/3 AR IR
7 OR yR/6 IR OR / 2

Table 1: The transition table of the (4,7) Turing machine constructed
by Minsky. The table shows the symbol written, the move, and the
resulting internal state, when a symbol a is read in state q. If no new
state is given, the machine remains in the same state.
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conceivable combinations are allowed, namely R/2 , R/5, R/6, R/7, L/I,
L /2, L/3, L /4, an d L/7.

3. Simulation of an a rbitrary Turing machine

In this section, two ways of let t ing a one-dimensional cellular automaton sim­
ulate an arbitrary (m,n) Turing machine will be described . A construction
by Smith III [7] accomplished this using m +2n states; we shall describe how
this number may be reduced, either by using a periodic background or by
making use of the detailed st ru ctur e of the Turing machine being simulated.

The first of our constru ct ions uses a periodic background, and simulates
an arbitrary Turing machine using k = m +n +2 states per cell- m states
for the tape symbols ai, n states for the int ernal states of the Turing machine
(symbolically denoted by q below), and two auxi liary states, denoted x and
y below. The transitio n function of this cellular automaton (or rather the
part of the transition funct ion fixed by the simulation) is given in table 2;
its operation during a right and a left move is shown below. A halting com­
putation is handled by rep lacing the q representing the state by a symbol y.
T he cellu lar automaton then enters a temporal cycle of length two.

x ao x q a x a l x x ao x q a x al x
y ao y q' a' Y a l y y ao y a' q' Y al Y
x ao q' x a' x al x x ao x a' x q' a l x

x ao x a q x al x x ao x a q x a l x
y ao y q' a' Y al Y y ao Y a' q' Y al Y
x ao q' x a' x al x x ao x a' x q' al x

The two auxiliary symbols x and y serve as it modulo two clock, which
means that one can have interactions taking place at even t imes an d moves
at odd t imes . This cellular automaton thus simulates an arbitrary Turing
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xo-x o-xo- o-xq xqo- qo-x xo-q o-qx qxo- o-xx xxo-

0- Y y q'/o-'/y o-'/q' q'/o-' 0-' /q' /y y y y

yo-y o-yo- o-yq yqo- qo-y yo-q o-qy qyo- o-yy yyo-

0- X q' X 0-' 0-' X q' X X

Table 2: The transitions fixed by Turing machine simulation for the
k = m + n + 2 universal cellular automaton. Here q and 0- denote
arbitrary internal states and tape symbols and q' and 0-' denote the
results of a Turing machine transition (q,o-) --+ (q',a ') . When the
transition function depends on the direction of the TM move , this is
indicated by giving left/right(fhalt) alternatives.

machine in twice linear time using k = m + n + 2 states per cell. If the
(4,7) Turing machine discussed in section 2 is used (or the (5,6) almost­
Turing machine constructed by Watanabe [20], which requires a periodic
background; for a discussion of small Turing machines see [21]) one obtains
a computation-universal cellular automaton with k = 13 and r = l.

Universal cellular automaton ru les with higher r can be obtained by cod­
ing the ru le constructed above in different ways; for r = 2 one can let the
tape symbols, x and y, remain intact and use a single additional symbol S.
The seven internal states can then be represented as S followed by one of the
seven symbols introduced. The cellular automaton ru le constructed above
can easi ly be adapted to this coding, which yields a universal k = 7, r = 2
ru le. Other simple codes give universal cellular automata with k = 5 for
r = 3, k = 4 for r = 4, k = 3 for r = 5, and k = 2 for r = 9. These results
will be improved in our next section; we therefore leave out the details.

Another, somewhat simpler way of simulating an arbitrary Turing ma ­
chine using an r = 1 cellular automaton is obtained by using a local symbol
set B consisting of all tape symbols a, together with all allowed combinations
of left/right moves and internal states of the Turing machine, here denoted
q; and Ch respectively (indices i and j run over the appropriate subsets of the
internal states) . This yields a total number of states k equal to m + (number
of allowed combinations of L / R moves and internal states) :::; m + 2n . This
is essentially the simulation given by Smith III [7]; we have only added the
observation that in general it is not necessary to use all 2n combinations of
moves and states. This cellular automaton simulates the Turing machine in
linear time; the details of the construction should be obvious from the two
examples below (an initially left-moving head is treated similarly)

• •. 0-0 0-1 q C:3 0-3 ...

..• 0-0 0-1 0-; q 0-3 .. •

0-0 0-1

0-0 0-1

q 0-2 0-3

'Ii' 0-; 0-3

If the (4,7) machine of Minsky's described in section 2 is used, we find
that k = 13 is sufficient for universality for r = 1, since only 9 combinations



Universal Computation in Sim ple One-Dim ensional CA 305

of moves and int ernal states can occur. We may also note that this simulation
takes place in th e traditional quiescent ba ckground, with a quiescent state
equa l to th e blank symbol. This cellular automa ton rule can be coded in
various natural ways for higher r; if, for example, the head is represent ed
by two symbols instead of one, while th e tape symbols are left int act , we
obtain a universal k = 7, r = 2 cellular aut omaton, since the 9 possible pa irs
obtained using 3 symbols in addition to the tap e symbo ls are sufficient to
represent all move/state combinations. Other codings left as exercises for th e
reader give k = 5 for r = 3, k = 4 for r = 4, k = 3 for r = 5, and finally k = 2
for range r = 9. Th ese are exactly th e same values as obtained above; to
improve on these we believe th at one has to int roduce composite objects to
represent the int ernal states and/or th e tape symbols, which is what we sha ll
do next . For the ru les described in this sect ion , full information on the state
transition (the tap e symbol being read and the intern al state) is available
in the neighborhood of each site that is changed at the next time step as
a result of the trans ition. This will no longer be the case in the following
section .

4 . Small universal cellula r automata

In this section we shall attempt to redu ce as far as poss ible the number of
cellular automaton states needed for universal comp utation. In th e preceding
sect ion, states and tape symbols of th e Turing machine were repr esent ed by
the values of single sites (for r = 1), which resulted in a minimal state count
of k = 13. To improve this , we believe th at composite objects have to be
used , and our approach here will be to design the cellular automaton ru le
so that particles with collisions appropriate for the simulation of a universal
Turing machine exist . Solving the constraints of hav ing collisions suitable for
the simulation of a certain Turing machine is a highly nontrivial task , which
we sha ll attempt to simp lify by using th e smallest conceivable propagating
objects.

For r = 1 we use a representation where the Turing machine head (and
int ern al st at e) is represented by a left- or right-moving particle consisting of
two symbols and where the tape symbols are represented by single st ationary
symbols separated by a number of blanks. The code used in th e solution
shown in table 3 represents an internal state as a particle of length two
consisting of a tag symbol T indicating the direction in which th e particle is
moving and one additional symbol that determi nes the state. Since there are
four right-moving and five left -moving st at e/move combinations, five different
symbols in addition to t he tag symbol are needed to represent th e state; one
of th ese will only occur in a left-moving combinat ion. For these five symbols
we will use th e Turing machine tape symbols y , 0, 1, and A, together with
one auxiliary symbol B. vVe have thus fixed part of the transition funct ion by
requi ring yT, aT, IT, and AT to be right-moving particles in a background
of blank symbols, by similarly requiring Ty, TO, Tl , T A , and T B to be
left-moving, and by requiring y, 0, 1, and A to be stationary in a blank



306 Kristian Lindgren and Mats G. Nordahl

y T y y T 0 y T 1 y T A
y B y y B 0 y 0 1 Y A A
B y 0 B 1 Y A yT o i T
T y A A A y A y T y 1 T

T y 0 o 0 A
y y T
y y T

o T y o T 0 o T 1 o T A
o B y o B 0 00 1 o A A
1 A 0 1 y y y 0 T B T T
lOT T 1 Y A o T 1 o T
B o T T 1 y
y o T

1 T y 1 T 0 1 T 1 1 T A
1 B y 1 B 0 101 1 A A
A A 0 A 0 y B IT lIT
o 1 T 1 y A A 1 T 1 1 T
y 1 T T 1 0

T 1 B B
T 1 A

A T y
A B y
B A 0
y A T
O AT

A T 0
AB O
BA y
y A A
o 1 T
y 1 T

A T 1
A 0 1
1 A T
1 A T

AT A
A A A
o y T
o y T

y T y 0 T y 1 T y A T y
y y y o y y 1 1 y A 1 y
y B y o 0 y lOy o A y
B y 0 Y 1 A BBA B y A
T y A T y A y 1 1 T y 0

T y 0 T y 0 T O O T y B A
T 0 1 T y 1

Figure 1: Continued next page .



Universa l Computation in Simple One-Dimensional CA

y T 0 0 T 0 1 T 0 A T 0
y y 0 o y 0 110 A 1 0
y 1 A o 0 A 1 0 B o A B
T y A y y T B IB B O y

T y 0 y y T A y T y 0 A
A y T A 1 T

o 1 1 T
y 1 T

y T 1 0 T 1 1 T 1 A T 1
y y 1 o y 1 1 11 A 1 1
y 1 y o T y 1 y 0 000
T 1 y 0 T 1 A y A 1

T 1 y T 1 A o B A
1 y 1
T A Y

TA B A
TA 1
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y T A
y y A
y 1 0
T A B

T A y

y T B
y y B
y A T
O A T

o T A
o y A
o A 0
BOT
y 0 T

o T B
o y B
o 1 T
y 1 T

1 T A
1 1 A
1 B A
A B 1
B y 1
T B y

T B O O
T B 1

1 T B
1 1 B
1 A T
1 A T

A T A
A 1 A
o B A
1 y 1
T A Y

TA BA
T A 1

A T B
A 1 B
o y T
o y T

Figure 1: Cont'd. Th e result s of collisions between particles and
stationary objects for th e universal k = 7, r = 1 cellular automa ton .
The collisions take place in a background of blank symbols; these are
represented by empty posit ions in the figure.

background. It remains to show that the rest of the transit ion function can
be chosen so that t he constraints of having collisions between par ticles and
stationary ob jects corresponding to table 1 can be solved.

One solu tion to t hese const raint s is given in table 3, and t he results of
t he 36 possible collisions bet ween particles and stationary symbols for this
cellula r au tomaton rule are shown in figure 1. Here the right-moving particles
yT , OT, I T , and AT represent internal states 2, 5, 6, an d 7 of table 1, an d t he
left-moving part icles T y, TO, Tl , TA, and TB represent internal st ates 1, 2,
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3,4, and 7. This figure, together with a recipe for constructing initial states,
deco ding final states , and detecting a halt , constitutes our demonstration of
computation universality for this cellular automaton.

T he initial state for simulating the universal Turing machine is obtained
by first inserting two blanks between each pair of symbo ls on the Turing
machine tape.. This is the minimal number of blan ks needed to ensure that
t he collisions do not interfere. The Turing machine of table 1 is init ially in
state 2; to obtain the initial state for the cellular automaton we thus insert
yT to the left (or TO to the right ) of the first symbol to be read. T his
string is inserted be tween the two blanks that separate the tape symbo ls.
T he cellu lar automaton ru le is constructed so that t ap e symbols are moved
two pos it ions backwards when a Turing machine head passes thro ugh bu t
remain stationary when the head changes its direction. This ensures that
the distance between tape symbols is constant (equal to three sites), except
when they are separated by a TM head, in which case the distance is increased
by two sites.

T he simulation is then carried out by iterating the cellular automaton
mapping until a fixed po int is reached, indicating the end of the computation.
The res ulting Turing machine tape is recovered by erasing all blanks (note
that this is not quite the inverse homomorphism; when the head erases itself
it leaves two extra blanks, which first have to be removed).

The time needed for this simulation is bounded above by 7N , where N is
the numb er of steps in the computation performed by t he Turing machine .
T his upper limit follows from the length of the longest collision, together
with the fact that the tape symbols are separated by two blanks.

The solution of table 3 is by no means unique; we have found a number
of other solutions, but so far none where all collisions are of identical length
(though this easily can be accomplished by introducing an additional sym­
bol). One can also contemplate similar constructions starting from a blank
background, where the blank symbols of the Turing machine and the cellular
automaton are identified. For r = 1 we have obtained solutions wit h k = 9
in this case . This number could quite possi bly be improved further.

We have also constructed a computation-universal cellu lar aut oma to n
with k = 4 an d r = 2 using similar ideas . The transition table of this cellular
automaton is given in table 4, and the elementary collisions are shown in
figur e 2. In this case we have right -moving particles 00+ , 01+ , 10+, and
11+ (in a blank background) rep rese nting internal states 2, 5, 6, and 7, and
left- moving particles + 00, +01 , + 10, + 11, and + + 0 represen t ing int ern al
states 1, 2, 3, 4, and 7. The tape symbols y, 0, 1, and A are represented by
the st rings 00, 01, 10, and 11. The initial st ate can be obtained, for example,
by insert ing three blanks between each pair of symbols on the Turing machine
tape and then inserting the appropriate st ring (00+ or + 01) for the head .
T he t ime requi red for the simu lation is then bounded above by 5N.

T his rule can easily be modified to operate in a un iformly blank back­
gro un d if one extra state is introduced; a particle moving into a blank region
can then be designed to keep track of the distance it has moved an d act as
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if 01 (the TM blank symbol) was encountered after three ste ps . This mean s
that k = 5, r = 2 is sufficient for computation uni versality in a quiescent
background.

We have not attempted to search for universal rules with higher r in
the same manner, though in principle this could be done with mor e effort .
Instead, we can give improved bounds on th e numb er of states needed for
universality for higher r by coding the rules const ructed above in different
ways. In this way we have obtained universal rules with k = 3 for r = 4
and with k = 2 for r = 8, which improves our results from sect ion 3. A
straightforward example of a construction th at gives k = 2, r = 8 is given by
coding th e seven symbols of the r = 1 cellular aut omaton using th e length
six blocks given by 011 followed by 000, 001, 010, 100, 101, 110, or 111. The
string 011 can then appear only at block boundaries , and a range of r = 8
is sufficient to det ermine all transitions. An example of a code for r = 4,
k = 3 is given by the blocks 200 = u, 201, 210, 211, 220, 221, 222 = T.
This example is a bit more subtle; it is necessary to make use of th e detailed
properties of th e simu lat ion, in particular th e fact th at th e combinat ion TT
only can occur in the context BTTu, to see th at block boundaries can be
uniquely det ermined.

We have thus const ructed universal one-dimensional cellular automata
with k = 7 for r = 1, k = 4 for r = 2, k = 3 for r = 4, and k = 2 for
r = 8. This can be compared to previously known universal one-dimensional
cellular automaton rules, which have k = 14 for r = 1, k = 4 for r = 4, k = 3
for r = 6, and k = 2 for r = 10 [7, 8].

5. Summary and discussion

We have designed simp le cellular automaton ru les capable of universal com­
putation. Universality was shown by simula ting a small univ ersal Turing
machine. The simu lation was first done in a stra ightforward way, where
states and tape symbols of th e Turing machine all corresponded to differ­
ent cellular automaton states. To lower th e number of cellular automaton
st ates, we instead used a representation where the stat es and t ape symbols
were composite objects. The rule was th en designed so th at th e collisions of
th ese obj ect s corresponded to the st at e transitions of th e Tur ing machine.
This allowed us to construct univ ersal rules with k = 7 for r = 1 an d k = 4
for r = 2.

It is quite conceivable that the idea of designin g composite st ructures
could be extended to demonstrations of uni versality for even simpl er rules
and to th e design of other computational devices. The st ructures involved
would th en in general have to be more complex, and the discrete equa t ions
corresponding to the collision constra ints would become more difficult to
solve (this was done by hand for the cellular automaton rules of thi s ar ticle;
we have also considered using methods such as simulat ed annealing to solve
th e constraints).
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Figure 2: Continued on next page.
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Figure 2: Cont'd. The results of collisions between particles and
stationary objects for the universal cellular automaton rule of table 4.
The collisions take place in a background of blank symbols; blanks
are represented by empty positions in the initi al and final sta te, and
by u in intermediate states .

It has often been remarked that even very simple cellu lar automato n rul es
can show very comp lex behavior . Even if a cellular automaton is known
to be computation universal, this propert y refers only to a small subset of
ini ti al states and might have lit tl e bearing on the behav ior for generic initi al
st ates (a particularly striking example of this is given by the universal von
Neumann rule of Banks [5]) . Simulations of our un iversal r = 1 and l ' = 2
rules for random ini ti al states are shown in figures 3 and 4. The ru les are
only part ially fixed by th e Turing machine simulation; two natural choices
for the remaining trans itions are identity (i.e. , to keep the value of the center
symb ol) or to int ro du ce th e blank symbol in all these t ransiti on s. T he first of
these conventions is used in figure 3, the second in figure 4. We find behavior
typical of class 4 in Wolfram's classification [11].
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Table 3: The tr ansition fun ction of th e computation-universal k = 7,
7' = 1 cellular automaton. The blank symbol is represent ed by u ;
empty positions indi cate t ransit ions not fixed by th e simulation.
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Figure 3: A simulation of the k = 7, r = 1 universal CA of table 3 for
an uncorrelated initial state (with a density of blanks equal to 0.76).
Symbols y , 0, 1, A, B , u, and T are represented by

313

We have also simulated rules where the free positions in the ru le t able
were assigned random values. For the case of r = 1, where 212 out of 343
pos iti ons are det ermined by the Turing machine simu lation , a subject ive clas­
sification of 500 randomly chosen rules gave 489 instances of typical class-4
beh avior (reminiscent of figure 3) and 11 whose behavior could be described
as spat iotempor al intermittency (e.g., [22]), i.e., coexist ence of slowly evolv-
ing regular and disordered domains. l

For the r = 2 case, where only 434 out of 1024 pos itions are det ermined
by the simulation , 500 randomly chosen rules gave 66 cases wit h class-4
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Table 4: Conti nued on next page .



Universal Computation in Simple One-Dimensional CA 315

00 01 Ou 0+ 10 11 l u 1+ uO u1 uu u+ +0 +1 +u ++

u 1 0 1 0 u 1 + u 0 0 0 0 1
u 1 1 + u + 0 u 1 0 u 1 1 1 1 1
u 1u u 0 0 u

u 1+ u + 0 1 1
uu O 0 + 0 u 0 0 0 u 0 + 1 0
uu 1 1 1 1 u 1 + 1 u + 1 + 0 +
uuu u u u u u u u u u u u u + + u +
u u+ 0 0 1 0 1 1 1 0 0 0 + +
u+ O + 0 0 1 u 0 1 0
u+ 1 0 + 1 1 1 0
u+u 1 0 1 u u 0
u+ + 0 0 1
+0 0 u 0 u u u u 0
+01 0 u 0
+ Ou + u 0 u
+0 + 1 u 1 u
+ 1 0 u u u 0 1
+ 1 1 u u u u u 1
+ l u u
+1+ u
+ u O 0 u 0 1
+u 1 1 u 1 u 0
+ u u u u u u u u u 1
+ u + 0
+ + 0 u u u
++ 1 u +
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Table 4: Cont 'd. Th e transition function of the universal k = 4, r = 2
cellular autom aton. The blank symbol is represented by u; empty
positions indic ate transit ions not fixed by the simulation.

behavior, and 434 cases classified as spatiote mporal intermitten cy or class 3.
This clearly shows the effect of having a less cons trained ru le table.

T he tendency toward class -4 behavior when a larger part of the rule t a-
ble is fixed by the simulation illust rates the difference between one and two
spatial dimensions . For the one-d imensional un iversal cellu lar aut omat a dis-
cussed in this article, signals are carried by particles propagating in a const ant
or per iodic background; when most of th e ru le is fixed by the description of
their propagation and collisions, it seems likely that asymptotically one will
find a decreasing density of particles in this background. Coupled to more
irregular t ransient behavior, t his would yield behavior reminiscent of k = 2,
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Figure 4: The k = 4, r = 2 universal cellular automa ton of table 4
simulated st arting from a random initial state . The symbols 0, 1, u ,

and + are represented by-=-
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r = 1 CA rule 110, which could be classified as class 4. This argument is
only sensible if the proper background emerges from random initial states;
this could be made plausible through mean-field theory or higher-order local
structure theory [23]; here we only note (in an approximation of zeroth or­
del') that the blank symbol is the most frequent in table 3 and that a blank
background is stable.

In two dimensions, signals can be restricted to propagate on wires with­
out any significant increase of the number of states (e.g ., [5]), which makes
the spontaneous emergence of a proper background for signal propagation
unlikely. No correlation between class-4 behavior and provable computation
universality can be expected in this case. On the other hand, for the Game
of Life, where the signals (gliders) used in proving universality [6J propagate
in a blank background, class-4 behavior is observed.

One may finally note that the behavior of the universal rules of figures 3
and 4 is in some sense still simple, in that the composite structures used are
either stationary or propagate with one particular speed, which allows us to
establish the correspondence with a Turing machine. It is an open question
how to characterize the behavioral complexity of rules with more complex
sets of particles where collisions occur in a more unpredictable way.
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