
Hypothesis Testing and the 
Nature of Skeptical 

Investigations 

Testing hypotheses is the fundamental activity of scientists and skeptics. 
Now, a debate within the scientific community may be about to radically change the way 

we think about and conduct tests in the sciences. 

MASSIMO PIGLIUCCI 

"The test of statistical significance in research may be taken as an 
instance of a kind of essential mindlessness in the conduct of 
research." (Bakan 1966) 

"Statistical significance is quite different from scientific significance." 
(Cox 1977) 

In 1987 a study by Schmidt, Jahn, and Radin proved that 
it is possible for the human mind to act on matter at 
a distance. More specifically, the researchers concluded 

that their data were consistent with the idea that a per-
son could deviate—by acting at a distance—a significant 
number of particles arriving at a "quantum gate" and 
that the probability of this happening by chance was about 
p=0.0003. Before anybody rushes to his or her word 
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processors and starts typing letters of outrage to the SKEPTICAL 
INQUIRER, let me qualify the above statement. What I should 
have said is diat we should accept the above-mentioned con-
clusion / /we apply to that data set the standard statistical 

There is a slow revolution afoot in science 
that might ultimately radically alter the way 
scientists and skeptics think about the world 
and conduct their all-important business of 

testing claims of the normal and paranormal. 

lows a particular distribution (say, a bell curve), then one can 
calculate a simple statistic (known as a p-value) that tells us what 
is the probability that a score like die one observed or more 
extreme (i.e., more favorable to the telepathy hypothesis) would 

be observed in an infinite run of the experi-
ment. If diat probability is lower tfian a pre-
set threshold (usually 0.05, i.e., 5%), then 
we conclude that the hypothesis of a chance 
result has to be rejected and its complement 
(telepadiy) accepted. 

methods of hypothesis testing that scientists and skeptics learn 
from Statistics 101. Instead, if we conduct a much more sen-
sible statistical analysis (known as the Bayesian approach, for 
the curious) we would conclude that the hypothesis that the 
results were due to chance was many more times (53,263,000 
times to be exact) more probable than the hypothesis that rJiey 
really had witnessed an example of psychokinesis. 

This is important because there is a slow revolution afoot in 
science (it has been going on for several decades) that might 
ultimately radically alter die way scientists and skeptics diink 
about the world and conduct their all-important business of 
testing claims of the normal and paranormal. In order to 
understand this change let us start with a brief summary of 
Statistics 101 and its relevance to skeptical research. 

Null Hypotheses and P-Values 
According to the standard method of statistical inference, an 
investigator will formulate a research question in terms of a 
"null" (or default) hypothesis and an alternative outcome. For 
example: in an experiment on telepadiy, one wishes to test if in 
fact the subject has the ability to read anodier person's mind. 
The null hypothesis is that he doesn't, the alternative hypothesis 
is that he does. The investigator dien sets up an experiment in 
which, say, twenty-five cards widi five different symbols are pre-
sented to a person who acts as "transmitter" of telepathic infor-
mation. The "receiver" has to guess which symbol comes up 
every time. Since we know diat there is a certain probability 
(namely, one out of five) to guess the right card by chance (i.e., 
widiout any telepathic ability), the expectation for the null 
hypothesis is that, on average (i.e., over many trials), the 
allegedly telepathic subject will score only one-fifth of the times. 
Any significant deviation from that value (in the excess direc-
tion) will lead to the rejection of the null hypothesis and to the 
acceptance of its alternative (i.e., the subject really is telepathic). 

One of die key words just mentioned is that die deviation 
has to be significant, but according to what criterion? Standard 
statistical theory tells us that if the distribution of the scores fol-
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The Problem with Null Hypotheses 
There are two fundamental problems with 
the above scenario, one concerning the idea 

of a null hypothesis, the other regarding the calculation of p-val-
ues. Let's start with the first one. In reality, we are not interested 
in rejecting the null hypothesis at all. Statistically, the null is 
interpreted as the situation in which the outcome of the experi-
ment is exacdy the one expected when chance only is acting (in 
our case, exactly one-fifth positives). But scientifically, we are 
interested in what one could think of as an "extended" null 
hypothesis (figure 1). We wish to know if the actual outcome is 
far enough from the one predicted by chance to convince us that 
something is really going on. 
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Figure 1. The structure of hypothesis testing in an hypothetical experi-
ment on telepathy carried out with twenty-five cards and five symbols. 
What one is really interested in is not the rejection of the exact null 
hypothesis (which is what standard statistical tests do), but in seeing if the 
outcome of the experiment is far enough from that point to seriously 
raise the possibility of a systematic effect (perhaps due to real telepathy). 

This is an important difference because in any real experi-
ment there will always be some small but systematic deviation 
from the exact null. Some factor that the experimenter has not 
taken into account (other than chance) will likely cause small 
deviations from the expected result, especially if for some reason 
it is not possible to conduct a completely randomized and dou-
ble-blind experiment. For example, cards may not have been 
shuffled well enough, or—if the input is generated by a com-
puter—the random numbers used to produce the cards to pre-
sent to the subject may not actually have been truly random, 
and so on. What we really want to know, in other words, is if 
die actual result is far enough from the range of outcomes 
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expected by chance to raise the possibility of a telepathic phe-
nomenon. 

Furthermore, it should be clear that the two hypotheses we 
are considering (the null and the alternative) arc actually not 
the only two interesting scientific possibilities. While it is true 
that either the outcome of the experiment is close to one-fifth 
or it isn't (factual result), the possible interpretations (scientific 
result) of either outcome may be varied. Consider some of the 
alternatives: there could be telepathy, but the effect is too weak 
to detect with the small number of runs typically carried out 
in these experiments (i.e., failing to reject the null hypothesis 
is not the same thing as accepting it!); or, a large result on the 
right side of figure I could be explained by the fact that— 
despite the experimenters' precautions—the subject cheated 
(so rejection of the null hypothesis does not automatically 
entail the acceptance of its complement). And so on. One 
could conceive of a series of different hypotheses competing 
for the most sensible explanation of the data at hand. 

The Problem with P-Values 
The second problem with the standard statistical approach to 
scientific inference is the meaning of p-values. As I said earlier, 
they are an indication of the probability (given certain 
assumptions) of obtaining the same result or a more extreme 
one in an infinite repetition of runs. But surely this is not what 
we want to know. We wish to know if the observed outcome 
of one particular experiment \s far enough from the null zone to 
raise the possibility of telepathy. This is not the same as asking 
what is the probability of getting a result equal to the null 
expectation or more extreme. 

Moreover, what does it mean to say that the p-value gives 
us a probability valid over an infinite (or sufficiently long) 
series of runs? This raises serious philosophical as well as prac-
tical problems: we cannot repeat an experiment but a small 
number of times (sometimes only once), let alone pretend to 
know what would happen with an infinite series. 

Finally, as I said earlier, if there is any systematic effect that 
we did not explicitly consider, no matter how small, this will 
result in a deviation from the strict null hypothesis. In that 
case, p-values will become smaller and smaller as a function of 
the sample size (the number of observations), so that for a 
large enough sample, anything will become statistically signif-
icant. This is exacdy what happened with the psychokinesis 
experiment mentioned at the beginning: with 104,900,000 
observations (one per particle), any slight asymmetry in the 
experimental conditions (for example in the building of die 
apparatus to count the particles) will yield false positives. 

What to Do?: The Theory 
Given all these problems, what is an honest skeptic (or scientist) 
to do? What many statisticians and scientists have suggested for 
decades: Throw away the conceptual framework of standard sta-
tistics and use one of several alternative ways of thinking. 

The first thing to realize is that philosophically speaking we 
arc simply not interested in what standard statistics tells us: wc 
do not want to know the probability of the observed data 

given a particular hypothesis (the null). What we wish to know 
are the likelihoods of different hypotheses given the observed 
data, that is, the exact opposite of the normal approach. 

In order to get what we really want, then, we need to start 
by explicitly considering several (not just one or two) hypothe-
ses and find ways to assess their relative "fitness" when com-
pared to the data. In the case of the psychokinesis experiment, 
possibilities include: there really was a mind-over-matter phe-
nomenon; the results were due to chance; there was cheating 
on the part of the subject; there was a small but systematic 
defect in the experimental apparatus that generated the parti-
cle stream; there was an error in the method of counting par-
ticles; or none of the above (the latter is a catch-all category 
that is always necessary in science—sometimes an experiment 
is simply inconclusive). 

Our task then is to find ways to quantify the likelihood of 
these different hypotheses and decide which one(s) appear more 
probable given the available information. If more than one (or 
none) seem to win the game after this round, we obviously need 
to generate more data that can discriminate among the remain-
ing competitors (or go back to the drawing board and propose 
new alternatives). And so on. The game of science continues. 

What to Do?: The Practice 
In practice, comparing the fitness of different hypotheses is 

Why Intelligent Design Is Not Science 
Another consequence of the view of hypothesis testing 
presented in this article is that the so-called "Intelligent 
Design" (ID) theory is not science, but rather an argument 
from ignorance. William Dembski, one of the leading pro-
ponents of ID, has claimed that what he calls the "design 
inference" can be made after one successively eliminates 
simpler hypotheses. His "explanatory filter" starts out by 
considering the hypothesis that, say, a complex biological 
structure is the result of a simple physical law (such as the 
law of planetary motion). If not, i t asks if it could have 
been assembled by chance (which can yield more compli-
cated patterns than regular laws). If the answer is again 
no, Dembski concludes that one is justified in inferring the 
action of a designer (of unknown origin and characteris-
tics, of course). 

Besides the fact that the explanatory filter does not 
consider several other possibilities (e.g., chaotic phenom-
ena, emergent properties due to nonlinear interactions, 
etc.), it should be clear that the filter itself suffers from 
the same problem of the standard approach in statistics: it 
simply does not reflect the way science works. The design 
hypothesis is assumed to win by elimination, just like the 
opposition between null and alternative hypotheses. But 
we have seen that in reality scientists consider several 
alternative hypotheses simultaneously (not in sequence) 
and weigh their positive merits against each other. 
Nobody has the luxury of winning by default. 

What, then, if anything, does ID represent? It is equiv-
alent to our "catch-all" category of "none of the above." 
That is, ID is an unnecessarily fancy way of saying "I don't 
know." 
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Figure 2. Hypothetical results (obtained by computer simulation) of five 
runs of an experiment on telepathy showing how a graphical analysis of 
means and standard errors (vertical bars) allows the experimenter to reach 
conclusions about alternative hypotheses. Notice that one of the five runs 
(n. 3) yielded results that are significantly different from the exact null 
according to the standard statistical framework. Yet there is no telepathy 
going on between my computer and me, you can be assured of that. 

On Falsifiability 

Skeptics are often fond of invoking the concept of fal-
siflability, introduced by philosopher Karl Popper, to 
get rid of pseudoscientific beliefs. The idea is that if a 
theory or claim cannot possibly be refuted by any 
empirical evidence, it does not advance our knowl-
edge of the world (though that doesn't necessarily 
mean that it is false). For example, claiming that an 
alleged paranormal phenomenon does not occur 
under controlled conditions because the very presence 
of a skeptic neutralizes it via some sort of negative 
vibration makes the claim itself unfalsifiable: no piece 
of empirical evidence could possibly show it false (fig-
ure 3, right). 

While it is true that an unfalsifiable statement is of 
little use, one needs to be careful in light of our discus-
sion of hypothesis testing in science. As I mention in this 
article, scientists do not reject a hypothesis just because 
it has failed one (or even a few) tests. The reason for this 
is that there may be alternative explanations for the 
failure, such as a faulty apparatus, or the simultaneous 
action of other factors not explicitly considered in the 
experimental design. 

We can therefore think of science as testing not just 
a specific hypothesis at a time, but also the entire web 
of assumptions, corollaries, and additional hypotheses 
that are connected to the one that is the focus of our 
investigation (figure 3, right). Only if the test fails and 
we can reasonably exclude that other factors were at 
play, can we then say that the hypothesis has not with-
stood the test of the data. However, since there is an 
infinity of factors that could possibly be involved in any 
particular investigation, our conclusions (positive or 
negative) will only be probabilistic. Strictly speaking, 
we can never reject a hypothesis (pace Popper), only 
determine that its likelihood of being true has become 
vanishingly small. 
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Figure 3. Two models of hypothesis testing: on the left. Popper's "naive" 
falsificationism, where an hypothesis makes falsifiable predictions that 
are directly tested by data; on the right, a complex web of knowledge in 
which assumptions, hypotheses, and reliability of measurements are 
simultaneously tested during an ongoing process of research. 

actually not that difficult, although I cannot get into the tech-
nical details here (but see some of the references at the end if you 
wish to try). Mosdy, there are two things to do: visualize the data 
in informative ways, and calculate simple statistics (called likeli-
hood ratios) that quantify the probability of a given hypothesis 
to be a better match for the data than another one(s). (A more 
complex approach is to use a full-fledged Bayesian framework, 
but that is beyond the scope of this article; again, see references.) 

An example of visualization of data is shown in figure 2. 
These are hypothetical data from a telepathic experiment with 
our familiar set of twenty-five cards with five symbols (the data 
were obtained by computer simulation). It is clear from the 
plot of means and their standard errors that the most likely of 
three hypotheses being considered is in fact that the results are 
due to random fluctuations (indeed they were, since that's how 
I generated them in the computer!). Had we seen one or more 
of the runs with a mean in the "possible telepathy" zone (and 
a standard error that clearly put that mean away from the 
boundary widi the chance events), we would not necessarily 
have concluded in favor of telepathy: there are still a series of 
alternative hypotheses (such as cheating, or a defect in the 
measurement apparatus or—in the case of my simulation— 
that the computer did not truly generate random numbers 
with a mean of five) that would need to be considered before 
conferring a high likelihood to the telepathy hypothesis. 

A common way to quantify likelihoods of different 
hypotheses given the data is to calculate what is appropriately 
called a series of likelihood ratios comparing all pairs of 
hypotheses. A likelihood ratio is simple to obtain (you only 
need a pocket calculator) once one has carried out standard 
statistical analyses such as t-tests, analyses of variance, or 
regression analyses. For die really curious (and somewhat 
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They would like very much to ignore all evidence to the con-
trary, and they may become defensive if their selective interpre-
tation of life comes under closer scrutiny. 

Needless to say, such scrutiny often does reveal a num-
ber of pessimistic details about their allegedly rosy view of 
life. Consider the fact that many theists who consider 
themselves quite optimistic believe that a large percentage 
of humanity is essentially wicked, and will face eternal 
damnation for their sins. And then there is the content of 
the e-mails that many so-called optimists believe unques-
tioningly. Many of these e-mails are urban legends spread-
ing false and dangerous misinformation. According to these 
urban legends, for example, Taiwanese people snack on 
human embryos and Congress is a moral cesspool filled 
with criminals and public leeches. These aren't exactly 
cheery notions, but someone who abandons critical think-
ing has no defense against them. They unthinkingly accept 
them, and consider themselves blissful optimists all the 
while. Such is life without skepticism. 

1 hope I have shown that cynicism and skepticism have 
nothing to do with each other. A skeptic has no obligation to 
unfairly judge others, and does not close his mind to contrary 

HYPOTHESIS TESTING AND THE NATURE OF 

SKEPTICAL INVESTIGATIONS 

From page 30 

statistically savvy) skeptics, this is the formula (I promise, the 
only one in the article): 

where X is the likelihood of hypothesis 2 when compared to 
hypothesis 1, Ris the amount of information (variance) in the 
data explained by each model (hypothesis), and n is the sam-
ple size (number of observations). Simple and powerful, it 
grows on you. 

A New Philosophy of Science 
So, next time you run an experiment, think in terms of several 
alternative hypotheses and analyze die data accordingly. This is 
a major shift in attitude for scientists and skeptics, and one 
that will become more common as more people are exposed to 
it. It will take decades for the textbook-entrenched standard 
approach to dissipate; science and scientists can be very con-
servative in their habits of mind. Yet, it simply makes sense to 
think of progress in science not as the rejection of uninforma-
tive hypotheses, but as a continuous competition among dif-
ferent solutions to a problem. This is the way scientists actu-
ally think, despite their frequent use of statistical methods that 
do not reflect such diinking. Eventually, some hypotheses will 

opinions. Most important, skepticism need not threaten 
human hopes, religious or otherwise. 

Cynicism is an attitude about life, while skepticism is a 
method for uncovering facts about life. Anyone may incorpo-
rate those facts into a general philosophy of life as he or she 
best sees fit, but we'll all be better off if those facts have firm 
foundations. Skepticism is the best means of ensuring the reli-
ability of our knowledge, and I don't think it's too optimistic 
to hope for its wider application in the realm of ideas. 

Note 
1. Sec, for example, Joseph L Daleiden's book The Final Superstition: A 

Critical Evaluation of the Judeo-Christian legacy (Buffalo: Prometheus, 1994). 
As the title implies. Dalciden views theism as the last major obstacle in the 
path of rationalism. 
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doubt, at least for the time being. 

One important lesson for the skeptic is that within this 
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of an hypothesis is never exactly zero or one (100%), so that 
one always needs to keep an open mind about things: you 
never know if new data will knock down the likelihood of a 
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