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Welcome to ICATT'2003! 
During four days (9-12 September, 2003) Sevastopol will 
be a host of the International Conference on Antenna 
Theory and Techniques (ICATT'03). Since 1995 it is the 
fourth meeting of such a kind in Ukraine. To a certain 
degree, ICATT is a successor of the regularly held earlier 
in the USSR antenna conferences organized and 
unchangeably chaired by Aleksander A.Pistol'kors - the 
widely recognized head of the Soviet antenna school. 

It should be noted that notwithstanding hard times 
that Ukraine and Russia go through now, the antenna 
science keeps actively advancing. The evidence of this is 
the present conference, whose scale remarkably exceeds 
that of previous ICATTs in the number of presented 
papers, the number of participants and the number of 
guests from "far and near abroad". Over 220 papers have 
been submitted to the ICATT'03 Program Committee from 

Ukraine, Russia, Mexico, the Netherlands, Japan, Italy, USA, Canada Belarus, Azerbaijan, 
Ireland, Denmark, France, Austria, Poland, China, Corea. These papers are to be presented 
at three morning plenary sessions and at afternoon meetings of 14 sessions. 

Special attention was paid to selection of invited speakers among the recognized 
antenna scientists from different countries. Undoubtedly, their review presentations in a 
number of the modern applied electromagnetics directions will be met by the ICATT'03 
participants with a great interest and will be especially useful for young scientists. I am also 
sure that with a great interest the conference participants will attend on tlie 12'^ of 
September the Ukraine National Centre of Space Vehicles Control and Tests in Eupatoria, 
where they can become acquainted with a number of unique large antennas. 

All this gives me a confidence that ICATT'03 will be fruitful and stimulative for a 
further progress of antenna science and engineering. 

ICATT03 is being held in Sevastopol rich with many monuments reflecting ancient 
and heroic history of this wonderful maritime city. The ICATT'03 attendees will take also a 
chance to seeing sights of the Southern Coast of the Crimea. There are plamied also other 
exciting social events. All this will additionally adorn your stay in Sevastopol. 

I would like to thank all organizers, many my colleagues who performed a bulky 
work on the conference preparation and publishing its Proceedings, and of course all the 
participants who have made ICATT'03 possible. 

I would like also to thank our sponsors (especially European Office of Aerospace 
Research and Development of the USAF) for their financial contribution to the ICATT'03 
organization and support of young scientists. 

I wish all the ICATT'03 participants a successful work at the conference meetings, 
pleasant contacts with colleagues and nice time in the sunny Crimea on the shore of the 
warm Black Sea. 

Yakov S. Shifrin 

^. l^^yy— 
Chairman of ICATT'2003 
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Abstract 
The development and optimization of transient antennas for Ground Penetrating 

Radar would be difficult without numerical simulations of their performance. To this 
end the FDTD algorithm should be considered as a useful and powerful tool for tran- 
sient antenna analysis. As an example of such analysis we describe simulations of the 
dielectric wedge antenna. Good agreement between theoretical predictions and ex- 
perimental results was observed. Some of the antenna characteristics (like the radial 
component of the electric field in the near zone, the radiated waveform and the an- 
tenna footprint in different grounds) cannot be measured easily, so the correct theo- 
retical (numerical) model is essential for their determination. The numerical model of 
the antenna can also be used for optimization of the antenna. As an example of such 
optimization we present a design of the shield for the dielectrically embedded dipole 
antenna. 

Keywords: transient antennas, finite-difference time- domain algorithm, Ground 
Penetrating Radar. 

1. INTRODUCTION 

There are only a few types of antennas widely used in 
Ground Penetrating Radar (GPR) systems: resistively 
loaded bow ties, TEM horns and their modifications 
and spiral antennas (Daniels, 1996). Every antenna 
type has its advantages and disadvantages, and not 
any of these types fially satisfy the demands of the 
GPR designers. That is why it is believed that a main 
breakthrough in GPR hardware can be achieved in 
optimizing the antenna system. GPR antennas possess 
two principal features: they are (ultra) wideband and 
they couple EM energy into the ground. Additionally, 
antennas used in video impulse GPR should handle 
transient signals properly (they should physically 
transmit and receive short pulses of EM energy). The 
improvement of existing transient antennas and the 
development of new ones can be accelerated consid- 
erably by performing accurate numerical simulations 
and numerical optimizations of different antenna pro- 
totypes. To this end fast forward solvers, preferably in 
time domain, are required. The mathematical back- 
ground for such solvers can be either the integral 
equation method (Rao and Wilton, 1991) or finite 
difference (finite element) time domain (Taflove, 
1995) algorithms. 

The integral equation method is widely used for 
simulations of metal transient antennas (f.e. Lestari, 
Yarovoy and Ligthart, 2001; Leat, Shuley and Stick- 

ley, 1998). However, this method suffers from two 
serious disadvantages. First, simulations should be 
performed in frequency domain (in time domain the 
method leads to numerically unstable algorithms) and 
thus it is very difficult to visualize the transient proc- 
esses in the antenna (which is very helpful for the 
antenna designer). Second, the method does not allow 
simulation of antennas that consists of both metal and 
dielectric parts (in widely-used realizations of the 
method dielectric parts should be separated by at least 
one cell of the mesh from the metal, however from 
experiments it is known that such separation drasti- 
cally changes the antenna properties). 

Finite-Difference (and Finite-Element) Time- 
Domain algorithms are free from both above- 
mentioned disadvantages. These algorithms allow the 
simulation of fields in complicated structures, which 
can include both dielectrics and metals (Taflove, 
1995). The simulations are performed directly in time 
domain, so the visualization of transient processes in 
antennas can be done straightforwardly. Also the 
ground can be incorporated easily into the model 
without increasing the complexity of the model (in the 
integral equation method the ground can be incorpo- 
rated via the Green's functions. It increases the com- 
plexity of the algorithm, requires the air-ground 
interface to be flat and is computational time inten- 
sive. Despite of its simplicity and general applicability 
the FDTD algorithm has not been widely used for 
GPR antenna analysis. The reasons for this are not 
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only the demand for high computational power re- 
quired for simulations but also the difficulties in the 
correct implementation of the FDTD algorithm for 
complex structures. 

In this paper we present results of the FDTD model 
development for the Dielectric Wedge Antenna or 
DWA (Yarovoy, Schukin and Ligthart, 2000; Yaro- 
voy et al., 2002). A photo of the antenna is shown in 
Fig. 1. This antenna consists of a dielectric-meta! 
structure, with a complex geometry, that cannot be 
easily described in the rectangular mesh. For the 
simulations we used in house developed FDTD soft- 
ware (Mur, 1999). Comparison between simulated 
and measured antenna characteristics (antenna input 
impedance, antenna transfer function, antenna foot- 
print) shows good agreement. 

We also present an example of optimization of an- 
other GPR antenna, i.e. the Dielectric Embedded Di- 
pole or DEDA (de Jongh et al., 1998), using its FDTD 
model by profiling the "conventional" rectangular 
brick-shaped metal case and its absorber layer. The 
original antenna is shown in Fig. 2. 

2. FDTD MODEL 

In order to use an FDTD model for antenna optimisa- 
tion, the model must meet two major demands: a high 
accuracy and a short computation time. The demand 
of minimal computation time is qualitatively different 
from the minimal computer storage demanded in a 
number of previous papers on FDTD simulations of 
transient antennas (Schlager, Smith and Maloney, 
1994). 

To reduce the domain size of the computation and 
therefore to decrease the computation time, we used 
the geometrical symmetries of the antenna. In this 
way, only one quarter of the real antenna had to be 
simulated. On the planes of symmetry zero-valued 
boundary conditions for the relevant tangential com- 
ponents of electric (or magnetic) field were used de- 
pending on the type of field symmetry. The domain of 
computation is further terminated by second-order 
Mur absorbing boundary conditions (Mur, 1998). 
During simulation of the antenna above the ground 
the domain outside the antenna is filled with two ho- 
mogeneous media, which represent air and the 
ground. At places where the air-ground interface 
reaches the absorbing boundaries, simple first-order 
Mur absorbing boundary conditions were used. 

The FDTD model employs a uniform mesh, the 
domain of computation being divided into rectangular 
parallelepipeds of equal size. Despite of the larger 
number of cells (in comparison with non-uniform 
meshes, e.g. the "ballooned" mesh in (Schlager, Smith 
and Maloney, 1994)), such a mesh leads to a computa- 
tionally simpler, and therefore faster algorithm. The 
cell size was chosen such that the maximum distance 
between adjacent comers of the staircase is much 
smaller than one wavelength (in the dielectric mate- 
rial) at the highest frequency of interest for the inci- 
dent pulse. Such an approach makes it possible to 

avoid resonance phenomena due to the staircase ap- 
proximation (Schlager, Smith and Maloney, 1994). 
By varying the parameters of the FDTD model (cell 
size, position of absorbing boundaries, etc.) we 
achieved a computational error which is substantially 
below - 40 dB within the observation time window. 

The antenna metal flairs are essentially 3D struc- 
tures and they do not coincide with any coordinate 
plane. That is why the staircase approximation of the 
metal flairs was a laborious part of the model devel- 
opment. By shaping the flairs in a rectangular grid we 
took special care to avoid any air gap between the 
dielectric wedge and metal and to give some overlap 
of the "metal" cells by an increase of the wedge width. 
Such overlapping is essential for preventing of EM 
field leakage through the metal flair (Foster, 2000). 

Another crucial part of the model is the feed point. 
During simulations, the antenna is fed by a current 
source placed in the feed point of the antenna between 
the metal flair and the electrical wall at the plane of 
symmetry. The magnitude of the current is constant 
along the source and varies in time as a time- 
differentiated Gaussian pulse. The current is described 
by 

]     / V21 
exp - ((< - 4r )/T 1 

7(0 - -2/„(i - 4T) L^—5 '-^,0) 

where /Q is the magnitude of the feeding pulse (in the 
equation it is assumed that the I^) is equal to 1 A and 
T is the pulse duration. The pulse centre was delayed 
by four pulse widths to avoid the usage of negative 
times. The transient excitation (1) does not have a DC 
component, so it cannot "charge" the FDTD grid, 
which has a property of a distributed capacitor (Wag- 
ner and Schneider, 1998). Only for visualization pur- 
poses the antenna was excited by a Gaussian pulse, 

\2 1 
'vinvnjnilsf {t) = /„ exp -((i-4r)/T) (2) 

which provides a better resolution in space. The influ- 
ence of the feeding line was modelled by a lumped 
50 Q resistor and an 0.001 pF capacitor (the capaci- 
tance of the grid (Wagner and Schneider, 1998) is also 
taken into account) placed in parallel with the feeding 
current. The influence of the feed model on antenna 
radiation is demonstrated in Fig. 3. In this figure theo- 
retical responses are normalized with respect to the 
maximal value of the experimental one. It can be seen 
that proper feed point loading allows to achieve excel- 
lent agreement in the late time antenna response. 

3. NUMERICAL ANALYSIS OF THE 
DIELECTRIC WEDGE ANTENNA 

One of the key characteristics of the antenna is its 
input impedance. For transient antennas it is possible 
to distinguish between input impedance (which is 
determined in the assumption of an infinitely long 
antenna) and the antenna impedance in its classical 
sense (this impedance takes into account the reflec- 
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tions from the antenna terminations). Both imped- 
ances are shown in Fig. 4. From this Figure it can be 
seen that the antenna is almost perfectly matched to 
the feeding line in the frequency band from about 
200 MHz until 4.2 GHz (the antenna input resistance 
is close to the 50 fi impedance of the feeding line and 
the antenna input reactance is close to zero). Reflec- 
tions from the antenna aperture cause oscillations of 
the antenna impedance around the value of the input 
impedance. The amplitude of these oscillations de- 
pends on the ground type because reflection from the 
antenna aperture varies for different ground types. 
Generally, the ground plays the role of a resistive 
loading of the antenna, reducing the reflection from 
the aperture and the late time ringing caused by this 
reflection. 

4. NUMERICAL OPTIMIZATION OF THE 

DIELECTRIC EMBEDDED DIPOLE 

ANTENNA 

From FDTD simulations of the complete antenna we 
have found that the topside wall of the metal case af- 
fects the antenna signal response considerably (de- 
spite of adding some absorbing material beneath the 
wall). We can take advantage from this phenomenon 
to strengthen the signal response. To achieve that 
goal, we reduce the amount of absorber on the topside 
wall and seek out some alternative profiles to the top- 
side wall that can focus the signal to a certain direc- 
tion (i.e. boresight direction). A few stair-case 
profiles, which produce larger peak to peak ampli- 
tudes and can lower the unwanted antenna ringing 
level, have been suggested as the result of this study. 
Examples of stair-case profiles and continuous pro- 
files are shown in Fig. 5. The antenna has been further 
improved through optimization of the absorber layer 
thickness and absorber layer profiles, which is at- 
tached to the side walls of the metal case. The results 
of this optimization are shown in Fig. 6. According to 
simulations the optimized version of the antenna has 
more than 1.5 times larger peak-to-peak amplitude of 
the radiated signal, shorter pulse duration and up to 
11% lower ringing level than the first DEDA antenna. 
Theoretical findings will be verified by experimental 
work in the nearest future. 

6. CONCLUSION 

We have shown the principal possibility to use FDTD 
algorithm for analysis and optimization of transient 
antennas. 
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Fig. 5. Various DEDA topside wall staircase profiles 
(left) and continuous profiles (right). 
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Fig. 2. Photo of the dielectric embedded dipole an- 
tenna with a 30 cm ruler. 

Fig. 6. Simulation results for a modified DEDA and 
original antenna. The metal case has a flat 
topside wall. 
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Abstract 
The technique that can be applied to the calculation of aperture antenna radiation 

patterns is the equivalence principle followed by physical optics. The equivalence 
principle is based on replacing the physical antenna aperture with a virtual antenna 
aperture consisting of an ensemble of Huygen's sources, each of which is a source of 
spherical wavelets. The total pattern is taken as a construction of these Huygen's sec- 
ondary waves. A Fourier transform relation exists between the amplitude distribution 
of these sources, and the radiation pattern in angle space. 

For most aperture antenna problems, these classical techniques are adequate and 
give reasonably accurate results. However, more modern analysis techniques such as 
method of moments (MOM), finite element method (FEM), and the finite difference 
time domain (FDTD) method are also discussed. These are more robust and accurate, 
but the complexity and large amount of computer resources required must be traded 
off with the accuracy desired. 

1, INTRODUCTION 

Aperture antennas are used at microwave and the mil- 
limeter wave frequencies. There are a large number of 
categories for which the radiated electromagnetic fields 
can be considered to emanate from a plane aperture. 
This includes reflector antennas, lenses and horn anten- 
nas. The geometry of the aperture may be any shape. 
Aperture antennas are very popular for aircraft applica- 
tions because they can be flush mounted onto the sur- 
face and the aperture opening can be covered with a 
radome to protect the antenna from the environmental 
conditions [1]. This is implemented to maintain the 
aerodynamic profile of high-speed aircraft. 

In order to evaluate the far-field radiation patterns, 
it is necessary to know the surface currents on the 
radiating surfaces of the antenna. Field equivalence 
[2] is a principle by which the actual sources on an 
antenna aperture can be replaced by equivalent 
sources on an external closed surface outside of the 
antenna aperture. The fictitious sources are equivalent 
within a region if they produce the same fields within 
that region. Huygen's principle [3] states that the 
equivalent source at each point on the external surface 
is a source of spherical waves and that a secondary 
wavefront can be constructed as the envelope of these 
spherical waves [4, 5]. 

Using these concepts, the elecfrical and magnetic 
fields in the equivalent aperture region is determined, 
and the fields elsewhere are assumed to be zero. In 
most applications the closed surface is selected so that 

most of it coincides with the conducting parts of the 
physical antenna aperture sfructure. This is preferred 
because the vanishing of the tangential elecfrical field 
components over the conducting parts of the surface 
reduces the limits of integration. 

Equivalence techniques are useful for elecfrically 
large parabolic reflector antennas, when the aperture 
plane is defined immediately in front of the reflector. 
This method can also be applied to small aperture 
waveguide horn antennas. However, for very small 
horn antennas with an aperture dimension of less than 
one wavelength, the assumption of zero fields outside 
the aperture fails unless the horn is completely sur- 
rounded by a planar conducting fiange [6]. 

2. LINE SOURCE RADIATION 

Consider a line source of length L,„ using the coordi- 
nate system illustrated in Fig. 1. A line source is 
treated with a one-dimensional Fourier transform [7]. 
Assume that the source is positioned in a ground 
plane of infinite extent. The applicable fransform is 
[8, 10]: 

E{6) = J E{x)e''''""'''dx , 
-00 

00 

E{x) = J E{e)e~^''-^'^^de , 

(1) 

(2) 

where k = 2-K / \ . For real values of 6 , the disfribu- 
tion represents radiated power, while outside this re- 
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Fig. 1. Coordinate system used to analyze linear 
aperture of length i„, 

gion it represents reactive or stored power [11]. For a 
finite aperture, the Fourier integral representation 
equation (I) may be re-written as [9]: 

L,r/2 

E(0)=   J   £;(.T)e*^'"V-E. (3) 
-L,/2 

For a uniform distribution in which the amplitude 
is constant over the aperture region 
-Ai./2 < X < L^,,/2, the radiation pattern has the 
narrowest radiation pattern beam width of any other 
distribution, but on the other hand has the highest first 
sidelobe level of-13.2 dB. To make a relative com- 
parison of this and other line source distributions, we 
must first normalize the distributions in order that the 
total radiated power is the same relative to the uni- 
form case. 

We have applied a computer code to compute the 
secondary radiation patterns produced a line source 
with a uniform, cosine raised to power n , and cosine 
on a pedestal P aperture distributions. The results 
shown in Table 1 compare the gain, main lobe beam 
width, and the first side-lobe levels for each. All gain 
levels are compared with the uniform illumination 
case and total radiated power is assumed in each case. 
The important radiation values can be found from the 
three parameters (Ki, A'2 and K-,) in this Table by 
applying the following formulas: 

e„ = 

e.. = 

e.; 

(4) 

(5) 

(6) 

where, 6,, = Half power beamwidth (degrees) 
6„ = Null to null beamwidth (degrees) 
0,,/ = Position of first sidelobe from the main lobe 

(degrees) 
L„, /\ — Aperture dimension in wavelengths. 

«-* 

Fig. 2. Coordinate system used to analyze rectangu- 
lar aperture of dimensions A,,,, S„, 

3. RECTANGULAR APERTURES 

The rectangular aperture shown in Fig. 2 is a common 
microwave antenna shape. Because of its configura- 
tion, the rectangular coordinate system is the most 
convenient system in which to express the electro- 
magnetic fields at the aperture. Rectangular horns, in 
particular, can be analyzed as aperture antennas. Inci- 
dent fields are replaced by equivalent electrical and 
magnetic currents. With use of vector potentials, the 
far fields are found as a superposition of each source. 
Generally, one can assume that the incident field is a 
propagating free-space wave, the electrical and mag- 
netic fields of which are proportional to each other. 
This will give the Huygens source approximation and 
allow us to use integrals of the electric field in the 
aperture plane. Each point in the aperture is consid- 
ered as a source of radiation. 

Assuming a rectangular aperture of dimension A,, 
in the x -plane and S,„ in the y -plane, the radiation 
pattern may then be obtained from the integral [12]: 

C,,./2   A/2 

EiO.cj)) =    j     j   E{x,yy^^-^'+'''"^dxdy, (7) 
-B,,/2-A/2 

in which E{x,y) is the aperture distribution and the 
directional wave numbers are given by: 
kj, = k sin 0 cos (p and ky — k sin 6 sirup. These are 

also known as the x and y components of the propaga- 
tion vector k [13]. 

For many kinds of rectangular aperture antennas 
such as horns, the aperture distributions in the two 
principal plane dimensions are independent. Theses 
types of distributions are said to be separable. The 
total radiation pattern is obtained for separable distri- 
butions as the product of the pattern functions ob- 
tained fi-om the one-dimensional Fourier transforms 
corresponding to the two principal plane distributions: 

E{x,y) = E{x)E{y). (8) 

26 Intcrnarional Conference on Antenna Theor)- and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



Aperture Antenna Radiation 

Table 1. Radiation characteristics of various linear aperture distributions 

Type of 
distribution 

Comments Parameter Parameter Parameter 1" Sidelobe Peak Gain 

K^ K-i Ki Level, dB. Relative to 
Uniform 

Uniform 50.67 114.67 82.00 -13.26 0.0 

n = 1 68.67 172.00 108.33 -23.00 -0.91 

n- 2 82.67 229.22 135.50 -31.46 -1.76 
Cosine raised n= 3 95.33 286.67 163.00 -39.29 -2.40 
to power " n " n= 4 106.00 344.00 191.00 -46.74 -2.89 

n= 5 116.67 402.00 219.00 -53.93 -3.30 

P = 0.0 68.67 172.00 108.33 -23.01 -0.91 

P = 0.1 64.67 162.00 98.00 -23.00 -0.68 

Cosine on P = 0.2 62.00 152.67 97.00 -21.66 -0.50 

pedestal "P" P = 0.3 59.33 144.67 93.67 -20.29 -0.35 

P = 0.4 58.00 138.00 90.67 -18.92 -0.24 

  P = 0.5 56.00 132.67 88.33 -17.65 -0.15 

If the rectangular aperture distribution is not able to 
be separated, the directivity pattern is found in a simi- 
lar manner to the line-source distribution except that 
the aperture field is integrated over two-dimensions 
rather than one dimension [8]. This double Fourier 
transform can also be applied to circular apertures and 
can be easily evaluated on a PC computer. 

4. CIRCULAR APERTURES 

Circular aperture antennas shown in Fig. 3 form the 
largest single class of aperture antennas. The most 
convenient coordinate system used to analyze the ra- 
diation from a circular aperture of diameter D,„ is the 
spherical coordinate system where the aperture lies in 
the x-y plane. The radiation can be described in 
terms of the spherical coordinate components 6 and 
ip . The radiation pattern from a circular aperture can 
be calculated by applying Huygen's principle in a 
similar way that we did for rectangular apertures. The 
simplest form of a circular aperture distribution is one 
in which the field does not vary with (p and is rota- 
tionally symmetric. This is not always true. 

As was the case with rectangular apertures, a Fou- 
rier-transform relationship exists between the antenna 

«-• 

Fig. 3. Coordinate system used to analyze circular 
aperture of diameter D„ 

distribution E{p) and the far-field radiation pattern 
£(«). For a circular symmetric aperture distribution, 
the radiation pattern can be written in normalized 
form [7]: 

E{u) = ^JjE{p)e^P'''"<^-^'^pdpdcl>',    (9) 
0    0 

where. 
£>,„ sin 9 

A 

And the normalized radius is, 
27rr 

P = 

A computer code was applied to compute the sec- 
ondary pattern characteristic produced by a uniform, 
cosine raised to a power n , cosine on a pedestal P, 
and parabolic raised to power n distributions. The 
results shown in Table 2. The important radiation val- 
ues of half power beamwidth, null to null beamwidth 
and position of the first sidelobes relative to the main 
lobe are found from the three parameters (Ki, K-j 
and Kz) in this Table by formulas similar to (4) 
through (6), but replacing the linear aperture dimen- 
sion in wavelengths with the circular aperture diame- 
ter in wavelengths. That is: 

On 

''si — 

D,JX' 

D.JX' 

(10) 

(11) 

(12) 

D,„ / A = Aperture diameter in wavelengths. 

5. MODERN FULL-WAVE METHODS 

There are aperture antennas that can be advanta- 
geously addressed with analysis approaches known as 
full-wave methods. The application of such methods 
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Table 2. Radiation characteristics of various circular aperture distributions 
Type of 

distribution 
Comments Parameter Parameter 

K2 
Parameter 1" Sidelobe 

Level, dB. 
Peak Gain 
Relative to 

Uniform 
Uniform 59.33 140.00 93.67 -17.66 0.0 

Cosine raised 
to power " n " 

n= 1 
n= 2 
n= 3 
n= 4 
n= 5 

74.67 
88.00 
99.33 
110.00 
120.00 

194.67 
250.00 
306.67 
362.67 
420.00 

119.33 
145.50 
173.00 
200.30 
228.17 

-26.07 
-33.90 
-41.34 
-48.51 
-55.50 

-1.42 
-2.89 
-4.04 
-4.96 
-5.73 

Cosine on 
pedestal" P " 

P = 0.0 
P = 0.1 
P= 0.2 
P = 0.3 
P = 0.4 
P = 0.5 

74.67 
70.67 
68.67 
66.00 
64.67 
63.33 

194.67 
183.33 
174.00 
166.00 
159.60 
154.67 

119.33 
112.67 
107.83 
104.17 
99.47 
97.83 

-26.07 
-25.61 
-24.44 
-23.12 
-21.91 
-20.85 

-1.42 
-0.98 
-0.66 
-043 
-0.27 
-0.17 

Parabolic 
raised 

to power" n " 

n = 0 
n=r 1 
n= 2 
n= 3 
n = 4 

59.33 
72.67 
84.67 
94.67 
104.00 

140.00 
187.33 
232.67 
277.20 
320.33 

93.67 
116.33 
138.67 
160.17 
181.33 

-17.66 
-24.67 
-30.61 
-35.96 
-40.91 

0.0 
-1.24 
-2.55 
-3.58 
-4.43 

has rapidly expanded with the explosion of high 
power PC computers in recent decades. Analysis 
methods are called full-wave when they start with the 
fundamental equations of electromagnetics and discre- 
tize them such that they can be reduced to linear ma- 
trix equations suitable for solving by a computer. The 
advantage is that there are no approximations in prin- 
ciple, only the size of the discrete interval, which is 
usually between 10 and 20 intervals per wavelength. 
There are three primary full-wave methods used in 
electromagnetics; the finite element method (FEM) 
[15-18], the method of moments (MOM) [19-21], and 
the finite difference time domain (FDTD) method [22, 
23]. The MOM discretizes Maxwell's wave equations 
in their integral form, the FDM discretizes the equa- 
tions in the differential form, and the FEM method 
discretizes the equations after casting them in a varia- 
tional form. All three techniques have been applied to 
aperture antenna analysis [24-26]. 

The MOM method finds natural application to an- 
tennas because it is based on surfaces and currents, 
whereas the other two methods are based on volumes 
and fields. This means that for MOM, only the an- 
tenna aperture surface structure must be discretized 
and solved, whereas for FEM and FDTD, all volumes 
of interest must be discretized. For antenna radiation, 
the far field would require an inordinate amount of 
space were it not for the recent development of ab- 
sorbing boundary conditions. These boundary condi- 
tions approximate the radiation conditions of infinite 
distance in the space very near the radiating structure. 

The MOM works by solving for currents on all sur- 
faces in the presence of a source current or field. The 
radiated field is then obtained by integration of these 
currents, much like it was obtained in the physical 
optics approaches. Thus, the MOM can be applied to 
any aperture antenna that the PO technique can be 
applied to, unless the problem is too large for the 

available computer resources. Ensemble [27] is com- 
mercially available software package that is a 2.5- 
dimensional MOM program used primarily for patch 
antennas or antennas that can be modeled as layers of 
dielectrics and conductors. If the top layer is a con- 
ductor with radiating holes, the holes are aperture 
antennas, which this program is designed to analyze. 

There is another full-wave commercial software 
packages that are widely used for aperture antenna 
problems, the High Frequency Structure Simulator 
(HFSS) [28]. This is a 3-dimensional FEM software 
package with extensive modeling and automatic 
meshing capability. It is best for horn antennas or 
other kinds of antennas formed by apertures in various 
non-layered structures. The latest version uses the 
"perfectly matched layer" type of absorbing boundary' 
conditions. 

In practice, full-wave methods cannot be directly 
applied to high-gain aperture antennas like reflectors 
or lenses without difficulties because these structures 
are usually many wavelengths in size which requires 
large amount of computational resources. Often, how- 
ever, if there is symmetry in the problem that can be 
exploited, the number of unknowns for which to solve 
can be greatly reduced. For instance, a high gain re- 
flector antenna that has circular symmetr>' allows for 
body-of-revolution (BOR) symmetry [29. 30] simpli- 
fications in the modeling. Similarly, a large lens re- 
quires a computer program with dielectric capability 
[31] in addition to BOR symmetry modeling. 
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ABSTRACT 
In recent decades, adaptive arrays have been widely used in sonar, radar, wireless 

communications, microphone array speech processing, medical imaging and other 
fields. In practical array systems, traditional adaptive bcamforming algorithms are 
known to degrade if some of exploited assumptions on the environment, sources, or 
antenna array become wrong or imprecise. Therefore, the robustness of adaptive 
beamforming techniques against environmental and array imperfections and uncer- 
tainties is one of the key issues. 

In this paper, we present an overview of recent trends and advances in the field of 
robust adaptive bcamforming. 

Keywords: Robust adaptive beamforming, worst-case performance optimization, 
diagonal loading, array respon.sc mismatch, uncertainty set. 

1. INTRODUCTION 

The traditional approach to the design of adaptive be- 
amformers assumes that no components of the desired 
signal are present in the beamformer training data [1], 
[2]. In such a case, adaptive beamforming is known to 
be sufficiently robust against errors in the array re- 
sponse to the desired signal and limited training sam- 
ple size and a variety of rapidly converging 
techniques have been developed for this case [1]. Al- 
though the assumption of signal-free training snap- 
shots may be relevant in certain specific cases (e.g., in 
some radar and active sonar problems), there are 
many applications where the interference and noise 
observations are always "contaminated" by the signal 
component. 

Typical examples of such applications include 
wireless communications, passive sonar, microphone 
array speech processing, and medical imaging. It is 
well known that even in the ideal case where the sig- 
nal steering vector (array response) is precisely known 
at the receiving sensor array, the presence of the de- 
sired signal in the training data snapshots can lead to 
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Ministr\- of Education and Research, the Premier Research Excel- 
lence Award Program of the Minislr>' of Energy, Science, and 
Technology (MEST) of Ontario, and the Natural Sciences and 
Engineering Research Council (NSERC) of Canada. 

essentially reduced convergence rates of adaptive 
beam-forming algorithms relative to the signal-free 
training data case [3], [4], This may cause a severe 
performance degradation of adaptive beamforming 
techniques in scenarios with a small training sample 
size. 

In practical situations, the performance degradation 
of adaptive beamforming techniques may become 
even more substantial because of a possible violation 
of underlying assumptions on the environment, 
sources, or sensor array. One of typical causes of such 
a performance degradation is a mismatch between the 
nominal (presumed) and actual array responses to the 
desired signal. Adaptive array techniques are known 
to be very sensitive even to slight errors of this type 
because in the presence of such errors adaptive beam- 
formers tend to misinterpret the desired signal com- 
ponents in array observations as an interference and to 
suppress these components by means of adaptive 
nulling instead of maintaining distortionless response 
towards them [3], [4]. This phenomenon is of^en re- 
ferred to as signal self-nulling. 

Errors in the array response to the desired signal 
frequently occur in practice because of look direction 
errors, imperfect array calibration (distorted array 
shape), as well as unknown environmental wavefront 
distortions, local scattering, and sensor mutual cou- 
pling. Another typical cause of array response errors 
in wireless communications is a restricted amount of 
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pilot symbols/intervals.  In such cases, robust ap- 
proaches to adaptive beamforming are required [3, 5- 
7]. 

Besides array response errors, performance degra- 
dation of adaptive beamforming can be additionally 
caused by a nonstationary character of the beamfo- 

rmer training data [8-10]. This phenomenon can be 
caused by a nonstationary behavior of the propagation 
channel, by interferer and antenna motion, as well as 
antenna vibration. There are several implications of 
such a nonstationarity. First of all, it naturally restricts 
the training sample size and leads to a degraded per- 
formance of adaptive beamforming algorithms even in 
the case of signal-free training snapshots. Further- 
more, if the desired signal is present in the beam- 
former training snapshots, this type of degradation 
becomes much stronger than in the signal-free training 
data case [3, 4]. Finally, in the case of rapidly moving 
interferers the performance can break down because 
the array weights are not able to adapt fast enough to 
compensate for the interferer motion. Therefore, inter- 
ference cancellation may be insufficient in such cases 
where robust approaches to adaptive beamforming are 
required [3, 5-7]. The same situation occurs in the 
case of moving antenna arrays, e.g., towed arrays of 
hydrophones in sonar [11] or moving antenna plat- 
forms in airborne applications [10]. 

2. TRADITIONAL APPROACHES 

The beamformer output is given by 

y{k) = w^ x{k), (1) 

where k is the time index, x(A;) is the M x 1 
complex vector of array observations, w is the 
M xl complex vector of beamformer weights, M is 
the number of array sensors, and (o^ is the Hermi- 
tian transpose. The training snapshot vector is given 
by 

x(0 = s,(i) + i(i)+n(i), (2) 

where s,(i), i{t), and n(i) are the statistically in- 
dependent components of the desired signal, interfer- 
ence, and sensor noise, respectively. In the particular 
case when the desired signal is a point source and has 
a time-invariant wavefront, we have s.,(i) = s(t)a,si 

as where s(i) is the complex signal waveform and as 
is the M X 1 signal steering vector. 

The optimal weight vector can be obtained through 
maximizing the Signal-to-Interference-plus-Noise 
Ratio (SINK) [1] 

SINR = 
i^^R.w 

where 

and 

w^Ri+„w' 

R3^E{s,(i)s/(i)} 

(3) 

(4) 

Ri+n=E{[i(0 + n(0][i(t) + n(i)f}      (5) 

are the M x M signal and interference-plus-noise 
co-variance matrices, respectively, and E{-} denotes 
the statistical expectation. Generally, the matrix Rj 
can have an arbitrary rank, i.e., 

l<rank{Rs}< M. (6) 

However, in the special case of a point signal 
source we have 

Rs=^sa,af (7) 

and, hence, rank{Rs} = l, where 

0-2 = E{I s{t) f }. It is well known that the SINR in 

(3) can be maximized via maintaining distortionless 
response to the desired signal while minimizing the 
output interference-plus-noise power: 

minw^ Ri+„ w s. t.  w^ Rg w = 1.        (8) 
w 

In the rank-one signal case, the constraint in (8) can 
be rewritten in a more familiar form w^ aj = 1. This 

approach is usually referred to as the Minimum Vari- 
ance Distortionless Response (MVDR) beamforming. 
The solution to (8) is given by 

Wont  = P{Ri+nR-s}> (9) 

where p{} is the operator which returns the prin- 
cipal eigenvector of a matrix. In the rank-one signal 
case, the solution (9) can be rewritten in a more famil- 
iar form [ I ] 

Wopt = aRf+n as, (10) 

wherea = (af Rf+„as)~^ In practical applica- 

tions, the matrix Ri+„ is unavailable and is replaced 
in (9) and (10) by the sample covariance matrix [1] 

^ - :^EL-W-^W = ^xx^ (11) 

where X = [x(l),x(2),...,x(Ar)] is the MxN ma- 

trix of the beamformer training data and N is the 
number of snapshots available (training sample size). 

One of the most popular approaches to robust adap- 
tive beamforming in the cases of arbitrary signal array 
response errors and small training sample size is the 
diagonal loading method [5], [12], [13], [14]. Its key 
idea is to regularize the solution for the weight vector 
[13] by adding a quadratic penalty term to the objec- 
tive function in (8) as 

min w^ Rw + 7w^ w s. t.  w^ R^ w = 1, (12) 
w 

where 7 is the loading factor. The solution to (12) 

is given by 

WDL=>{(R + 7l)-'Rs}, (13) 
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where I is the identity matrix. In the rank-one sig- 
nal case, this solution can be written in a more famil- 
iar form [5], [13], [14] 

WDL =(R + 7ir'a,. (14) 

It is well-known that diagonal loading can improve 
the adaptive beamforming performance in scenarios 
with an arbitrary signal array response mismatch [3], 
[5], [13]. However, the main shortcoming of this 
method is that there is no easy and reliable way of 
choosing the parameter 7 . 

Another popular approach to robust adaptive beam- 
forming is the eigenspace-based beamformer [4], [15]. 
This approach is only applicable to the point signal 
source case. The key idea of this method is to use, 
instead of the presumed steering vector as, the projec- 
tion of as onto the sample signal-plus-interference 
subspace. Write the eigendecomposition of (11) as 

R-EAE^-l-GfG^, (15) 

where the M x{L +1) matrix E contains the 

L + 1 signal-plus-interference subspace eigenvectors 

of R, and the (L -|-1) x (L -f-1) diagonal matrix A 
contains the corresponding eigenvalues of this matrix. 
Similarly, the M x{M - L-l) matrix G contains 

the {M - L -1) noise-subspace eigenvectors of R, 

while the (M - Z, - 1) x (M - L - 1) diagonal ma- 

trix r is built from the corresponding eigenvalues. 
The number of interfering sources L is assumed to be 
known. The weight vector of the eigenspace-based 
beamformer is given by 

= R-'v, (16) 

where    v PE«S and    Pj, = E(E'^E)-'E^ = 

- EE" is the orthogonal projection matrix onto the 
estimated signal-plus-interference subspace. 

When used in adequate situations, the eigenspace- 
based beamformer is known to be one of the most 
powerful techniques applicable to arbitrary steering 
vector mismatch case [15]. However, very serious 
shortcomings of this approach are that it is entirely 
based on the low-rank stationary model of the training 
data and requires exact knowledge of Z,. Furthermore, 
this approach is limited to high Signal-to-Noise-Ratio 
(SNR) cases because at low SNRs the estimation of 
the projection matrix onto the signal-plus-interference 
subspace breaks down due to a high probability of 
subspace swaps [16]. 

In situations with nonstationary training data, sev- 
eral advanced methods have been developed to miti- 
gate performance degradation of adaptive beamform- 
ers. In [10], a power series expansion based approach 
is used to obtain a class of robust solutions for non- 
stationary array weights. However, the algorithms 
obtained are restricted by scenarios with slowly mov- 
ing jammers only. To preserve the adaptive array per- 
formance in situations with a higher mobility of in- 

terferers, several authors exploited the idea of artifi- 
cial broadening the adaptive beampattem nulls in un- 
known interferer directions using either point [8], [9], 
[11] or derivative [17]-[20] null constraints. The first 
approach is usually referred to as the Data-Driven 
Constraints (DDC) method, while the second one is 
called the Matrix Taper (MT) method. Relationships 
between the DDC and MT approaches have been 
studied in [21] where it has been shown that the DDC 
method can be interpreted and implemented as a spe- 
cific form of matrix taper. 

3. RECENT ADVANCES 

As follows from the previous section, all traditional 
approaches to robust adaptive beamforming are ad 
hoc techniques. Only recently have some theoretically 
rigorous robust adaptive beamforming approaches 
been proposed in this field [16,22-28]. A common 
idea used in these algorithms is to define the so-called 
uncertainty sets and optimize worst-case performance. 

First of all, let us consider the non-point signal 
source case and discuss the robust beamformer de- 
rived in [24-25]. Following this work, we assume that 
both the signal and interference-plus-noise covari- 
ance matrices are known with some errors. That is, 
there is always a certain mismatch between the actual 
and presumed values of these matrices. This yields 

R, =R,-i^A ̂1' 

^i+l -Ri+n +^2' 

(17) 

(18) 

where R^ and Rj^^„ are the presumed signal and 
interference-plus-noise covariance matrices, respec- 
tively, whereas R^, and Rj^,, are their actual values. 

Here, A| and A2 are the unknown matrix mis- 
matches. 

In the presence of the mismatches A, and Aj, 
equation (3) for the output SINR of an adaptive array 
has to be rewritten as 

SINR-. 
W"R,W 

W"RH„W 
(19) 

Let A| and Aj be norm-bounded by some known 
constants [24] 

|A,|<E,   i|A,|<Y, (20) 

where ||| denotes the Frobenius norm. Note that 

(20) defines the uncertainty sets for the signal and 
interference-plus-noise covariance matrices, respec- 
tively. To provide robustness against possible norm- 
bounded mismatches as in (20), it has been proposed 
in [24] and [25] to obtain the beamformer weight vec- 
tor by means of maximizing the worst-case output 
SINR: 
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w"(Rs+Ai)w 
max min—— — 

w Ai.Aj   w"(Rj+„+A,)w , 

V||A,||<£,||A2||<Y 

where A, and Aj are Hermitian matrices. 
The problem (21) can be rewritten as 

min   W"(RS+A,)W 

(21) 

max 
|A,|<e 

min    w"(Rj+„+A2)w. (22) 

V||A, 1<8, 

Using the Lagrange multiplier method, it has been 
proved in [24] that, if e is smaller than the maximal 
eigenvalue of R,, the problem (22) is equivalent to 

• H mmw R,- +YI)W s.t. w"(R5+el)w=l.(23) 

Similar to (8), the solution to the robust MVDR 
beam-forming problem (23) can be expressed in a 
closed-form. After replacing R,+„ byR, it can be 

written as [24-25] 

w,„„ = p{( R + 7l )"\ R.. + £l)} •       (24) 

From (24), it is clear that the worst-case perform- 
ance optimization approach leads to a new diagonal 
loading based beamformer where both the negative 
and positive types of diagonal loading are used. 

Unfortunately, the beamformer (24) does not take 

into account that 'iks must be non-negative definite. 
Although ignoring this non-negative defmiteness con- 
straint we simply "strengthen" the worst case and this 
does not affect the performance of the robust beam- 
former in most of scenarios [24], it is interesting to 
consider a more adequate formulation of the robust 
beamforming problem that can take into account this 
constraint. For the point source case, this problem has 
been recently addressed in [16] and [26]. Following 
this approach, let us consider the signal steering vec- 
tor mismatch 

8= a,-a,, (25) 

instead of the signal covariance matrix mismatch 
Al of (17). Here, as and as are the actual and pre- 
sumed steering vectors, respectively. Similar to (20), 
we assume that the norm of the mismatch vector is 
bounded as [16] 

i8l<e, (26) 

where the constant e is known. The idea is to in- 
corporate robustness into the MVDR beamforming 
problem by means of imposing the distortionless re- 
sponse constraint which, for all mismatched steering 
vectors, guarantees that the array response is not 
smaller than one. Using such a constraint, the robust 
formulation of the MVDR adaptive beamformer can 
be written as the following constrained minimization 
problem [16] 

min w^ Rw s.t. Iw" (a, + 5 )| > 1 V |{5|| < e. (27) 

Note that the main modification with respect to the 
original rank-one MVDR problem is that instead of 
requiring fixed distortionless response towards the 
single steering vector as, such distortionless response 
is now maintained in (27) by means of inequality con- 
straints for a continuum of all possible steering vec- 
tors given by the uncertainty set 

{c|c = a,+8,||8||<e}. (28) 

The constraints in (27) guarantee that the distor- 
tionless response will be maintained in the worst case, 
i.e., for the particular vector 8(||8||<e) which corre- 

sponds to the smallest value of | w^ (a,. +8) | 

It has been proven in [16] that if |w"aj>e||w|then 

the problem (27) is equivalent to 

min w^Rw s.t. w'^a, > e|w|| +1.        (29) 
W 

Note that the original problem (27) appears to be 
computationally intractable, whereas (29) represents 
the so-called Second-Order Cone (SOC) program- 
ming problem which can be easily solved using stan- 
dard and highly efficient interior point method 
software [29]. 

Interestingly, the inequality constraint in (29) can 
be proven to be equivalent to the equality constraint 

w'^a, > e||w| + l [16], [26]. Taking this into account, 

we can rewrite (29) as 

minw^Rw s.t. Iw'^a,-11> eW .      (30) 
w 

The solution to (30) can be found by means of La- 
grange multiplier method and can be expressed in the 
following form: 

w= 
Aaf (R-fAe'^l) ^ a, - 1 

(R + Ae^l) 'a,.(31) 

Equation (31) shows that the robust beamformer in 
(29) belongs to the class of diagonal loading tech- 
niques. Note, however, that it is not possible to use 
(31) directly for computing the optimal weight vector 
because it is not clear how to obtain the Lagrange 
multiplier ^ in a closed form. 

Several extensions of this approach have been con- 
sidered. In [26], the robust formulation (27) has been 
extended to the case where the uncertainty is anisot- 
ropic [26]. Furthermore, the authors of [26] and [27] 
derived several alternative algorithms based on New- 
ton's method rather than SOC programming. 

In [22], the approach of [16] has been extended to 
the case in which, besides the steering vector mis- 
match, there is a nonstationarity of the training data 
(which may be caused by nonstationary interferers 
and propagation channel, as well as antenna motion or 
vibration). The approach of [22] suggests, instead of 
modelling uncertainty in the covariance matrix (as in 
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(18)), to model such an uncertainty by means of add- 
ing it directly to the data matrix X. To take into ac- 
count nonstationarity of the training data, let us 
introduce the mismatch matrix 

A=X-X, (32) 

where X and X are, respectively, the actual and 
presumed data matrices at the beamforming sample 
(which is often referred to as the test cell). The pre- 
sumed data matrix X corresponds to the actually re- 
ceived data. However, in on-line problems, this data 
corresponds to the measurements that are made prior 
to the test cell. Therefore, because of nonstationarity 
effects, such past data samples may inadequately 
model the test cell, where the actual data matrix is 
unknown and equal to X . Hence, in the nonstationary 
case, the actual sample covariance matrix can be writ- 
ten as 

\XX"  = ^(X+f)(X + f)"i ■Jv""   ^ ji'-^fj'^-^^f' r (33) 

It is important to stress that, according to (33), the 

matrix R is guaranteed to be Hermitian and non- 
negative definite. However, this matrix is unknown 
because the type of nonstationarity (and, therefore, the 
mismatch A) are unknown. 

To combine the robustness against interference 
nonstationarity and steering vector errors, the authors 
of [22] use ideas similar to that proposed in [16] and 
[26]. That is, they assume that the norms of both the 
steering vector mismatch 5 and the data matrix mis- 
match A are bounded by known constants: 

||8||<r,    |A||<ii, (34) 

Then, the robust formulation of the MVDR beam- 
forming problem can be written in the following form 
[22]: 

mm max 
w     |A||<TI 

X + A)"w 

s.t. |w"(a,+8)|>l, V||A|<C 

(35) 

This problem further extends (27) by means of in- 
corporating an additional robustness against nonsta- 
tionary training data. The essence of (35) is that the 
output power of adaptive beamformer is minimized 
for the scenario with the worst-case nonstationarity of 
the training data subject to the additional constraint 
which maintains distortionless response for the worst- 
case steering vector mismatch. 

To simplify the problem (35), the authors of [22] 
have proved that 

Elh'"^)"Hhll'^"Hh^lHI-      (36) 
Using (36) and further transforming the constraint 

(see (29)), the problem (35) has been converted to 

min[|x"w]|+ri||w|| s.t. w^'a, >£:||w|| + l, (37) 

which can be viewed as an extended version of 
(29). Note that (37) also belongs to the class of SOC 

programming problems and can be efficiently solved 
using standard interior point method software [29]. 
The combination of the approach (37) and the matrix 
taper method of [17-20] has been considered in [23]. 

4. CONCLUSIONS 

In this paper, robustness issues that emerge in 
adaptive beamforming have been considered. The 
term "robustness" can be understood as a certain 
number of formal constraints or ad-hoc modifications 
that are incorporated into adaptive beamforming algo- 
rithms to preserve them from degradation under a 
certain model mismatch. 
In summary, the area of robust adaptive beamforming 
remains a field of intensive study over many years. 
Current and future research trends in this field include 
the design of robust beamformers based on the idea of 
worst-case performance optimization, the develop- 
ment of techniques which combine different types of 
robustness into a single scheme, their performance 
study in application to a variety of practical problems, 
as well as investigation of theoretical relationships 
between new algorithms emerging in this field. 
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Abstract 
In the paper, there is compared the effectiveness of two types of adaptive detectors 

of Gaussian coherent signals against the background of Gaussian correlated interfer- 
ence - with coherent and non-coherent integration of output signals of an interference 
canceller. It is shown that at the maximum likelihood estimation of the adaptive can- 
celler parameters, the detector with non-coherent integration can be not only simpler 
but also more effective. 

1. INTRODUCTION 

The optimal, by the Neuman-Pearson criterion, detector 
of coherent signal of a point target against the back- 
ground of Gaussian correlated interference should incor- 
porate either a whitening or converting filter - an 
interference canceller (IC) and a coherent integrator (CI) 
matched with a determining parameter a (as parameter 
Q, there can be a direction of arrival, a frequency or 
other) of the target signal [1-3]. Under typical for prac- 
tice conditions, when parameter a is a priori unknown 
there should be provided either CF readjustment or an 
assortment of conditions for all the parameter values at 
possible range of its change. The first way often is unac- 
ceptable due to strong time limitations, the second one - 
because of great apparatus expenses. 

By this reason, in practice, significantly simpler 
non-coherent integrators (NCI) of IC output signals 
are used. A great attention is paid in literature [1, 4-9 
and other] to the analysis of losses associated with 
this. There is shown, in particular, that the more an 
interval (spatial, time, or space-time) of non-coherent 
integration, the higher their level. 

However, in the mentioned works, as well as at a 
number of other ones, NCI losses are computed for 
non-adaptive detectors, wherein parameters of the 
receiving tract, including IC as well, are fixed. In 
adaptive detectors, IC parameters are formed over 
training samples with a finite volume and therefore 
are random. This randomness variously influences on 
the efficiencies of CI and NCI, and, as it is shown 
below, in certain situations, can change a steady no- 
tion of their comparative advantages. 

The paper is arranged in the following manner. In 
item 2, the problems under solving and used assump- 

0-7803-7881-4/03/$l7.00 ©2003 IEEE. 

tions are formulated. In item 3, there are compared 
indices of optimum (with CI) and non-optimum (with 
NCI) detectors of coherent signal at IC with fixed 
parameters. In item 4, adaptive detectors with coher- 
ent and non-coherent integration of IC output signals 
with random parameters are compared. 

2. PROBLEIVI FORMULATION 

The problem under solving is in comparison of four 
versions of detectors differing in species of the used 
pre-threshold statistics, in the value of the probability 
of detection (PD) 

D dr. (1) 
3^0 

at the fixed, owing to choosing corresponding thresh- 
old x„, the probability of false alarm (PFA) 

F = JPiJ^) dx. (2) 

Here p^^ (i) is the distribution density of compared 

statistics ^, = ^(uj in the absence (7 = 0) and 

presence (7 = 1) of the useful (expected) signal 

^K = {^.si] i=\ in an additive mixture 

U-, = K .} iU = y + 7 • Xs,   7 =r 0,1     (3) 

with interference y = {?/,} j'lj. 

Terms in (3) are assumed to be independently 
complex, normal M -dimensional vectors 

y ~ CN{Q,'^) (4a) 

X, =^.x,/?-(7;V(0,a;^), (4b) 
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with zero mean values (y = Xs = 0) and M xM 
correlation matrices (CM) 

$ = y . y*, rank$ = M, 

$, = x, • X* = CTs • X ■ x*,rank$s = 1, 

(5a) 

where 

x = {a;,}^i=x   (a      ),   x-x<M   (5b) 

is the steering (non-random) M -dimensional vector 
of expected signal (4b) with power  aj, an over- 
scribed bar and (*) are symbols of statistical averag- 
ing and Hermitian conjugate, respectively. 

In situations (4), (5), vector (3) 

u. C7iV(0,$„) (6) 

has a zero mean value and CM 

(7) 
7 = 0, 

^$ + UsXX*, 7 = 1- 

The pre-threshold statistics being analyzed are equal to 

^,=hf,   r?, =t;-x, t, =*-u,;    (8a) 

^, =p;.p„   p, =K,:}ei=H.u,;   (8b) 

H*H = * = $-^ (9) 

^, =|^,.f , % =t;-x, t, =*-u,;  (10a) 

^-1 
H*H = '!' = $ \ (11) 

In the considered situations (4) - (7), the first of them 
(8a) corresponds to an optimal detector, wherein there is 
compared with a threshold a squared modulus of the 
coherent sum rj^ of elements of vector t^ = {t^i} i=i 

of output signals of a converting filter (with the M x M 
matrix impulse characteristic (MIC) equal to matrix * 
(9) [3, p. 716]). The second statistics (8b) is formed of 
NCT (by summing squared modules) elements of vector 
p^ = { p^_ } f£i   of output signals of the whitening 

filter (with M xM MIC H  is the matrix "root" of 
matrix * represented as in (9) [3, p. 714]). 

Statistics (10) are "adaptive analogues" of statistics 
(8), wherein CM (a priori unknown) of interference $ 
is replaced with its maximum likelihood (ML) estimate 

K 

$ = K-'A,   A = VV* = ^Vi ■ v.; .    (12) 

Here V = {v,; } -Li is the training sample of volume 
K of mutually independent M-dimensional vectors 

V, ~CN(0,$), iel,K (13) 

being statistical equivalent to interference vector y (4a), but 
not conflated with it, with the useful signal (4b) and, as a 
consequence, with their mixture (3): 

^ = 0,   i£l,K; 7 = 0, 1. (14) 

Random matrix A determining estimate (12) under 
such condifions has the Wishart complex distribution 
with a density [10] 

p(A) = C|A|*exp{-tr*-A}, 5>0,   (15) 

where C is the normalizing constant, 
6 = K - M >0 isthe "effective" volume of training 
sample, trB and |B| are the matrix B trace and de- 
terminant, respectively. 

For the formulated conditions (4)-(7), (12H15), there 
are defined below densities of the distribution p^^<~xy of 

statistics (8), (10) and the following from them character- 
istics (1), (2) of the corresponding detectors. 

3. COMPARISON OF POTENTIALITIES OF 

DETECTORS WITH CI AND NCI 
Let us start from the well known and simplest statis- 
tics (8a) of an optimal detector. By virtue of (5)-(7), 
(9), vector 

t, ~CiV(0,$t),$t =*^u*, 

^0 = x**x, 7 = 0, 

li =lo(l + '^slo)>7 = l, 

and, consequently, statistics (8a) has the exponential 
distribution [11] 

p^^cx^ = ^exp{ -x/I,.} (17) 

with the mean value J   (16). Therefore [1-3] 

X*$tX = (16) 

F = exp 
. 6 6 

3Ll = iri+/',     (18) 

so at fixed PFA F,?D D is completely determined 
by the value 

M = (|?i-?o|)/?o='^sV*x = <T,^?„(19a) 

having an evident meaning of the power signal / (in- 
terference + noise) ratio (SINK) at the Cl output. 

In the usually considered situation of equality of 
the own noise a'i and external interference afn pow- 
ers in all M receiving channels, when for CM * 
there is true the following representation 

where I^  is the unit M xM matrix, SINR (19a) 
can be written as 

H = M-h-x. (19b) 

where 

h = a!/al   and   x = x*T;vx/M < 1 (19c) 

are the signal to noise ratio (SNR) in the receiving chan- 
nel and the "useful signal power utilization factor [2,3]". 
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The latter, at x' • x = Af is equal to unit in the ab- 
sence of external interference (77 = 0, $yv = 
= *Af = IA/ ), and otherwise is less than unit. 

Let us proceed to the detector with NCI of output 
signals of the whitening filter. As it follows from (6), 
(7), (8b), the vector being formed by it 

p.. -CyV(0,$p) (20) 

has a zero mean value and CM 

.      Ihi. 7 = 0, 
$p = H$„H   =■ (21) 

[1M +(T^HXX H ,7 = 1, 

Using the known [2, 3] representation 

p^ = GA^/2^, GAG* = $p 

A-diag{Ai}fij,   GG*=G*G = I, 

(22a) 

(22b) 

iM (22c) 

of vector p., (20) through eigenvalues (e.v.) A, > 0 

and unitary (22c) matrix G = {g, } f£, of eigenvec- 
tors of its CM $p (21), the statistics (8b) can be pre- 
sented as 

^, =e'A£ = ^A,k,p, 7 = 0, 1.      (23) 
i=l 

At 7 = 0 , as follows from (21), A = I^, therefore 

M 

£o = e*£ = El^>l'- (24) 

For condition (22b), such a sum, as is known [11], 
has the Erlang distribution 

p^,<.x) z= x'^'-'^exp<-x)/{M -1)\      (25) 

and, consequently, the threshold a;,, fixing PFA F is 
the root of the equation 

F==<piM,Xo), (26) 
"1-1   ( 

(p(,m,x) = e'-'Y^^. (27) 
1=0 

i! 

At 7 = 1 A, = l-f ^,, where ^, (i e 1,M) are 
e.v. of matrix S = erf Hxx*H*. Rank of this matrix 
equals 1 and, thereby, ^i = 0 for all i € 1, M - 1. A 
single non-zero e.v. 1^ in this case concurs with its 
trace trS = CT?X*H*HX = //. SO, 

A, = L   ielM-l;   A^;=l-f/i,     (28) 

and, in connection with this, statistics (23) at 7 = 1 
can be presented as a sum 

M-l 

1 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

03 

0.2 

0.1 

0 

D : ■ ^j^^ ^^" 
1 A#1C)! 

F=io-'^ fmff ^ 20; 

'"1 
1 LrM               ^ 

'""sq 
■-"—1  

100: 

mnPTz 200; 
r  

III JlTX^^^\ 

i fj\   \ 1 

 -i   1 1 _ 1 

i        i 1 
-5 10      l.";      20      25       30      35 40 

D   0.9 

It is not difficult to show that the density of sum 
(29) in this case is equal to 

Pi, <3;> = AAV expfT^lfl - vf M - 1,-^ 

= 1 + /r'. Hi 

Integrating it over(l), we obtain PD 
A/--2 

D = h¥r' exp 
_„  1 M-l 

V("'.+ 1,.-?^,) 

(31) 

(32) 

for the detector with NCI of the whitening filter signals. 
In Fig. 1, for FAR F = lO", a family of detection 

curves D{p.) (32) at different values of the number 
M of processing channels is shown. The dashed 
curve here corresponds to the accounted by (18) PD 
of the  optimal  detector  (8a).  At  arbitrary  point <r  _„ , L v-^,   ii^   ,      ,,       s,     ■? ,   ^     "'   '"^  optimal  aetector  (»a).  At  arbitrary  point 

^1 - a -h 6,  a = 2^|£i| 4 6 = (1 + ;f)|e^^|^ (29)     //. = ;/,,, the difference between the dashed curve 
i=l  i--_i-  -    j        ••     . /.      .. . i=l 

of two independent summands a and b with densities 

g-.r/(! + ,.) 
p„cx-> = 

x"-'e--^ 
(M-2)!' 

P,,(X) 
(1 + M) 

•(30) 

ordinate and ordinates of solid curves characterizes a 
gain in optimal processing for PD D at this point. 
Difference of abscissas of the same curves at point 
D = Z)(, characterizes its gain (in dB) in threshold 
SINR n (19) at this point. 

More readily it is seen in Fig. 2, where dependencies 
of M   threshold values of product   h ■ x - f^i /M 
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(19b) of the optimal (dashed curves) and non-optimal 
(solid curves) processing for D = 0.5 and D - 0.9 
at F = lO"'*, 10"'', 10"^ are shown. Losses of the 
latter in the threshold SNR h (m dB) are determined 
here by the difference in ordinates of corresponding 
solid and dashed curves, which increases as M grows. 
Thus, at F = lO-" and D = 0.9, they constittite 
« 2 dB at M = 10, and « 7 dB at M = 200. 

However, it should be outlined, that conclusions 
about advantages of coherent processing as compared 
with the non-coherent one, which follow from these 
picttires are valid only in the considered hypothetical 
situation of the exact knowledge of interference CM, 
which allows accurate forming the optimal statistics 
(8a). When replacing a priori unknown CM with this or 
that its (approximate) estimation, the relationship be- 
tween them can turn into the opposite one making non- 
coherent processing preferable not only due to the con- 
siderably more simplicity, but and due to the higher 
effectiveness. This important for practice conclusion 
not reflected in the literature known for the authors is 
illustrated by the example of adaptive detectors (10) on 
the basis of ML CM estimates (12H15). 

4. COMPARATIVE EFFECTIVENESS OF 
ADAPTIVE DETECTORS WITH CI AND NCI 

The used in this part densities of the distribution p^^ (x) 

of adaptive statistics (10), which determine their statisti- 
cal characteristics (1), (2) under conditions (12H15), are 
obtained and given in the prepared to publishing articles 
[12, 13]. Derivation of these densities is rather awkward 
and therefore is not being given here. 

For statistics (10a), they are 

p^_(x) = {K-' -l,)-' ■ P,.ix / K'l,) , 

where p,. ca;) is the distribution density of the nor- 

malized random value 

equal to 
p,. ca;) = 

V ■ ifiS) ■j,Fi(a,b,C]d]-Ax), 

1 

7 = 0, 

(33) 

(34) 

ip{6)Jf{y)2Fo c.b\ — - 
ixy 

1 + M2/J 
dy,j 

Here   :iFi{a,b,c;d]z)   and   iFoic.b-.z)   are corre- 
sponding hypergeometric functions [14], 

a = 6 + 3,b = a/2, c = {a + l)/2;d = K + 2; 

^   (5)==(5 + l)(5 + 2); 

/(2/) = m.(2/)/(i + w)> 
T} = {K-M + 2)/{K +1) = (5 + 2)/{K + 1)(35) 

the mean value of the normalized to a maximum (19) 
estimating (random) SINR 

v = filyi<l (36) 

,  (37) 

10    is     20     25     30     35    40      45    50 

Fig. 3. 

at the output of the adaptive detector (10a), (12) with 
the density of distribution [10] 

pAy) = y'^Hi-yf-''IB{^ + %M-\) 

B{n^-\,■m + \) = n!m!/(n + m + l)! 

Threshold  XQ fixing PEA  F  (2) at a specified 
level is equal to [12] 

So = K'^ -IQ-XI, 

where xi is a root of the equation 

^ = ^ (38) 
= 3Fi(5 + 2,{6 + 1)I2,{8 + 2)I2K + l;-4;a;i) 

PD under condition (34) is determined by the integral 

i 

D = JpAy)2Fo 
(6 + 2 6 + 1       ^xiv 

l + M2/i 
dy,(?9) 

which in the general case is not expressed by neither 
elementary nor known special functions. 

In Fig. 3, as an example, a family of dependencies 
D = D{fi) (38), (39) for F = 10-^ M = 8 and 
different values of volume of training sample K in ML 
CM estimate is given (12). A dashed curve here, as well 
as in Fig. 1, corresponds to an optimal detector (8a). 

The curves of this family link the sample volume 
with probability characteristics of detection and here- 
with determine statistical speed [12] of adaptive 
processing (10a), (12). It can significantly differ from 
the introduced in [10] and universally used "ener- 
getic" speed that correlates with this volume the mean 
value of energetic losses (36). 

As follows fom (35), alreacfy st K = K, ^2M -3 
mean energetic losses constitute 3 dB (z/ = 1 / 2), 
and therefore, for their compensation it is enough to 
double SNR h (19c). On this bases, a sample of such 
a volume is often considered practically sufficient for 
an adaptive detector (10a), (12). 

However, such a sample can lead to prohibitively 
large losses in its statistical characteristics of detection. 
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which are not compensated at SNR doubhng. For ex- 
ample, under conditions given in Fig. 3 (M = 8) at 
K = K,. = \Z it is practically inoperative 
(D = D„ < 0.02) until a value /i ^ 21 dB, at which 
the optimal processing provides PD D = D^ = 0.9. 
Doubling of SNR h, at which the mean value of its 
output SINR is equal to 21 dB as well, increases PD 
only until D = D„ < 0.05, that is continues keep it 
inoperative. In order to bring the value of PD to 
D = D„ =0.9, in this case, SFNR fi « 42 dB is 
needed, i.e. the increase of SNR not by 3, but by 21 dB. 
For the requirements to an additional growth of thresh- 
old SNR h not exceeding 3 dB, under conditions in 
Fig. 3, there is necessary the training sample of signifi- 
cantly more volume K = K,, « 56 = 7M. 

The reason of difference between "statistical" and 
"energetical" speeds (non-equalities K, > K,) is 
quite obvious. It is stipulated by the difference in the 
distribution laws (17) and (34) of pre-threshold statis- 
tics (8a) and (10a), (12) of optimal and adaptive de- 
tectors, by virtue of which, the equality of their 
energetic characteristics does not entail that of their 
statistical characteristics as well. This concerns also 
the detector (10b), (12) with non-coherent integration 
of output signals of the adaptive whitening filter, to 
whose analysis we now proceed. 

For statistics f., (10b) under conditions (12)-(15) 

where p^_ (x) is the density of the random value dis- 
tribution 

T, ^^JK, (40) 

equal to [13] 
p^_ (X) — 

B-' {M,S + \)x^'-' /(I + xf^' ,7 = 0,  (41) 

/(■xy-iFiiM-hK + hM;-z),^ = l, 

B{M,6 + l)(i + ^ + ^f^i' 

Z = //X/(1 + fi+x). 

Threshold .T„ fixing FAP F is equal to 

xo = K -xi, 

where Xi is a root of the equation 
1 

(1+;-) 

0 

PD under condition (41) is determined by the integral 

J = 

10      15     20      25    30    35     40      45    SO 

(1+.,) (43) 

=   J    r{^-yf'-'2Fdl,K + \;M:z{y))dy 
0 

^(j/) = (l-2/)///(H-//.), 

Fig. 5. 

which in general case, as well as in (39), is not expressed 
neither by elementary nor known special functions. 

Fig. 4 shows a family of characteristics 
D = D{fi) (42), (43) of the considered adaptive 
detector with NCI under the same condition 
(F = 10-'", M = 8), as in Fig. 3. A dashed curve 
here is calculated by (32) and con-esponds to its po- 
tentialities under these conditions. 

It is seen from comparison of Fig. 4 and Fig. 3 that the 
detector with NCI (10b) has significantly higher "statis- 
tical" speed than that with CI (10a). For example, at 
K = K,, = 13, it provides PD D = D„ = 0.9 al- 
ready at SINR ji K 32 dB, i.e. at SNR h less by 
10 dB. Two-fold (by 3 dB) growth h compensates 
losses of adaptive processing already a\ K = K, w 
Ri 28 = 3.5 ■ M, what is half as much as with CI. 

Fig. 5 visually illustrates the comparative efficiency 
of adaptive detectors with NCI and CI under considered 
conditions. Here, for F = lO"'', £) = 0.5 and 
D = 0.9, there are shown threshold values of product 
h-x for processing (10a) with CI (dashed curves) and 
(lOb) with NCI (solid curves) at different volumes of 
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sample K. Horizontal straight lines show potentialities 
of corresponding detectors. 

It is seen that under considered conditions, at any 
/T < 45 « 5.5 • M, the detector with NCI is more 
effective, and the less is volume of sample K the 
more is a gain in SNR h. In particular, at 
K = K^ = 12, \t reaches « 9 dB. 

A formal reason of distinctions is connected with 
the difference in distribution laws (34) and (41) of 
pre-threshold statistics (10a) and (10b). Physically, 
the advantages of the latter statistics are originated by 
errors of interference estimation CM (12) due to fi- 
niteness of a volume of training sample. These errors 
change vectors t-, and p^ as compared with "ideal" 

vectors t^ and p^ both on length and direction. Sta- 

tistics (10a) "feels" these both changes, whereas sta- 
tistics (10b) depends only on length of vector p^, and 

does not "feel" its direction. Namely more "robust- 
ness" of statistics (10b) provides higher statistical 
speed and, hence, higher efficiency of adaptive detec- 
tor with NCI at small yolumes of training sample. 

5. CONCLUSION 

There have been compared efficiencies of two types 
of detectors of Gaussian coherent signals against the 
background of Gaussian correlated interference - with 
coherent (CI) and non-coherent (NCI) integration of 
output signals of the adaptive canceller of interference. 
It has been shown that at the maximum likelihood es- 
timate of adaptive canceller parameters, the detector 
with NCI has roughly a double statistical speed, and 
therefore, at small volume of training sample provides a 
gain in detecting characteristics. In connection with 
this, the steady notion about "losses" at non-coherent 
integration of coherent signal is valid only for training 
samples of "large" {K >{b -1)M) volume. For 
many practical situations, where samples of such a vol- 
ume are unachievable (due to non-stationarity of inter- 
ference, limited productivity of hardware, etc.) transition 
to NCI not only simplifies processing, but can enhance 
its efficiency. In this case, there is made easier also solu- 
tion of the important problem of stabilization of false 
alarm level (it is planned to devote a special publication 
to substantiation in detail of this statement). 

Note in conclusion that the based on (35)-(37) uni- 
versal energetical criterion of the adaptive processing 
speed, first introduced in [10], imposes the lowered re- 
quirements to volume of training sample, at which there 
can appear inadmissible large losses in statistical indices 
of detection. It is possible to speciiy the substantiated 
requirements to this volume owing to the introduced in 
[12,13] and applied here statistical criterion of speed. 
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FOCUSING OF THE SPATIALLY SEPARATED 
ADAPTIVE ANTENNA ARRAYS ON MULTIPLE 

RADIATION SOURCES BY METHOD OF 
CORRELATION IDENTIFICATION OF THE 

BEARINGS 

Yu. N. Sedyshev, P. Yu. Sedyshev, S. N. Rodenko 

Abstract 
The problems of space-time signal processing in coherent passive radar multistatic 

system with the adaptive antenna arrays (AAAs) in the receiving points are discussed. 
Stated that application of pair of spatially separated adaptive antenna arrays in self- 
focusing mode, which are involved in two-stage procedure of measurement of multiple 
jamming sources coordinates by base-correlation method, enables to solve bearing iden- 
tification problem and to optimize the parameters of space-time processing system ac- 
cording to adaptation time. The problem of receiving of two-dimensional responses, 
which unequivocally characterize space position of each source being located, in the 
plane of base line - target is solved. The results of simulation are presented. 

1. INTRODUCTION 

Owing to multiplicity of jamming the signal detection 
is realized at high level of both correlated and uncorre- 
lated noise. Radiation of electronic countermeasure 
systems, radio frequency unintended interference, 
ground clutter and natural noise sources background 
can be such interferences. High intensity of disturbing 
signals and their simultaneous influence are the strong 
reasons to use space-time processing systems on the 
basis of adaptive antenna arrays for the desired signals 
processing. Their main advantages [1] are the capabil- 
ity of jamming suppressing; multichanneiing of sup- 
pression out of a boresight; accurate direction finding 
of radiation sources and localization of each one with 
the minimal error even under their close spacing. For 
the last years the research of methods of application of 
adaptive antenna arrays in multistatic passive radar 
systems has become widely spread. The works [2,3,4] 
synthesize optimal and quasi-optimal algorithms of 
detection of both deterministic and stochastic signals 
against the background of space-correlated jamming. 
Also those works give the estimation of signal-to-noise 
output ratio loss compare to optimal processing [3,5] 
and of the estimation of efficiency of focusing on the 
located radiation source in the bistatic system with 
AAA in one of the receiving points [3,6]. These works 
does not consider issues regarding application of joint 
adaptive aperture and correlation inter-aperture proc- 
essing of noise signals in each position in order to in- 
crease efficiency of space localization of multiple 
radiation sources under limited time of space scanning. 

Using of multistage measurement procedure in space- 
time processing systems with a great number of degrees 

of freedom provided in [9,10] enables to eliminate diffi- 
culties as for detection, measurement and identification 
operations. In particular, the responses of space-time 
processing system under the influence of radiation 
sources signals can be received with the help of proce- 
dures of direction finding in adaptive antenna-arrays, 
spaced at a distance of a great number of wave lengths, 
and their self-focusing during correlation identification. 

2. PRINCIPLE OF CREATION OF THE 

OPTIMAL SPACE-TIME FILTER ON THE 
BASIS OF SPATIALLY SEPARATED AAAS 

Consider the posibility of increasing of efficiency of emit- 
ting targets space filtering by using of Keypon adaptive 
algorithm (minimization of external noise dispersion) 
separately in each antenna array of bistatic system and 
subject to correlation selection of the detected sources in 
the adaptive inter-aperture channel. The analysis will be 
carried out for the space-coherent system model (Fig. 1), 
which comprises the M^ -elemental AAA in the central 
position and the M^ -elemental AAA in the additional 
position put on the base 6. Using of the AAA in the 
monostatic radar systems allows to localize the signal 
source in relation to it by the direction of radiation. In- 
creasing of signal-to-noise ratio in the monostatic AAA 
due to the adaptation of the vector of weighting factors is 
typical at that. In this case AAA amplification factor hence 
the amplitude of signal source field) is a little bit reduced 
in relation to the direcfion of the maximal intensity of ra- 
diation of the desired signal. At the same time the nought 
in the jamming directions (Fig. 2) are fomied. 

If there is not one but some sources of radiation in 
the beam of the generated adaptive direction-finding 
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characteristic, their mutual moving in the plane, which 
is perpendicular to the boresight line, results in the 
fast fluctuations of the weight factors vector (noise of 
adaptation). In AAA of gradient type quality of adap- 
tation depends on depth of a correlation feedback. 
However in this case the process of getting into the 
steady state is delayed and AAA space selection ca- 
pabilities are reduced to the potential ones of not 
adaptive antenna array. It is possible to reduce the 
adaptation time and to raise quality of space selection 
by means of creation of information redundancy [5, 7] 

If signal processing is realized in two adaptive arrays 
spaced by some base 6 , there is a possibility to locate the 
source radiation not only by its direction but also by dif- 
ference of time of its arrival to the receiving points by 
means of focusing the second array on the source of the 
desired signal subject to the desired signal source parallax. 
Presence of the additional information about radiation 
sources, particularly, about their selection by time of delay 
of the envelopes of the cross-correlation fimctions (CCF) 
of signals in AAs, which are spaced at a distance of a great 
number of wave lengths, allows to make additional selec- 
tion of the chosen source and to make the amplitude-phase 
distribution (APD) more precise subject to these data. This 
process can be regarded as a next qualifying phase of lo- 
calization, during which correction of the wei^t factors of 
adaptation is made due to the additional freedom degrees 
of a system and signal-to-noise relation is optimized due to 
the reduction of influence of the interfering sources of 
radiation in AAA's beam (Fig. 3). 

In contrast to the system of space-time processing [6] 
adaptation of complex factors of amplification in each 
element of antenna arrays is carried out not by the way of 
gradient forming of the weighting vector but on the basis 
of the methods of direct conversion of the space correla- 
tion matrix of jamming. Besides, the survey on radiation 
sources propagation difference is carried out in the be- 
tween-positions-delay-time matrix correlator (MC). 

2.1. THE FIRST STAGE OF THE PROCEDURE OF 
MEASUREMENT OF RADIATION SOURCES 
COORDINATES WITHOUT ADAPTATION AA 

Consider a special case of signal-jamming conditions 
when there are three stochastic signal sources in the 
AAAl and AAA2 coverage sector (Fig. 4). Their search- 
ing is carried out in accordance with the optimal space 
processing algorithm without preliminary estimation of 
their number. As a result the bearing estimations vector 
(relative AAAl - Oi and relative AAA2 - ^2) is formed. 
Searching on the generated in both positions bearings by 
delay time is performed with the purpose of determining 
of amount of the targets on the bearing line. 

The reradiating objects such as close located air ones or 
ground surface at small altitudes of flight can get in the 
illumination field. In other words there is an abnormal 
reproduction of sources in quantity to 77 (where rj - 
quantify of objects in the illumination field) when multi- 
path signal distribution. In this case these are objects 01 
and 02. Moreover, as it is known [5], observation of ra- 
diation sources on the spatially separated apertures by the 

Fig. 1. Model of space-time processmg system op- 
eration 

Signs) s«iree Inlcrfcrcncc source 

t    V 

Fig. 2. Adaptation by direction in AAA 

The position dirwlion characterislic AAAl 
■fter second adaptalion pliase 

TTie position difeclion characteristic AAAl 
IIKT first adaptation phase 

AAAl AA*2 

Fig. 3. Adaptation in the spatially separated AAAs 
by the time of delay of the envelopes of the 
signal cross-correlation fimctions (CCF) 

methods of a passive location is accompanied with the 
false targets due to mutual crossing measuring beams. 
Generally number of false crossings is equal to n^ - n, 
where n - true number of radiation sources. Thus infor- 
mation about signal and jamming conditions contains 
n'^ - n + rj false points, which as well as true ones can 
be considered by the space processing system as the coor- 
dinate measurement objects. Using of matrix correlators in 
the structure of model allows on the one hand to reduce 
the time of reception of the information about between - 
apertures complex envelope delay to the minimum in con- 
trast to the procedure of consecutive focussing on the 
jamming sources in correlation interferometer [6]. And on 
the other hand fliere is possibilify to realize a rule of an 
identification of the radiating targets in accordance with 
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AAAI AAA2 

Fig. 4. A principle of space selection in the two 
AAAs system 

y-^j 

Matrix adder '''Matrix of AND elements 

F^. 5. The scheme of the feature identification device 

>x,-|K-x;,,xi-x;...xj-xi,| 

Matri't 
cwrclalor 1 

x; 
Taryd* echo 

kt<Mincalton 

corrcfaior 7 

Fig. 6. The scheme of getting the information for 
focusing the main beams of AAA pair in the 
directions on the radiation source 

i-th interference source 

when processing in the identification device, cause of the 
hyperbolas corresponding to their positions are not gener- 
ated. Thus the correspondence of the numbers of targets 
received on tfie spatially separated apertures AAAI and 
AAA2 is determined (Fig. 6) 11 xl, ^ Xr li- 

lt is possible to associate each pair \\xl 4^ XT I 

with the amplitude-phase distribution (APD) 
Xi(a,)and ^2(^7) on the first and the second 

AAA apertures. Thus AAAs are focused on the cho- 
sen i -th source of radiation (i = Ln). 

2.2.  THE SHCOND STAGE OF AAA ADAPTATION 

RADIAI li)N SOURCES COORDINATES 

MEASUREMENT PROCEDURE 

As well as in the works [6,9] the quality of system func- 
tioning can be estimated having concretized the space- 
time characteristics of signals on apertures of the spa- 
tially separated positions. At that consider the bistatic 
location system as the unique phased array (PA) com- 
prised of the sub-arrays AAAI and AAA2 spaced at a 
distance of a great number of wave lengths. In this PA 
the coordinates of radiation sources are estimated in rela- 
tion to the centre of the base-correlation system (BCS) in 
the plane of the base line - target (Fig. 7). 

Suppose there are N radiating sources in the BCS's 
coverage zone. Consider radiation of every i-th 
(i = l,n) source to be stochastic signal. Considering 
the amplitude variety of a signal from the i -th source 
to be small within the range of aperture of one array, 
express the APD vectors in the following form: 
- for the first antenna-array 

jk- 

k 

exp -rfisin(7ij 

-mil, mil, 

where|miiI = \mi-2\,  mn -f mi^ -f 1 = M^ 
number; 
- for the second antenna array 

(I) 

odd 

Fig. 7. Representation of BCS as PA with the bro- 
ken aperture 

the principle that the sum of signals delays between the 
positions in the direction of one source is always equal 
to2rt. This is based on the exchanging of the current 
estimations of delays of signals from the targets 
(X'randx?) between the positions. The device of the 
identification functioning in accordance with the given 
rule (Fig. 5) will not form a pair from the measurements 
II Xr, <^ xl, II in the points 01 and 02, due to the pres- 

ence of natural shielding factors SI and S2 (Fig. 4) which 
do not allow to observe object 01 in the AAA2 position 
and object 02 in the AAAI position. 

TTie set of false targets {FT} .which are received due to 
crossing of bearings from the spatially separated antenna 
systems, do not form Ae vector of spatial position either, 

^2 (72,) = exp Jl-T-^2 sin (72,) / = -mil,mil 

(2) 
where |m2i | = jm^j |, 772-21 + m22 + 1 = M2 - odd 
number; 
di, di - interelement distances in antenna array; 
A-wave length; 

Evaluate the values of sin(71^ ), sin(72,) in terms 
of 7, and p,: 

A sin7, -fe/2 sin(7i_)=r 

8in(72 ) = 

VP?-I-(6/2)^-/9,6sin 7. 
A sin7;+6/2 

VP?+(6/2)2 

(3) 

(4) 
+ Pib sin 7, 

Placing (3), (4) into (1) and (2) accordingly, the com- 
bined APD of the i -th signal source in the apertures of the 
first and the second antenna-array subject to their separa- 
tion at the 6 value is expressed as the vector: 
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-^(Ti.ft) 
Xi{'yi,Pi)exp[j(f>iin/i,Pi)] 

-^2(7i,ft)exp[#2(7i.ft)] 
, (5)      Mt,s) = 

where (khuPi), ^2ili,Pi) - the phase shift con- 
sidering the delay of complex envelope of the mutu- 
ally correlation function of a signal at its propagation 
from the i -th source up to the centre of the first and 
the second A A accordingly: 

27r ,1/2 
<h{li,P^) = flp^ +ib/2f -Pibsm{l^)] 

'A2(7i,A) = y[p?+(6/2)'+A6sin(7,)f^'. 

Within the framework of such a model subject to 
before entered designations, the vector of complex 
amplitudes of the sum of the internal noises of the 
unique PA and a total signal from the n external 
sources received by the first and the second aperture 
may be expressed as follows: 

Ni{t-t,u)Xi{^i,Pi)x 

N{t) = 
2=1 

N2oit) 
+ E 

t=i 

xexp[i(/>i(7i,ft)] 

Ni{t-t,.2i)X2hi,Pi)X 

xexp[#2(7nA)] 

N,{t-t,u)Xi{ji,Pi)x 

xexp[i^(7„A)] 

Ni{t-t,u -At,)X2{J^,p^)X 

xexp[#2(7uft)] 
where i^ii, t^2i - delay time of a signal at its propaga- 
tion from the external i-th source up to the cenfre of 
the first and second antenna-array accordingly; 
Nio (i), ^^20 W- correlation matrix of internal noise 
of the first and second antenna-array accordingly; 

^H  = h2i ~ ''zli • 

Assume noises of each external radiation sources to 
be uncorrelated in time and to have uniform power 
specfral density in the receiver Iln 's band of frequen- 
cies. Then [10] according to Hinchin-Winner formula: 

fi{t,s) = NAit - s), 

where N.i - spectral density of capacity of i -source 
of interferences, 

7r[i — s] 

Provided that the signal spectrum width is more than 
receiver B's bandwidth, it is possible to replace "quasi- 
white" noise with delta-correlated process. Then,, by 
virtue of mutual independence of internal noises in the 
various reception channels, noises of internal and ex- 
ternal sources, proportionality of correlation matrix 
elements to delta-ftinction(5(f - s), - expression for 
the correlation mafrix a of a mix of AAA's internal 
noises and signals of external sources looks like: 

i=l 

6(t-s) + 

Ni6{t - s + Ati)^r2i 

Nw     0 

0     N20 

Ni5{t - s - Ati)^2u        N,S{t-s)^22 

where Nio,N2o - the internal noise spatial correlation 
matrix of the first and second antenna-array accordingly. 

*iii = ^i(7i.ft)^r^(7»,ft), 

^21i  =^2(7i,ft)^l*^(7i,ft)X 

xexpl j(4^2ili^Pi) - <k hi,Pi))] 

^r2i =^i(7i,ft)^f (7i,ft)x 

Xexp[-j((A2(7i,ft)-^(7nft))]. 

^22i  =^2(7i,A)^f (7,,ft), 

- the external noise spafial correlation matrixes of the 
first and second antenna-array. They characterize in- 
terrelation both inside one antenna-array and between 
aerials of the spatially separated receiving points. 

For the i-th source chosen on the first stage the system 
is focused on the concrete target, for which Ai; = 0 . 

Then 

(6) 

+6(,t-s 

\Nw     0 

0     N20 

^Ui 

6(t-s) + 

)E^i 
8=1 

*122 

^21«     ^22i 

^6(t-s), 

here $ is the spatial correlation matrix of a mix of 
internal and external noises. 

From expressions (6) it is clear that $12, = Mu • 
Thus consideration of a signal source in relation to the 
"virtual" centre allows to simplify processing of signals 
between positions because phases of signals which come 
into flie spatially separated antenna-array aperture centers 
are equal modulo. Generally simplification of computing 
procedure is proportional to complexify of signal and 
jamming conditions nx{Mi x M2) times. It allows the 
jamming space correlation matrix (JCM) of the unique 
adaptive system to be presented in the block form: 

* = 
$11 

*12 

^12 

^22 
(7) 

where $11 and $22 sub-blocks of JCM are deter- 
mined from signal and interference conditions relative 
to the first and second positions correspondingly; sub- 
blocks $12 and $21 = M2 allow for correlafion 
connections of signals sources between positions. 

Considering that the space correlation matrix of 
references is defined by expression (7) the model of 
spatial distribution of the field caused by desired sig- 
nal coming from 9 direction and r range by analogy 
with (5) is given by: 
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X(e,r) = (8) 
Xi{9,r)exp[j<h(e,r)] 

X2(0,r)exp[j<l,,(e,r)] 

Considering (7) and (8) optimal weight vector is given by 

R{e,r) = ^-^.X(9,r), 

where 6"^ - the inverse correlation matrix, and the 
expression for output effect according to Keypon al- 
gorithm will be: 

X*''ie,r)^-'X{e,r)' 
In turn the optimal space-time processing in effect 

is reduced to forming of the statistics as follows: 

where Y(t) 
Y-2(t) 

- the vector of the accepted 

realization; as before it consists of the subvectors with Mj 

and Mi lengths corresponding to each antenna array. 
It is evident from (9), that the output effect of the con- 

sidered system, which is based on algorithms appropriate 
to the optimal processing in AAA of monostatic system 
is two-parameter one namely the function of not only 
angular direction but the range relative to the system 
base centre (Fig. 8-10). While simulating the following 
assumptions were made: the wave-length was 0,03 m, 
signal-to-noise ration for both arrays was 2500, inte- 
relement distance in AA was 0,015 m, quantity of ele- 
ments in each AA:Afi = Mj = 15, direction on the 
geometrical centre wasO", on jammers was +1" 
and-1°, range to jammers was 50 km. 

Thus, it is possible to realize the space discrimina- 
tion with the chosen radiation source accuracy close 
to potential one. It can be achieved by optimal esti- 
mating of angular coordinates according to Keypon 
algorithm, which minimizes disturbing signal disper- 
sion, and accepting the discreteness of matrix correla- 
tor to be 6T, =(2...3)TK, where r^'-the interval of 
correlation of the radiation source signal. 

3. CONCLUSION 

The presented results suggest the possibility of in- 
creasing of degree of radiation sources localization by 
means of multi-stage purposeful information interac- 
tion with the purpose of APD control in the spatially 
separated adaptive antenna subarrays. The multichan- 
neling interposition exchange of radio signals and 
subsequent coherent space-time processing of them in 
matrix correlators and AAA adaptive processors when 
using correlation identification are required for that. 
The implemented simulation proves high space-time 
selection capability of such kind of systems. 
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In connection to creation in the fifties and taking up 
arms of missiles with small size war-heads in several 
states, as well as space area learning to handle for self- 
defense, there was necessity to create the radars of dis- 
tant missile detecting and space area monitoring. 
Presented in that time the air defense radars, using re- 
flector antennas with comparatively not great aperture 
and mechanical moving of antenna radiation pattern for 
area survey, were not found suitable for operating with 
the new targets. Antennas with great aperture surface 
and electrical beam moving were required. 

In the fifties - sixties of last century the phase shifter 
manufacturing technology for phased antenna arrays 
was not yet elaborated sufficiently, but beam scanning 
methods with fi-equency change in linear miming wave 
antenna array were learned to handle [1]. In this con- 
nection the first stations of distant missile detecting 
used active antenna arrays consisted of the linear run- 
ning wave radiators. The stations with such antennas 
provide with the required survey velocity and needed 
target detection range. Wider frequency band usage, 
than the needed one for providing with the given radar 
range resolution, as well as possibility of adaptive 
jamming signal suppression only when forming eleva- 
tion pattern, is a defect of such antennas. 

Possibility to apply phased antenna array with fijll 
phase beam scanning with discrete commutation 
phase shifters [2] is appeared after completion of sev- 
eral radars creation with usage of frequency pattern 
scanning. Further development of antenna technique 
is connected with elaboration of digital beam forming 
methods for reception [3]. 

In. NIIDAR antenna complexes elaboration had 
been gone suitable way. 

1. THE ANTENNA COMPLEXES OF "DUNAI- 

3" AND "DUNAI-3U RADARS 

The antenna complexes of "Dunay-3" and "Dunay- 
3U" radars operating in decimeter wave band consist 
of two antenna systems located in two sites - the 
transmitting one and the receiving one. The transmit- 
ting antennas scheme is shown in Fig. 1. 

The antenna is an antenna array with linear radia- 
tors (linear antenna arrays) of moving wave. 

Radiated signal is distributed between the linear 
radiators with help of an equipages power divider. 
Power amplifiers - phase shifters are installed between 
the divider and the linear radiator input. Azimuth 
beam is formed with the linear radiators, elevation 
beam is formed with the Hnear radiators array. Azi- 
muth beam scanning is realized with radiated signal 
frequency change, elevation beam scanning is per- 
formed with use of phase shifters. Beam scanning 
elevation sector is 48° . 

A ribbed waveguide is used as the linear radiator [4]. 
Ditch depth for the mean frequency is equal to a half of 
wave length in the waveguide. When frequency is de- 
creased from its mean value, the waveguide operates in 
acceleration regimen and when frequency is increased, 
operating regimen is the delay one with respect to 
phase wave velocity into the waveguide without ribs. 
Energy is radiated from the waveguide through the 
longittidinal slots. Active waveguide part length is 
about 100 m. Group wave delay in the waveguide 
7gr = 10. Beam scan sector Ay? = 53°. 

Wide waveguide size is 0,66 Aa,, • Losses in the 
waveguide without the radiators is not more 3 dB per 
100 m. Product of use surface coefficient and per- 
formance coefficient for the average frequency is 
equal 0,65 for the linear radiator. Carried power is not 
more 100 kW in continuous radiation regimen. 

The ribbed waveguide is made from bimetal (cop- 
per and aluminum rolling), waveguide elements are 
connected between themselves with fiase method. 

The waveguide section is shown in Fig. 2. The linear 
radiator end is a matched load made as a ferrite absorb- 

Input 0— 

^ L^ 
■ iifcH.iw-K^ mJt^tt^^ BlilKril"))* * r* 
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Fig. 1.  The fransmitting antennas scheme. 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 



Evstropov G.A., Rogulyev ^^A., Saprykin S.D., Sosulnikov VP, Starostenkov E.A. 

Fig. 2.   Waveguide construction 

Hatching non-uniformity 

XjRIbbs 

-^^ 

Slot radiators Natcliing 
/non-uniformity 

Fig. 3. Slots and matching non-uniformity in the 
ribbed waveguide. 

Fig. 4. "Dunay-3U" radar transmitting antenna. 

ing plates stacked on the ribbed waveguide surface. 
"Dunay-3" radar aperture consists of 13 linear ra- 

diators, there are 30 linear radiators in aperture of 
"Dunay-3U radar.. To perform linear polarization into 
the rotating one a filter - cover with inclined metal 
plates is used. Distinguishing "Dunay-3U" radar an- 
tenna peculiarity is change of the longitudinal slots 
with the inclined - displaced ones [5] and placing the 
vertical plates and an inclined strip (Fig. 3) between 
the linear radiators to decrease mutual coupling. 

Slots matching is perform with small bottoms, 
which are put out in the upper waveguide surface in 
section going through the slot centre. When matched 
slots are used in waveguide slot antenna, there is not 

tiid 

Fig. 5, "Dunay-3U" radar receiving antenna scheme 

Fig. 6. "Dunay-3" radar receiving antenna. 

the normal  effect:  standing-wave  ratio  increasing 
when beam going the antenna normal. 

Photo of the transmitting "Dunay-3U" radar an- 
tenna is shown in Fig. 4. 

In a building bordering upon the antenna, the am- 
plifiers - phase shifters and equipment for forming 
and distribution of radiation signals are placed. 
The waveguide is cut along the middle (neutral) line. 
The receiving antenna scheme of the radars is shown 
in Fig. 5. 

The antenna also is an active array with the linear 
radiators. Active elements are low-noise amplifiers 
installed on the linear radiator output. For elevation 
survey in the vertical plane there is an intersected 
beams fan covering sector 48°. The beams fan is 
formed with a planar lens. The lens surface turned to 
the linear radiators has an elliptical cylinder form. If 
an exciter is situated in the ellipse focus, then there is 
a linear phase distribution on the ellipse. To form a 
beam fan the radiators are situated on circle arc con- 
necting the ellipse focuses. Horns connected with the 
linear radiators outputs are situated on the refracting 
surface (of the ellipse). 

The "Dunay-3" radar antenna uses 200 radiators, 
its aperture is 10* ml Photo of the "Dunay-3" receiv- 
ing antenna is shown in Fig. 6. 

The "Dunay-3U" radar antenna consists of 100 lin- 
ear radiators and its aperture is 0,5 ■ 10* ml Connec- 
tion of radar characteristics and such antennas 
characteristics was researched in [7], statistical an- 
tenna characteristics are shown in [8]. 
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Fig. 7. "Dunay-3U" radar receiving antenna. 

Fig. 8. Space objects tracking radar antenna. 

Photo of tlie receiving "Dunay-3U" radar antenna 
is shown in Fig. 7. The highest building part corre- 
sponds to the lens antenna part. Receiving, measuring 
and digital equipment of the station is placed in a 
building bordering to the antenna. 

2. TRANSMITTING-RECEIVING PHASED 

ANTENNA ARREY FOR THE PACE 
OBJECTS SURVEY SYSTEM RADAR 

In the eighties according to the space area monitoring 
program in NIIDAR elaboration and manufacturing of 
the radar operating in the space objects survey system 
were fiilfilled. 

The main radar element is an antenna made as a 
phased antenna array on relatable system for the upper 
semi-sphere observation. 

The phased antenna array has the following charac- 
teristics: 

• operating wave band - decimeter band; 

• band of operating frequencies - 5%; 

• electron scanning sector - 40° ; 

• beam width - 2,3° ; 

operation regimen: transmission - reception with 
pore 2 and pulse duration 2...16 ms; 

polarization - elliptical with the left and right rota- 
tion, it is controlled with a special computer for 
reception and transmission; 

carried power - 800 KW; 

rotation angles of the relatable system : 
for azimuth - n* 360°, 
for elevation - 0...180°, 

side lobe level - not less 25 dB; 

patterns number for reception: summary and two 
difference patterns; 

radiators number - 812; 

eight - edged with diameter 20 m; 

gain-34,5 dB; 

pattern control - with a special computer located 
on the phased array frame; 

pattern switching time from transmission to recep- 
tion - not less 100 ^s. 

Photo of the antenna is shown in Fig. 8. 
The main phased antenna array peculiarities: 

distance between radiators was increased from 
0,745 to 0,875 A and radiators number is de- 
creased by 28%. It was the result of cross dipole 
radiator pattern forming as table type and diffrac- 
tion lobes suppression when phased antenna array 
beam is deflected at 8° from the normal, 

multiple-series signal distribution system with power 
to 800 KW is created with the optimal amplitude dis- 
tribution allowing to achieve the minimum of radi- 
ated power on the central radiators, when side lobe 
level is consecrated not more than minus 25 dB, 

pin-diode phase switches with 3 discrete were 
elaborated; they operate at the mean power level 
to 1 KW and the pulse one - to 2 KW with the 
maximum losses not more than minus 25 dB, 

switching lobes level not more minus 25 dB was 
conserved with the special given random phase er- 
rors disfribution and further compensation of them 
in the special computer, 

total receiver protection level in transmission regi- 
men is achieved minus 80...90 dB, when the direct 
losses are 0,5 dB, as a result of use of T-bridge de- 
coupling and two switches with pin-diodes, 

cooling of all phased antenna array elements - air. 

ANTENNA COMPLEX OF "VOLGA" 

DISTANT DETECTING RADAR 

"Volga" radar is the new generation of distant detec- 
tion stations operating in continuous radiation regi- 
men: the radar illuminates a target and receives 
reflected signals simultaneously. The continuous ra- 
diation regimen allows to adapt simply to radioloca- 

3. 
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Fig. 9. "Volga" radar transmitting antenna. 

Fig. 10. "Volga" radar receiving antenna. 

tion situation, to control energy at a target and range 
resolution for each angular direction as well as to op- 
erate with pore near 1, that is to radiate power near to 
average super-high frequency radar power. 

To get the required decoupling between the trans- 
mitting and receiving antennas the antenna complex 
consists of two antennas located in transmitting and 
receiving sites. 

The transmitting antenna is an active phased an- 
tenna array operating in long-wave part of dissymmet- 
rical wave band. The distinguish peculiarity of active 
phased antenna array is use of phase shifters provid- 
ing a continuous phase change (and frequency) of 
radiated signal in any limits with a great velocity dia- 
pason. It allows to scan the beam during signal radia- 
tion. The array consists of spiral radiators and 
provides with radar operation in wide frequency band 
when azimuth pattern swinging is 120° and more 
than 60° at elevation. Antenna aperture is 36x20 m^. 
Photo of the antenna is shown in Fig. 9. 

As construction the antenna is combined with a 
building, where' transmitting radar site equipment is 
contained. The array is surrounded with four lines of 
passive radiators and frame from ferrite absorbing 
materials. The receiving antenna array is also made 
from the spiral radiators with opposite spiraling to the 
transmitting ones. The receiving antenna distinguish 
peculiarity is application of full digital beam forming 
[3], offered by NIIDAR in 1976. In this method signal 

from each radiator after amplification and frequency 
transformation has a number sequences form, then a 
parent system is formed. Digital pattern forming use 
allows to realize more completely the elaborated 
methods of adaptation to interference situation. 

Antenna aperture is 36 x 36 ml Antenna con- 
struction is analogous to the transmitting one. The 
active aperture part is also surrounded with four lines 
of passive radiators and special fi-ame. 

Antenna external view is shown in Fig. 10. The ar- 
ray is one of the building walls. 

4. TRANSMITTING-RECEIVING ANTENNE- 
FEEDER SYSTEM OF THE CENTIMETER 
BAND 

Transmitting - receiving antenna-feeder system is 
intended for operation amounting to a radar of low- 
orbit space objects parameters measurement. 

The main antenna-feeder system technical charac- 
teristics: 

• operating frequency band - 6995...7040 MHz; 

• beam width in E and H planes - 30-40 angle min; 

• antenna-feeder system  amplification  factor for 
transition - 44 dB, for reception - 46 dB; 

• side lobe level - not more than minus 12 dB; 

• electron scan sector in E and H planes - ±10°; 

• maximum pulse input power of super high fre- 
quency signal with pore 2-80 KW; 

• maximum error of beam standing - 3 angle min. 
The antenna-feeder system is a phased antenna array 

mounted on a relatable system for providing with op- 
eration zone along azimuth ±270° and elevation 
0 - 90°. To simplify elaboration, manufacturing and 
tuning the phased antenna array is builder according to 
module type: all array is divided into 64 (8 x 8) sub- 
arrays (modules). Each module has aperture 
0,53 X 0,5 ml Open waveguide ends are used as ele- 
mentary radiators. Radiators number in the module is 
16 X 10 = 160 (16 - in H plane and 10 - in E plane). 
Discrete (90 and 180°) phase shifters with cross mag- 
netization is used [7]. The general antenna system 
view is shown in Fig. 11. No equidistant module radia- 
tors displacement in E plane provides with diffraction 
lobes level decreasing to the level minus 15 dB. 

A pyramidal horn is used to distribute signals to the 
module radiators. Antenna-feeder system module 
supply has multiple scheme with waveguide dividers 
using T-bridges. 

The antenna-feeder system with relatable system 
are displaced under a radio transparent cover made as 
a truncated sphere; this allows to protect the antenna- 
feeder system from natural influence and to decrease 
antenna-feeder system wind loads with cover mount- 
ing on the its own base. 
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Fig. 11. General antenna-feeder system view of the 
centimeter band radar. 

5. ANTENNA COMPLEXES FOR 
PERSPECTIVE DISTANT DEFECTION 

RADARS 
As analysis of manufacturing terms and expense for 
the distant detection radar creation shows, their main 
part is expense on the antenna complexes including 
the transmitting and receiving modules. The antenna 
complexes lead to the greatest exploiting expense, the 
main part of them is power consumption. 

Earlier created radars equipment is placed in the 
buildings, this leads to great station creation term as a 
result of building construction, mounting and complex 
equipment tuning in the dislocation place. 

Electronics development results in sharp equipment 
decreasing, its main part forms the antenna complex and 
must be distributed on a supported iantenna complex 
metallic construction to provide with the minimum 
losses in the decimeter band. The transmitting and re- 
ceiving modules (amplifiers with switching phase shift- 
ers), auxiliary apparatus, which is necessary for their 
operation, and thermo-stability system can be placed in 
the special "antenna" containers, these have manufactur- 
ing. The array fragment radiators served with equipment 
of the same container can be placed on the butt-end con- 
tainer wall. As a result, radar creation consists of metallic 
construction mounting, antenna containers placing into 
the specially created cells in the metallically construc- 
tion, power supply connecting to the containers and link- 

ing with equipment placed out the metallically 
construction. 
Equipment to form signals and synchronization, that are 
required to radar operation, multi-channel reception sys- 
tem, that transforms signals receipted with antenna radia- 
tors to digital sequences, computer apparatus, providing 
with pattern form adaptive to interference situation, the 
first and second radiolocation signal processing, techni- 
cal, functional control of the station equipment and fiinc- 
tional monitoring, as well as service programs realization 
and communication with data transmitting apparatus and 
command communication are placed out the metallically 
construction. All this equipment can be placed into three 
standard ground containers, volume of each container is 
analogous to the antenna container volume. The ground 
containers with equipment are also manufactured and 
tuned in plants. 

The given technology of distant detection radar 
creation allowed to increase essentially the stations 
creating terms was offered by NIIDAR in 1986 and 
named as the technology of distant detection radio- 
location stations creation with high plant readiness. 

To get the acceptable station value and limitations 
connected with computing technique, it is not pro- 
posed to use the fiill digital adaptive beam forming for 
the distant detection radars of the nearest perspective. 
The antenna array is divided at sub arrays with an 
analogue beam forming way and the foil antenna pat- 
tern is formed with an adaptive digital way. The ana- 
logue sub arrays patterns are formed with equipment 
placed into the antenna containers. 
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Abstract 
We demonstrate here two types of high-performance horns with waving taper 

These horns show a high efficiency and a compact low cross polarization. Our design 
method IS based on the optimization technique, and we discuss the designed and fab- 
ricated horn antennas in X-band numerically and experimentally. 

Keywords: Horn antennas, Optimization technique, Antenna radiation patterns. 
Aperture efficiency, Cross polarization. 

1. INTRODUCTION 

We have realized two compact horns with low cross 
polarization and high aperture efficiency, respectively, 
by introducing the waving taper (1), (2). The desigii 
method is based on the optimization technique com- 
bined with the mode-matching approach. This paper 
presents such horns with high performance. 

2. DESIGN METHOD 

The design parameters are defined by inner diameters 
A, (n = 1, 2, ..., N) and the axial length L. The 
continuous configuration of the taper is given by in- 
terpolating these dimensions through the third-order 
spline function (see Fig. 1). The scattering matrix for 
the whole structure of the interpolated taper is ob- 
tained by the cascade connection of step discontinui- 
ties and uniform waveguides with different diameters 
as shown hi Fig. 2. The generalized scattering matri- 
ces for each discontinuity can be easily computed by 
the cylindrical mode-matching approach. To avoid 
much calculation time for step discontinuities in the 
optimization procedure, the dimension of the step 
discontinuities are kept same for all steps, and hence 
an arbitrary taper configuration is represented only by 
changing the lengths A/^ of uniform waveguide be- 

tween the adjacent step discontinuities as shown in 
Fig. 3. The objective function in the optimization pro- 
cedure is defined by using the higher-order mode co- 
efficients for high aperture efficiency or the radiation 
pattern by the dominant hybrid mode in corrugated 
horns, corresponding to the purpose of the horn use. 
Finally, the minimum length L is determined by it- 
eration of the above procedure. 

(Circular L  (Unknown axial shape") ? 
  >\ 

Dfj I   (Circular 
g, aperture) 

Fig. 1. Basic geometry of proposed horn antennas 
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3. DESIGN EXAMPLES AND EXPERIMENTS 

3.1.   HIGH EFFICIENCY HORN 
Figure 4 (a) shows the waving taper configuration of 
the designed horn that reahzes high efficiency, and its 
external view of the fabricated antenna is shown in 
Fig. 4 (b). The objective function ej in this optimiza- 
tion is defined by the following equations. 

£\ = X^(wr l'S'11,1 {\ )f + ^m,i ) 
i=l 

with 

E(»M:|^21,A:(A,)/52i,i(A,)-A:|   ), 
k=l 

where \ is the sampling frequencies within the given 
frequency band, Sn^i and 52i,i are the reflection and 

the transmission coefficients of the TEn mode for the 
whole structtire of the horn.  521^^ and A^  are the 

transmission coefficients and the desired coefficients 
of the k "'-order cylindrical waveguide modes at the 
horn aperture, respectively. Nj is the number of the 

sampling frequency points relating to the desired band 
and N,n is the number of expanded modes. Also w,. 
and W( i, are weighting functions. Table 1 gives the 

amplitude and phase of the mode coefficients ylj. at 
the horn aperture used as the design goal in our opti- 
mization. The higher-order TE modes work to maxi- 
mize the gain, while the TM modes work to reduce 
the cross polarization components. 

The designed horn shown in Fig. 4 has approxi- 
mately flat aperture distribution in both amplitude and 
phase, as shown in Fig. 5. The measured radiation 
patterns shown in Fig. 6 are good agreement with the 
calculated ones in both the co-polar and the cross- 
polar fields. 

Figure 7 shows the comparison of the 3-dB and 10- 
dB beam widths between the measured and the calcu- 
lated results as a function of the frequency. Both re- 
sults agree well each other. Furthermore we evaluated 
the aperture efficiency from the antenna gain meas- 
ured by means of the standard gain horn. High aper- 
ture efficiency is realized as shown in Fig. 8, 
comparing with a conventional TEj 1 mode horn. Al- 
though there are some scatters in measured results, 
they also agree well vnth the calculated ones. 

Table 1. Coefficients of higher-order modes 

Mode Amplitude 
[dB] 

Phase 
[rad] 

Mode Amplitude 
[dB] 

Phase 
[rad] 

TE,2 -10.6 n TM„ -23.4 0 

TE,3 -14.8 0 TM,2 -23.3 jt 

TE,4 -17.6 7C TM,3 -22.9 0 
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a) Taper configuration of the designed horn 

b) External view 

Fig. 4. High efficiency horn 
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Fig. 5. Aperture distribution at center frequency of 
the high efficiency horn 

3.2.  Low CROSS-POLARIZATION HORN 

Figure 9 (a) and (b) shows the waving taper configu- 
ration of the designed antenna with low cross polari- 
zation and its external view of the fabricated hom. 
The objective function £2 in this optimization is de- 
fined by considering both the far-field patterns and the 
return loss as follows. 

Nj 
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Fig. 6. Radiation patterns of the high efficiency-horn 

e.x,i=i:(«^x|F,,,(z.,,,)-;f,f), 

where A; is the sampling frequencies within the given 
frequency band, ^n.i is the reflection coefficient of 

the TE) 1 mode at the horn throat. F^j and Fuj are the 

E- and H-plane co-polar patterns, respectively. F^., is 

the cross-polar pattern, G is the far-field pattern radi- 
ated by an ideal corrugated waveguide horn, Xp is 

the desired peak level of the cross-polar component, 
and Uij = DsinOj l\ . Nj is the number of the 

sampling frequency points relating to the desired band 
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Fig. 7. Beamwddth as a function of frequency 
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Fig. 8. Aperture efficiency as a function of frequency 
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and N^ and N^ are the numbers of the observation 
points on the co-polar and cross-polar patterns, re- 
spectively. Also w,., Wg, wi^, and w^ are the weight- 
ing functions. 
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b) External view 

9. Compact low-cross polarization horn 
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Fig. 12. Peak level of cross polarization component 
as a function of frequency 

The behavior of the mode conversion caused by 
this taper is shown in Fig. 10. To achieve the low 
cross polarization characteristics in compact size, the 
five higher-order modes are successfully excited 
along the taper toward the aperture. Figure 11 shows 
the measured radiation patterns. The measured results 
are very good agreement with the calculated ones in 
both the co-polar and the cross-polar patterns. It is 
confirmed that our horn has ultra low cross polariza- 
tion in very compact size. 

Figure 12 compares the frequency characteristics of 
the peak level of the cross-polarization component 

between the measured and the calculated results. The 
waving taper obtained here works well for the low 
cross polarization. 

4. CONCLUSIONS 

Two types of the horns with the waving-taper con- 
figuration have been developed under the optimiza- 
tion design method. The numerical and experimental 
discussions presented here have verified that such 
configurations work well to realize the horns with 
high performance. 
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Abstract 
The current situation with the Evpatoria 70-m antenna is described. This unique 

70-meter radio-telescope antenna (RT-70) was realised between 1973 and 1978 and 
was an important element in different missions as antenna in transmit-receive mode 
for instance for the missions like Venera, Granat, Interbol, etc. It was and is used in 
other modes like radar for planetary and asteroid investigations as well as radio tele- 
scope. Its current state is such that after and with the necessary maintenance the tasks 
can be continued and expanded. Technical activities are carried out today with in- 
volvement of the first author for the technical management on behalf of the Ukrainian 
Space Agency, in particular today the "Interferometer" - project be mentioned. The 
potential for future use is briefly indicated. 

1. INTRODUCTION 

Several ground-station antennas with a large diameter 
have been, or were planned to be constructed in Rus- 
sia, Ukraine, Uzbekistan, Armenia and Baltic coun- 
tries. A number of 32 meter antennas was realised, 
examples are the antennas in Ussurijsk (Russia), 
Evpatoria, Simferopol (both Ukraine), as well as the 
32 m antenna in Ventspils, the latter is nowadays used 
by the Institute of Radio Astronomy in Riga. All 32 m 
antennas have a good surface quality, but they are 
currently not too much used. Another type of 32- 
meter antenna has been designed for the Quasar pro- 
ject and the 32m radio-telescope near Svetloe (near St. 
Petersburg) is an example of such type of antenna. 
Other antennas of the latter [11] type are realised in 
Zelensjuk and Badari (near Irkutsk) and potentially 
near Starya Pustin (near Nizhny Novgorod). Near 
Moscow the 64 m receiving antenna was realised in 
the early eighties (Bear Lakes) and a similar type of 
antenna has been constructed in the late nineties in 
Kalaizin (near Tver). The subject here concerns the 
impressive 70 m antenna (started in 1973, finished in 
the 1978) near Evpatoria. A similar type of antenna 
was realised later on near Ussurijsk in the far east of 
Russia and a start was made with the realisation of the 
large radio telescope antenna in Uzbekistan (Suffa 
plateau). The latter realisation was delayed by the 
political events and its current realisation is subject of 
collaborative efforts between Russia and Uzbekistan. 

In this paper we concentrate on the situation with 
the Radio-Telescope (RT-70) in Evpatoria. The main 
plan was conceived in the late sixties, early seventies 
with strong support of Prof. Lev Davidovich Bak- 
hrakh. Main designers of the RT-70 were V. B. Tara- 
sov and A. N. Kozlov. Details are found (the reader is 
strongly recommended to learn some Russian....) in 
the Journal 'Antenni' nr 31 [1, 2], in 'Radiofysica' [3] 
and later on in [4,5]. 

There were many design bureaux and institutes in- 
volved in this large project to realise the antenna, with 
to mention one of them: 'Special Construction Bureau 
for Machine building' from St. Petersburg (Tel: +7- 
812-245-3619). The latter organisation has currently 
the metal parts for the 'Suffa'antenna, waiting for 
realisation in Uzbekistan (some information might be 
found in the Astro Space Centre web pages, 
www.asc.rssi.ru). The design bureau for these anten- 
nas was involved in the early sixties in the realisation 
of more than 600 antennas with a diameter between 
2.6 and 32 meter as well as the antennas on-board the 
9 tracking vessels amongst which the 'Kosmonaut 
Vladimir Komarov', 'Kosmonaut Yuri Gagarin' and 
'Academik Serge Korolev'. Other involvements in- 
cluded a large thermal vacuum facility with a volume 
of 10000 m 3 and launch facility aspects for the 
'Byran' and 'Energya'rocket (the latter was trans- 
ported horizontally and erected before launch). 

The RT-70 anterma facility is unique in the sense, 
that it was the first shaped dual reflector anterma with 
such a large diameter, which had a homologue sup- 
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porting construction and which, thanks to the shaping 
of the reflector surfaces, realised an aperture effi- 
ciency of near to 80 %. Just to indicate the sizing as- 
pect: the Westerbork radiotelescope consists of 
14 antennas (25 m diameter) and has a collecting area 
of some 3500 to 4000 m^ slightly smaller than the 
Effelsberg 100 meter radio telescope, but slightly lar- 
ger than the collecting area of RT-70 (at a wavelength 
assumed to be 5 cm wavelength). 

Such a type of reflector shaping exercises for high 
efficiency dual reflector antennas was ongoing in the 
early sixties already [6], slightly earlier than else- 
where [7]. Furthermore, in order to realise the capabil- 
ity to switch fast between different frequency bands, a 
dedicated feed system arrangement has been devel- 
oped, in which 6 feeds were placed on a circle near 
the secondary focus. A small dual reflector assembly 
with two shaped nearly elliptical reflectors has been 
constructed with a possibility to rotate and so to select 
as a sort periscope one of the 6 feeds to the total large 
dual reflector assembly. The latter small dual-reflector 
assembly permits to use one of the 6 feeds at the time 
and - by rotation within a short time - permits to 
change frequency band. It is only 4 to 5 A in size at 
the lowest frequency band. Such sizing is known for 
its diffraction losses, but special efforts were imple- 
mented (sort of spoilers) to reduce the effects of dif- 
fraction losses. The effect of small size reflectors and 
shaping was discussed later on in [8]. 

For the higher frequency bands these losses are less 
pronounced, as the relative sizes become larger in 
terms of wavelength. Today a comparable rotating 
dual reflector system is also considered for implemen- 
tation in the 64 m radio telescope to be realised in 
Sardinia [9, 10]. 

As is indicated in [1-5], the effects of gravitational 
compensation have been thoroughly studied and ap- 
proximate fomiulas were derived with radio astro- 
nomical methods to correct pointing as a function of 
elevation and azimuth, this leading to good diagrams 
for the different angular directions and a pointing 
knowledge for the best diagram was optimised. The 
Gregorian subreflector can be translated and can be 
axially displaced. 

A decision for the Gregorian configuration was 
supported by investigations, from which a better noise 
temperature was apparent (less spill-over, better roll- 
off at the edge of the main reflector) and from which 
more complete correction possibilities for phase dis- 
tortions were derived for gravity compensation. The 
RT-70 was constructed with upgrading to shorter 
wavelength in mind, as a very good demonstration of 
antenna design capabilities. 

The ongoing developments today include the in- 
stallation of receive capability at A =21, 18, 13, 3.5 
and also 1.35cm with sufficiently low noise tempera- 
ture, while a wider bandwidth is achieved than in ear- 
lier measurements. 

There are two new receivers installed in the RT-70 
antenna, operating at 327 MHz and 4.8 GHz respec- 

tively. The 'Satum'-association in Kiev develops an 
18 cm receiver, which will be installed this year 
(2002). The latter "Satum"-association has very good 
experience in the realization of cryogenically cooled 
receivers at all wavelengths as considered for the 
"Radio-Astron"-project, as well as for other applica- 
tions like in Ratan 600. 

There is the interest to equip the RT-70 antenna 
with S- and X-band receivers, permitting the antenna 
to handle telemetry data in receive. With such a set of 
receivers, the total set of capabilities is more flexible, 
permitting the data downlinking for scientific mis- 
sions as well as telecom missions. The latter reception 
capability would also be fiinctional for the require- 
ments for astrometry, as well as eventual support pos- 
sibilities for other scientific missions like for example 
Mars-Express (exploring discussions between ESA 
and the Ukrainian Space Agency took place early 
April in 2001). Today the 'Satum'-association is de- 
veloping these receivers and may install them in the 
RT-70 during the years 2002-2003. 

There is the possibility to use the feed for 
A = 18 cm for both Right-hand and Left-hand circular 
polarization, with an overall effective area of 2300 m^ 
The 327 MHz band (A = 92 cm) is supported with a 
feed array with four helix antennas positioned around 
the secondary focus. The effective area at 327 MHz is 
1400 m^ and the associated antenna pattern has a Half 
Power Beam Width of HPBW = 50 arcminutes. 

There is the plan to install also a 22 GHz 
(A = 1.35 cm) receiver. With the capabilities then 
available, the Radio-Astron mission can be supported 
with a large ground-based radio telescope. The question 
about an eventual 32 GHz receiver is open, because the 
current surface accuracy should be re-assessed. 

In the early beginning there have been carried out 
experiments even at a wavelength A = 8 mm, with a 
resulting effective area of 900 m' [3]. As the RT-70 is 
rather well designed, some improvement might be 
anticipated from such an investigation, but this is 
somewhat at the limit. Also the pointing capability is 
then an aspect, which should be investigated, in com- 
bination with the capability to adapt the position of 
the movable sub-reflector. 

2. RECENT ACHIEVEMENTS 

In the last year the concept of a radio astronomy up- 
grade and use of RT-70 antenna as one of the largest 
centimeter-decimeter wavelength antennas, was pro- 
posed by the Institute of Radio Astronomy (IRA). The 
RT-70 antenna belongs to the National Control and 
Space Facilities Test Center (Evpatoria) under the 
Ukrainian Space Agency (Fig. 1). 

This upgrading activity is supported by the Na- 
tional Ukrainian Space Agency (NSAU) with a num- 
ber of Ukrainian and Russian organizations. 

The principal purpose is the realisation of a set of 
high sensitive modern radio astronomy equipment, to 
put it into operation and to cany out scientific investi- 
gations with RT-70 for the most perspective fields of 
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Fig. 1. The 70 meter Radio Telescope (RT-70) 
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Fig. 2. Patterns, Virgo A as source, upper left: cen- 
tral scan, other scans at + and -30 angular 
minutes wrt peak 

ground-space radio astronomy. The following topical 
areas are considered for this purpose: 
• International very long base interferometer (VLB!) 

experiments including activities in the frame of 
ground-space interferometer projects (VSOP, 
VSOP-2, Radioastron) associated with the ulti- 
mate capability of angular resolution realization. 

• Single-dish high sensitive broad band investiga- 
tions of galactic and extragalactic objects in con- 
tinuum and spectral lines for the study of physical 
and evolution processes in the Universe. 

RT-70, 325 MHz, Cas A, DAC, 4 x 1024 
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Fig. 3. Results at Evpatoria of reception of carbon 
recombination lines in four frequency bands. 
Cassiopeia as source. 
4.8GHz, 11.1998 Aef~2100m^ 0A~3.5', 

Ts -25-30 K, ViF ~ 100-600 MHz 

• Radar investigations of natural and artificial solar 
system objects including the using of VLBI meth- 
ods for planets, asteroids, meteors, space debri, 
satellites. 

• Ground-space investigations of the interplanetary 
medium by signals transmission from deep space 
satellites and natural space radio sources. 

• VLBI radio astrometry for coordinate-time tasks, 
geodynamics, precise space navigation. 

During the years 1998-1999 a number of technical 
and scientific works was carried out. 

The following new equipment was developed and 
installed into the RT-70 antenna for the 325 MHz 
frequency range: an antenna feed; a radio receiver 
including low noise preamplifier, high selective filters 
for interference rejection, frequency transformers and 
amplifiers, heterodynes, continuum radiometer, digital 
correlometers, the Mark II recording system. Antenna 
measurements show as system parameters: system 
temperature about 100 K; effective area 600 m^ The 
beam-width is 50 angular minutes. 

Fig. 2 illustrates the registration of the antenna pat- 
tern with Virgo A as reference radio source. The up- 
per-left pattern is the central scan, the other two scans 
correspond to the scans with a shift of ± 30 angular 
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Fig. 4. Test result, Cygnus A as a source, different 
receiving stations involved 

Exp:VLBP-99.1 
Base: Eupaforta - Svetloe 
Src: 0745+241 (LOP) 
Time: 9:159:11:36:00 

Fig. 5. Response for an interferometer baseline. Re- 
ception at Evpatoria and Svetloe near St. 
Petersburg 

minutes away from the main direction. The antenna 
pattern is symmetrical for both cross-sections and 
some pointing information is deduced from the pat- 
terns at + and -30 angular minutes. 

Fig. 3 shows observations of carbon recombination 
lines observations with digital correlation-meters in four 
frequency bands towards Cassiopeia A. All four recom- 
bination lines were detected very reliably. During August 
and November 1998 a number of VLBI experiments 
have been carried out with the international low fre- 
quency VLBI net as a precursor for the future "Radio 
Astron" project. The magnetic tapes are processed in JPL 
laboratory in USA. New equipment for 4.8 GHz is a 
two-channel receiver with a micro-ciyogenic closed cy- 
cle system cooled to a temperature of 6-8 K. The re- 
ceiver can be used both for radio astronomy observations 
and for the radar-working regime. The intermediate fre- 
quency range is 100-600 MHz. 

The S2 registration system was installed temporally 
by the Institute of Applied Astronomy (St Petersburg, 
Russia [II]). The test have shown that the system' 
total noise temperature is 25-35 K, the effective area 
is of an order of 2000 m^ and the beam-width is about 
3 angular minutes. With the given 2000 m' effective 
area, the reader should be in a position to estimate 
other parameters associated like G/T at 4.8 GHz as 
something like 53.5 dB/K. 

Fig. 4 shows the result of a test experiment with 
Cygnus A as reference radio source. During the June 
1999 a number of 4.8 GHz VLBI experiments were 
carried out. Fringes were detected with high reliabil- 
ity, for example, on the baseline Evpatoria (Ukraine) 
- Svetloe. For the information to the reader: Svetloe is 
near St. Petersburg, see [11] for a description of that 
32 m antenna (QUAZAR) by V. Gratchev. 

Fig. 6. Radar response  spectra  for the  reflected 
spectra from Venus 

Fig. 5 shows the interferometer response for this 
baseline (~ 2000 km) during the observations of qua- 
sar 0745+241. The horizontal axes correspond to the 
delay (0-8 mks) and power spectra (0-0.15 Hz). We 
can observe a strong localization of the signal for both 
parameters (time and frequency) with very high sig- 
nal-to-noise ratio. It confirms the high reliability and 
quality of the experiment. 

Furthermore, Fig. 6 shows mutual spectra of re- 
flected signal from the Venus during radar experiments 
in VLBI mode for frequency band of 200 Hz. The sig- 
nal-to-noise ratio is very high. Fringes were detected 
successfully. The processing was made by the Institute 
of Applied Astronomy, St. Petersburg, Russia. 

Furthermore, the first test ground-space VLBI ex- 
periment was carried out on RT-70 antenna within the 
frame of the VSOP (Halca) project. The quasar 1351- 
145 was observed together with space radio telescope 
and with some ground-based antennas in southern part 
of the Earth. Now the S2 magnetic tapes are prepared 
for processing in Canada. With these achievements 
the first step in the creation of a modem ground-space 
radio astronomy center on the base of RT-70 antenna 
has ended. There are very good perspectives for future 
developments in this domain of research. 

During the recent years the next steps in the develop- 
ment and upgrade of RT-70 antenna (Evpatoria) were 
carried out. It was connected with the installations of 
new equipment and methods as well as with the single- 
dish investigations, VLBI experiments, preparation of 
the participation in the ground-space interferometer pro- 
jects and radar investigations of natural and artificial 
solar system objects with using of VLBI methods for 
planets, asteroids, meteors, space debris, satellites. 
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5009.92 5010.32 5010.72 

Fig. 7. Echo signal spectrum, to be further detailed in the workshop 

3. SPACE DEBRI AND RADAR 

INVESTIGATIONS 

New results are presented in this report involving the 
Evpatoria antenna, in the context of space debris research. 

The RT-70 antenna, Evpatoria belongs to the 
world-largest antenna systems and is a "Europe- 
unique" receiving antenna capable of being fed with a 
high-power transmitter. The associated critical system 
parameters are given in Table 1. 

Way back in the eighties the RT-70 antenna was re- 
peatedly used in radar research of planets and asteroids. 
In recent years this transmit-receive system has been 
upgraded and equipped with new radio-astronomical 
facilities. This has enabled expansion of various radio- 
astronomical research and resuming radar experiments, 
including those employing the VLBI-methods. In 1999 
the international 6-cm experiments for Venus and Mars 
were a success. There was radiation and reception in 
Evpatoria (Ukraine), reception in Svetloe (Russia) and 

Table 1. 

Main dish diameter: 70 m 

Effective area at 6 cm wave- 
length: 

2200 m^ 

Transmitter output: 100-200 kW 

PG-factor (product of antenna 
input and gain): 

0.5-1 GW 

Beam Width at 6 cm wavelength 3.5 arcmin. 

Pointing accuracy: ~ 10 arc sec 

Sysem noise temperature with 
cryogenic 6-cm receiver: 

40 K 

Polarization Circular 

Shanghai (China). The interference lobes informative 
of the planet surface were recorded with high signal-to- 
noise ratio on all baselines. 

When one considers the RT-70 power budget, the 
system, when used together with an available receiv- 
ing antenna of 32-m in diameter, can be easily shown 
to be capable of detecting space debri-partinles with a 
size of some mm on orbits to 400 km and accordingly 
some cm at geo-stationary orbits. 

In 2001 an initial series of space-debri radar ex- 
periments was carried out, after a system upgrade and 
high-power transmitter repair. The transmitter tubes 
have been repaired in Kiev. The experiments con- 
sisted in radiating a continuous signal with a power 
level of roughly 100 kW at the frequency around 
5 GHz (in some cases there was used a frequency 
modulation) towards the cataloged space vehicle 
fragments of about 1-m scattering cross-section, 
mainly in geo-stationary orbits. In testing also other 
targets like reference satellites in a high-elliptic orbit 
(apogee to 19,000 km) were considered as well. Dif- 
ferent antennas in Russia and other countries (Svetloe, 
Kalyazin, Bear Lakes - Russia, MERLIN - Great 
Britain, Medicina - Italy, Torun - Poland, Shanghai 
- China, and others) were receiving the signals. In 
total more than 10 objects were explored. In silent 
intervals between the radiation sessions the above 
antennas were receiving the radio emission from 
quasi-stellar sources with coordinates very close to the 
debris objects. This allowed to monitor the antenna 
pointing accuracy, serviceability of receiving equip- 
ment and to utilize a new VLBI-radar method to es- 
sentially improve the positioning accuracy with the 
differential radio-astrometry method. 

Practically all signals echoed from the studied ob- 
jects were reliably detected with all antennas. As an 
example. Fig. 7 illustrates spectra of the echo signals 
recorded by the MERLIN and Bear Lakes antennas. 
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4. OTHER LARGE APERTURE ANTENNAS 
Not far away from the RT-70 system there are some 
other large cm-wavelength antenna configurations in 
the Ukraine. These antennas are the RT-22 (Simeiz), 
the RT-32 (Evpatoria) and the RT-32 (Simferopol) 
antenna (Fig. 8). They all can well effectively receive 
the echoes of space debris echoes in the research ses- 
sions. Further improvement of the RT-70 transmit- 
receive system, in particular the increase of the trans- 
mitter output power and frequency deviation, is of 
current concern. 

There has been accumulated a lot of data on meteor 
trails in the upper atmosphere, these data were ac- 
quired in the meter wavelengths. There are strong 
arguments to hold a remarkable part of the latter data 
as caused by space-debri partifiles. The radar search- 
ing of parent bodies in meteor streams at centimeter 
wavelength is of interest. 

Further development of VLBI-radar of space bodies is 
of interest as it ensures an unprecedented positioning 
accuracy and thus fixes the actual traces of these bodies. 

The Ukraine's radar system satisfies up-to-date re- 
quirements for supporting investigations into space 
debris problems. 

The RT-70 space-object radar pilot experiments did 
already give evidence for promising prospects for 
expansion into this direction. 

Many Ukrainian organizations (the Institute of Ra- 
dio Astronomy of the National Academy of Sciences 
of Ukraine being the leading institution) participated 
in preparation and equipment of the RT-70 system, as 
well as in the research activity. Within the frame of a 
Ukraine-Russia cooperative agreement, several Rus- 
sian organizations actively contribute to these efforts 
too - ASC FIAN, IRE RAS, (Moscow), lAA RAS 
(St.-Petersburg), NIRFI (NizhnyNovgorod), et al. It 
indicates the continuation and strong interest to main- 
tain this unique instrument. 

5. CONCLUSIONS 

The radio telescope RT-70 has been described in outline 
and somewhat in history. It is a very elegant antenna 
design with at its time of construction veiy advanced 
solutions implemented for various technical problems. 

Nowadays there is a continuous effort ongoing to 
maintain the operational capabilities of this unique 
instrument. A number of activities have been outlined. 
Recent results have been indicated and the interest to 
use such antenna for different applications related to 
space projects has become clearer. 
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Abstract 
Gigantic antennas for space use are needed in many potential applications such, 

and have different features from gigantic antennas for terrestrial use. This paper first 
enumerates the application fields and relevant requirements. The actual antenna for 
space VLBl and satellite Halca is described with our experiences in the development 
process. Current activities on gigantic antennas with diameter larger than several 
hundred meters are presented in relation with SPS. 

Keyword: satellite communications, space radio astronomy, microwave power 
transmission, solar power satellites, gigantic antenna, aperture array 

1. INTRODUCTION 

Gigantic antennas for space use are needed in future 
satellite communications [1], space radio astron- 
omy [2] or microwave power transmission from solar 
power satellites (SPS) [3]. The diameter of such an- 
tennas should be several tens meters or even one km. 

The antenna is carried to space by a single launch 
to be deployed, or by several launches to be assem- 
bled. For these purposes, the mechanical structure of a 
gigantic antenna is of prime importance. Up to now, 
the structures suitable for a single launch have been 
proposed such as an umbrella type [4], a wrap rib 
type [5], and a hoop column type [6]. Another deploy- 
able antenna is a tension-truss type which was pro- 
posed by Dr. Miura [7]. This type of an antenna was 
actually applied to the antenna aboard Halca satellite 
for space VLB! in Japan [8]. 

The antenna with a larger diameter than several 
tens meters may be composed of a lot of radiators, and 
require several launches. Some concepts have been 
proposed and studied especially for a solar power sat- 
ellite SPS [9-11]. The beam-scanning capability 
should be implemented to comply with the visible 
time of each revolution. 

From the viewpoints of radiation characteristics, a 
gigantic antenna is associated with several difficulties: 
the appearance of grating lobes and pattern degrada- 
tion due to antenna deformation. If the element radia- 
tor is a resonant half wavelength one, the spacing 
between the radiators can be made small enough to 
suppress the grating lobes. But the number of the ra- 
diators amounts to be enormous in order to cover a 
wide aperture of a gigantic antenna. 

The gigantic antennas have been studied in Japan 
to be used in SPS systems. We proposed the concept 
of the array antenna of element apertures which can 
significantly reduce the number of the radiators [12]. 
But the design to suppress the grating lobes is 
needed [13]. 

This paper fist presents the requirements of gigan- 
tic antennas and the conditions for their utili2ation in 
space. Then, the development of the 10 m antenna for 
Halca satellite is described with our experiences. 
Next, SPS systems which need satellite-borne anten- 
nas with a diameter larger than several hundred me- 
ters are presented. Our research results will be 
described in detail. 

2. NEEDS FOR GIGANTIC ANTENNAS 

Fixed satellite communication systems require gigan- 
tic antennas for the purpose of frequency reuse by 
narrowing zones. The half-power full-width angle 
^Hp of a beam satisfies the following formula. 

6IHP = 1.2X/D 

-CzoNE =i%Atan^HP- 

where D : antenna diameter, A: wavelength, I^ZONE • 
diameter of a ground irradiation zone, ESA : distance 
between a satellite and an earth station. 

If DzoNE is 100 km at 4.6 GHz, an antenna of 
30 m diameter is required. Mobile communications 
via a satellite aim to supply strong field on the ground 
in addition to narrowing zones. 

Space VLBI systems aim high sensitivity. For ex- 
ample, ARISE of United States is assumed to carry 
the antenna of 30 m diameter at 80 GHz. Microwave 
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2. 
3. 
4. 

5. 

power transmission from a solar power satellite (SPS) 
requires an antenna of 1 km diameter at 2.45 GHz. 

A gigantic antenna should satisfy the following 
electric conditions: 

Beam width: narrow (high gain) 
Beam direction stability 
Frequency band 
Transmission {T)l reception (R) 
SPS: T only 
Communication: T and R 
VLBI: R only 
Sidelobes, noise and feeder loss 

The items (1) and (2) are more general and common 
to many applications, but the items (3) to (5) are de- 
pendent on an application system. The frequency band 
may be narrow in SPS because a continuous wave is 
transmitted, but should be wide in VLBI because the 
radio wave from a radio star is almost a noise. Com- 
munications use a medium frequency band. 

The following space conditions are also imposed 
on antennas for space use: 
1.    Weight and size of a unit: transportation. 

Temperature: +100°C on the solar irradiation 
side, and -!00°C shadow side 
Resultant deformation of the 1" order causes the 
beam deflection, and the 2"'' order does the gain 
degradation. 
Examination and test. 
As the antenna structure is flexible to lessen the 
weight, the compensation between the gravity of 
1 G and 0 G is needed. Usually, Near Field Pattern 
(NFP) measurement as a whole is impossible. 
Vibration conditions. 

2. 

3. 

4. 

3. VSOP AND HALCA SATELLITE 

The VSOP stands for VLBI Space Observatory Pro- 
ject which uses a large antenna aboard a satellite in 
combination with a large antenna on the ground. This 
space VLBI system improves greatly the resolution of 
the radio wave interferometry by extending the base- 
line farther than the earth's diameter. The antenna on 
the dedicated satellite Halca has a maximum diameter 
of 10 m, and should operate at 1.7 GHz, 5 GHz and 
25 GHz. 

The antenna aboard Halca satellite is designed in 
the tension truss concept: Thousand of flexible cables 
are stretched by extensible masts to form a parabolic 
surface, and a reflecting mesh is attached on the ca- 
bles, as shown in Fig. 1. As the concept is quite 
unique, we had many experiences with the deployable 
antenna of Halca. 

In the development process, we suffered from dif- 
ficulties of deployment. At the first stage, a deploy- 
ment test model of the one-third reflector could not be 
deployed due to the entangling of cables with struc- 
tures. The flight model mast in the deployment test 
was also hooked due to the interference of moving 
structures. We trimmed sfructural components in or- 
der to eliminate the trouble. 

{a) Folded state 

{b) Deployed state 

Fig. L Structure of Halca antenna 

Vibration test requires quite strong vibration level 
due to our launching rocket, so that the antenna itself 
and a shaker can not tolerate it. We contrived the 
method of frequency division excitation in analogy of 
frequency division multiplexing. First, the antenna 
was shaken at a lower level, and the modal analysis of 
the spectral response was carried out. Then, the total 
frequency bandwidth was divided to several bands 
each of which includes the coupled modes. As a re- 
sult, the vibration level was kept within the tolerance 
of the shaker. We also had an interesting experience 
in the vibration test of the extensible ma.st in the 
folded state. When a random wave was imposed, the 
mast got longer gradually. We understood that the 
mast was extended by an exceptionally strong force, 
but could not move to the other side due to the me- 
chanical stopper. As a result, random wave was recti- 
fied and caused a bias, analogous to electrical circuits. 
In order to overcome the situation, we attached a 
small spring which was quite effective to absorb spon- 
taneous spikes, as is equivalent to a capacitor in the 
electrical circuit. 

The analysis of radiation characteristics was also 
peculiar to a reflector composed of many flat facets. 
With the rigorous ray tracing to determine the field 
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Table 1. SPS Reference System Description Table 2. SPS 2000 System antenna parameters 

SPS generation capability (utility interface) 5GW 

Overall dimensions of the solar cell panel 5x10x0.5 km 

Satellite mass 5-10'* ton 

Construction location GEO 

Microwave transmission antenna diameter 1km 

DC-RF converter Klystron 

Frequency 2.45 GHz 

Rectenna dimensions 10x13 km 

distribution on the aperture, we had a wrong result. 
We should adopt an approximate ray tracing which 
ignores the Snell's law at the flat facet of the reflector. 
An electric model was manufactured to verify the 
validity of the analysis. 

Concerning the electrical characteristics, I pro- 
posed a subreflector adjustment mechanism to com- 
pensate the antenna deformation. But the idea was 
rejected due to the severe limitation of the total 
weight, as happens often. Another concern was the 
connection of the antenna and LNA. I proposed to use 
a flexible waveguide, or to attach a small box of LNA 
to a large structure of the antenna. But it was finally 
decided to precisely install a bracket and connect the 
two components with a rigid waveguide of low-loss. 
This connection seemed to be broken by the shock 
during launch. 

We learned the following lessons in the project: 
1. During a research period prior to development, 

we should write papers as a researcher. 
2. It is important for antenna engineers to give in- 

fluence and powerful motivation for a project to 
adopt their ideas. 

3. The interfaces should be flexible, and be deliber- 
ated by antenna specialists. 

4. SOLAR POWER SATELLITE SYSTEM 

4.1.  REFERENCE SYSTEM 

The energy consumption by the mankind has been 
greatly increased after the Industrial Revolution, but 
will be limited in a near future by the oil exhaust. The 
power generation in space and its transmission to the 
earth via a microwave beam is regarded as a possible 
solution of the energy crisis. The solar power satellite 
(SPS) concept was proposed by Dr. Peter Glaser in 
1968. After the evaluation by NASA Office, the refer- 
ence system description and preliminary environ- 
mental and societal assessments was published by 
Department of Energy of USA (DOE) in 1978. 

The satellite and the microwave power transmission 
are illustrated in Fig. 2. Table 1 shows the main parame- 
ters of the SPS Reference System. An antenna of 1 km 
diameter is required to focus the beam within a rectenna 

Satellite shape and 
dimensions 

Triangular column, 336x303 m 

Satellite mass 224 ton 

Satellite orbit 
Circular, 1100 km above the 

ground 

Frequency 2.45GHz 

Beam control Retrodirective 

Beam scanning 
angle 

-30° -f +30° (east-west) 

-16.7° 4- +16.7° (north-south) 

Transmitting power 10 MW 

Antenna shape and 
dimension 

132x132 m square 

Antenna mass 134 ton 

Number of antenna 
elements 

2.5-10* units 

(rectifier and antenna) on the ground from the Geosta- 
tionary Earth Orbit of 36,000 km above the equator. 

4.2.   SPS 2000 SYSTEM 

In Japan, the simplified version was proposed as 
SPS 2000 system which is shown in Fig. 3. The most 
significant difference is that the satellite flies 1100 km 
above the ground. Therefore, the power transmission 
antenna can be relatively small, but should be steered 
to point the beam to rectenna sites on the ground ac- 
cording to the satellite revolution. 

The main parameters of SPS2000 are summarized 
in Table 2. The satellite mass and dimensions suggest 
easier realizafion than the Reference System. The an- 
tenna system, however, needs the control of a beam 
which will be realized by a large scale of a phased 
array antenna with 2.5 million elements. The mass 
and size of the antenna are still quite large. 

Fig. 2. SPS Reference System 
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OrtiltallliudBlloOkm 

Fig. 3. SPS 2000 satellite and microwave beam - 
scanning control 

5. GIGANTIC ANTENNAS WITH ABOUT 1 KM 
DIAMETER 

A gigantic antenna with about 1 km diameter can be 
thought of in the three types, as shown in Fig. 4. A 
single aperture has a parabolic surface with possibly 
300 m depth. The array of small radiators is the one 
proposed in the Reference System, and needs 
2-10* elements. 

We proposed the array of apertures each of which 
is much larger than a wavelength, for example 10 m 
diameter. The elements are 10" in number and can 
adjust the phase distribution as a whole. The beam 
scanning capability of this type is limited in ±0.4 
degree, which is sufficient for application to a GEO 
satellite. The total weight of the aperture array an- 
tenna is estimated to be 17 ton which can be carried 
by a single launch of a space shuttle. On the other 
hand, the small radiator array antenna needs 
5 launches of a shuttle. Another merit of the aperture 
array antenna is found in the assembly process. 
Transportation, deployment and direction adjustment 
can be pursued according to the unit of an element 
aperture. 

The aperture array antenna in the most densely- 
packed arrangement has the following technical sub- 
jects: 
1. How to match the radiation pattern of a primary 

radiator with the shape of an element aperture. 
2. How to suppress grating lobes. 
3. How to patch the gap between apertures. 

We developed a special horn to radiate a hexagonal 
beam for the term (1). The adjustment of the field 
distribution on both the element aperture and the total 
aperture is efficient to the term (2), as shown in Fig. 5. 

For the term (3), a number of small parasitic radia- 
tors are installed to couple the adjacent apertures. The 
experimental system is shown in Fig. 6. The height of 
seventeen dipoles of a half-wavelength affects the 
gain of the total system, as shown in Fig. 7. 

Finally, the height of each dipole was so optimized 
that the antenna gain in this case is 0.9 dB higher, and 
the first sidelobe level is 1.5 dB lower than the case 
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Fig. 4. Three concepts of gigantic antennas 
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without the dipoles. This system has been well ana- 
lyzed assuming that the parasitic elements are irradi- 
ated by two pyramidal horns in the near field, and the 
current is induced on the parasitic elements. 

6. CONCLUSION 

• A gigantic antenna with a diameter of 100 m to 
1 km is realizable. 

• Its realization requires research activities and of- 
fers many research topics. 

• Collaboration of electrical and mechanical engi- 
neers is in evitable. 

• The tests should be studied for both of an antenna 
itself and its application system. 
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Abstract 
A brief review of the Special Mechanical Engineering Design Office activities in the 

sphere of tracking and communication means development - optical and radio tele- 
ZP^LM '''7f;,f°'^ "^^ 50-s of the last century, provided for the implementation 
practically^ of all the space studies and programs in the USSR, has been given in the re- 
port. The data on the problem trends in relevancy over the recent years has been given 

1. INTRODUCTION 

The space studies, with the use of unmanned and the 
piloted spacecrafts, started in the middle of the last 
century, as well as the expansion of astronomical and 
radio physical studies of the Universe, have required 
the development of optical and radio telescopes of 
new generation. 

The solution of this problem was entrusted to the 
Special Mechanical Engineering Design Office 
(KBSM), having acquired by that time a lot of ex- 
perience in development of the alt-azimuthal 
mountings for the artillery systems to meet the in- 
creased requirements in respect to rigidity of con- 
structions, accuracy of guidance and reliability 
Thus, since 1954, the KBSM has become the lead- 
ing company in the country in the designing of op- 
tical and radio telescopes. 

2. OPTICAL TELESCOPES 

In the period from 1956 to 1963, the optical tele- 
scopes AZT-10, AZT-11, AZT-12 with mirrors aper- 
ture, respectively, 1 m, 1.25 m, 1.5 m, as well as the 
largest in Europe telescopes ZTS with the mirror aper- 
ture of 2.6 m (Krymskaya and Byurokankaya Obser- 
vatories), and the unique BTA telescope with the 
mirror diameter of 6 m for the Zelenchuk Observatory 
had been manufactured and commissioned. 

All the mentioned telescopes have been in opera- 
tion until present, although they do have a rather long 
length of service. 

3. ANTENNA MOUNTINGS 

3.1.  STATIONARY AM 
The contribution of the KBSM to the development of the 
antenna stock of the country is especially significant. 
Dozens of antenna mountings of various purposes, with 
the diameter of the reflecting surface from 2 to 70 m, 
with total quality of more than 600 units, ensuring the 
reception and transmission of data in the centimeter and 
decimeter bands, have been designed and commissioned 
for 50 years by the operation in this sphere. 

In 1960, in Crimea (the region of Sevastopol), the first 
in the country large antenna mounting with the mirror 
diameter of 25 m was commissioned; which in 1962, 
was replaced by 32-meter one. This antenna has reliably 
provided for the communications of ail first national 
space programs, including the flights of the first cosmo- 
nauts, control of automated self-propelled spacecrafts 
"Lunokhod-1" and "Lunokhod-2", and many more. 

The further development of close and distant space 
has posed to the KBSM the problem to develop a uni- 
fied communications contour and spacecraft flights 
control for the whole country. Within the frames of 
this program, in 1960-80, the ground-stationary, fully 
rotational antenna mountings (AM) dislocated 
throughout the whole of the country had been com- 
missioned including: 

• four AM with the mirror diameter of 32 m (in 
Crimea and Baltic by one, at Far East by two); 

• twenty AM with the mirror diameter of 25 m; 

• several dozens AM with the mirror diameter of 8- 
12 m and flat mirrors with area up to 150 m^; 

• two antenna mountings, the largest in Europe and 
in the world, with the mirror diameter of 70 m 
(Crimea, Far East). 
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We need to make pause more closely on the antenna 
mounting with the 70-meter mirror, for its development 
had been an important stage in the development of the 
antenna engineering in our country. 

The level of the requirements for this antenna had 
posed before the developers the problem to resolve 
new, and extremely complicated, research and engi- 
neering problems, stipulated, on the one hand, by the 
dimensions and the heavy loads on the metal con- 
structions and mechanisms, and, on the other, by the 
high-output, technical specifications. E.g. the mean 
square deviation of the parabolic surface of the 70-m 
mirror from the theoretical profile, at any point, is at 
most 0.7 mm; and the radio beam guidance accuracy 
is at least 30 angular sec. 

To solve the whole set of problems, a lot of the re- 
search organizations were engaged, a significant 
number of research and experimental works was car- 
ried out. It took more than 10 years before the first 
antenna in the Deep Space Communications Crimea 
Center was commissioned in 1978. 

The first tests carried out had exceeded all the ex- 
pectations of the antenna developers; not only has the 
antenna surpassed, by many figures, the requirements 
of the request for proposal but became one of the best 
world instruments among the antennas of that class. 

The commissioning of this antenna setup allowed 
the conducting in our country many radio astronomi- 
cal studies, the implementation of which was simply 
impossible before. 

3.2. THE SHIPBORNE AM 

In order to maintain permanent communications with 
the spacecrafts along the whole flight trajectory, a 
series of 18 type dimensions of stabilized antenna 
systems of the shipbome-class with diameter mirrors 
from 5 to 25 meters were developed over these years. 
The 7 large science and research ships were equipped 
with them, including SRS "Vladimir Komarov", SRS 
"Academician Sergey Korolyov", SRS "Cosmonaut 
Yuri Gagarin" - the flagship of the space fleet with 
two antennas of 12 m in diameter and two antennas of 
25 m in diameter. 

The radio technical instrumentafion for the major- 
ity of the mentioned stationary and shipborne anten- 
nas was developed by the Science Research Institute 
of Space Instrumentation Engineering (Moscow). 

The antenna mountings designed by the KBSM 
have been taking part in all, without exception, na- 
tional space studies, and in many international space 
programs; having thus shown, in doing so, the high 
reliability and communications ability. 

3.3. THE MOBILE AND TRANSPORTABLE AM 

Apart from ground and shipborne antennas, the 
KBSM has acquired much experience in developing 
the mobile and transportable AM with diameter mir- 
rors from 2 to 7 meters, operating in the centimeter 
band and providing for the communications with the 
artificial sputniks of the Earth. 

Set up upon the transport vehicles of a high cross- 
country ability, such antennas can be delivered to any 
pointand and brought into the operating state within 
20-40 minutes (the mobile antennas) and within 24 
hours (the transportable antennas). 

Several dozens of the antennas of this class have 
been manufactured to the needs of various customers: 
Russian Aerospace Agency, Ministry of Communica- 
tions, and other departments. 

The chief Designers: A.I. Uokhov (the stationary 
antennas with mirrors of 25 m and 32 m in diameter), 
B. S. Korobov (the shipborne and the stationary an- 
tennas of the medium class), I.N. Knyazev (an an- 
tenna with the mirror of 70 m in diameter and the 
mobile antennas) were to manage the operations in 
designing of the above-mentioned antennas. 

4. RADIO TELESCOPE RT-70 
The task started in 80-s to the needs of the Russian 
Academy of Science in designing of a radio telescope 
of the millimeter radio wave band RT-70 with the 
mirror of 70 m in diameter is the whole trend. 
The ensuring of exclusively high technical character- 
istics, practically by an order of and exceeding the 
analogous characteristics of any of the most accurate 
antenna mounting developed earlier is in the base of 
science and technical problems of the radio telescope 
development, namely: 

• operating wave length - 1.2 mm; 

• the MSD of the reflecting surface - 0.07 mm; 

• guidance accuracy - at least 0.7". 
The 70-meter antenna mounting of the KBSM de- 

velopment was adopted as the prototype, that allowed 
to borrow many mechanisms and metal constructions. 
The operations were conducted in a wide front; con- 
structional operations were deployed in the Uzbeki- 
stan mountains, on the Suffa Plateau, at a height of 
2500 m, plants proceeded to manufacture the material 
part, and the KBSM with the participation of a num- 
ber of Research Institutions and Design Offices was 
carrying out the development of the design documen- 
tation of those mechanisms and assemblies, which 
were to provide for the increase of the precision char- 
acteristics. Up to 70% of mechanisms and metal con- 
structions had been manufactured by 1990, and the 
installation operations had been implemented by 50% 
having approached to the mark of 60 m above the 
ground level. 

However, in 1991 all operations to develop the ra- 
dio telescope had been suspended for almost 10 years. 
And only for the last two years, the financing is re- 
newed, although to a small extent, to continue the 
operations giving the ground to hope that the con- 
struction of this unique radio telescope, in the nearest 
years, will be definitely completed. 
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5. THE SUBJECTS OF TASKS OVER 1995-2003 
Notwithstanding the known financial problems, in 
recent years the KBSM keeps on working to develop 
new, and modernize the current tracking and commu- 
nications means: 

• the first start-up phase (consisting of five stations) 
of the optical and electronic cosmic and air space 
observations system has been commissioned in the 
Tadzhikistan mountains, the second start-up phase, 
consisting of five stations as well, has already 
been installed and is passing through the inte- 
grated tests; 

• the main control antenna bearing four mirrors each 
6 m in diameter has been manufactured for the inter- 
national program Sea Launch, installed on the Sea 
Launch Commander ship and participates success- 
fojlly in the launches of the commercial sputniks; 

• a series of the stationary and the mobile antennas of 
new generation with mirrors diameters fi-om 3 to 
6 m, including the tasks of the remote sounding, is 
being in the stage of designing and manufacturing; 

• works to design, manufacture, commission several 
high-precision alt-azimuthal mountings, stationary 
and transportable, for the quantum and optical 
telescopes  for  the  trajectory  measurement  of 

spacecrafts and natural origin objects have been 
carried out; 

• the development of the design documentation has 
been completed, the manufacturing and installa- 
tion operations to create, in the Altai Laser Center, 
an informational telescope with the mirror aper- 
ture of 3.12 m have been conducted; 

• a vast set of operations on the technical examina- 
tion, defectation, maintenance, repairs and mod- 
ernization of at least twenty antenna mountings 
being in the long-term operation of various cus- 
tomers and having worked out of their warranty 
periods is being carried out monthly; 

• several science-and-research works in order to in- 
crease the engineering resource of the antenna 
mountings of different class have been implemented 
to the needs of the Russian Aerospace Agency. 

6. CONCLUSIONS 

The above-stated allows to make the conclusion that, 
notwithstanding the complex economical conditions, 
the KBSM having had a huge research and engineer- 
ing work done, in advance, and over the many-year 
experience, is able to solve any f the engineering tasks 
to develop the instruments of various purpose; for 
space communications. 
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Abstract 
Techniques of microwave remote sensing of the atmosphere with the emphasis to 

the aviation applications are considered. Some results recently obtained are presented 
including joint research projects of NAU and IRCTR. Specificity of antennas is dis- 
cussed. The paper mainly reflects the works, which were done with author participa- 
tion, and does not aspire to saturation coverage. 

Keywords: Radar, Remote Sensing, Antenna pattern. Polarization, Doppler- 
polarimetry. Dangerous meteorological phenomena. 

1. INTRODUCTION 

Weather information retrieval in particular the infor- 
mation about Dangerous Meteorological Phenomena 
(DMP) is an important application of remote sensing. 
Principal advantage of remote sensing is high velocity 
of data retrieval concerning large volumes of atmos- 
phere, and also the possibility to derive information 
about the objects, which are practically inaccessible to 
be researched by other methods. Information about 
DMP is necessary for many fields, and aviation appli- 
cations are probably the most obvious and important 
among them. From the aviation point of view, the 
notion of DMP includes aircraft icing, atmospheric 
turbulence, wind shear, an increased electric activity 
and lightning, hail, etc. 

Remote sensing information is rather expensive. 
Nevertheless huge number of human lives, which 
were saved thanks to remote sensing information, 
proves high effectiveness of remote sensing in addi- 
tion to the pure economic assessment of its impor- 
tance. That is why ground-based and airborne weather 
radars and other weather sensors compose important 
part of airport facilities and airborne equipment. 

The Weather Radar and Remote Sensing research 
group works during many years at the National Avia- 
tion University (NAU) in Kiev, Ukraine. The group 
cooperates with different research and design institu- 
tions, such as the International Research Centre for 
Telecommunications and Radar (IRCTR) at the Delft 
University of Technology (TU-Delft), the Research 
Institute "Buran" in Kiev, the Central Aerological 
Observatory in Moscow, etc. 

Plenty different methods and devises for DWP de- 
tection and measuring were developed at NAU and in 
the framework of joint research projects. 

Active and passive radars, radiometers, lidars and 
other sensors are considered as instruments for remote 
sensing of atmosphere. They can be installed on a 
ground-based platform, on aircraft or satellite. Really, 
antenna is one of key elements of any remote sensing 
system. In many respects, antenna defines main scope 
of a system. Various types of antennas are used in 
different remote sensing systems. Reflector antennas, 
including antennas with controlled polarization, lens, 
hybrid, slot antennas, antenna arrays, adaptive anten- 
nas, and others are among them. 

The purpose of this paper is to give a general over- 
view of the results achieved in the remote sensing of 
DMP using different types of antennas and to discuss 
some requirements to the antennas for remote sensing. 
However the paper mainly reflects the works, which 
were done with author participation, and does not 
aspire to saturation coverage. 

2. MICROWAVE REMOTE SENSING 

The remote sensing can be defined as means of get- 
ting information about objects, which are located on 
significant distance, without physical contact with the 
objects. The microwave remote sensing implies that 
information is carried by electromagnetic radiation, 
the object under observation exerts influence upon the 
characteristics or parameters of the radiation, and the 
information usually is derived by means of micro- 
wave technology and signal processing. 

3. AIRBORNE FACILITIES 

Airborne weather radar is necessary and obligatory 
standard equipment of any modem aircraft. Actually it 
is a multifiinctional radar, which should enable to 
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detect clouds and precipitation, as well as zones of 
turbulence and wind shear, hail and icing. A major 
aspect of the operational efficiency of airborne 
weather radar is the reliability of DMP detection. 

3.1. TURBULENCE 
Detecting turbulence is difficult, because the reflectiv- 
ity involved can be rather weak. Hence, noise and inter- 
ference can essentially influence the reliability of the 
wanted information, resulting in very short detection 
ranges. At the same time, one of the major applications 
of turbulence detection is during cruise flight, at maxi- 
mum airspeed. Finally, for aircraft in controlled air- 
space, often a significant lead-time is required before 
turbulence avoidance manoeuvres can be initiated. All 
these factors require large detection ranges if the turbu- 
lence detector is to be of any practical use [1]. 

The relationship between back-scattered signal pa- 
rameters and singularities of the microstructure and 
dynamics of the scatterers (drops, crystals, snow- 
flakes) in a single resolution volume or in an aggre- 
gate of resolution volumes is the physical basis of 
radar detection of turbulence in weather scattering 
objects. At present, amplitude and spectral techniques 
are in use for turbulence detection. A version of 
widely applied pulse-pair algorithm [2] is based on a 
direct evaluation of the sample inter-period correla- 
tion r* on a signal sample xi,...,x„ with n as sam- 
ple size. Three developed algorithms are discussed in 
[2]. The first one is the parametrical algorithm [3], 
which is being used as a reference during the com- 
parison of different developed algorithms. Two other 
synthesized algorithms are adaptive. First of them is 
one-sample and the second one is two-sample algo- 
rithm. The invariant one-sample algorithm is not sen- 
sitive to the power of the echo-signal and reacts only 
to changes in the correlation coefficient. More precise 
application  of information  originated  from  back- 
ground scattering from Earth surface or from other 
fixed reflectors, being in the radar volume, is realized 
by construction of the two-sample decision rule. 

The parametric algorithm gives the best results, as 
it must be. The two-sample adaptive algorithm comes 
most closely to the parametrical algorithm. Then one- 
sample adaptive algorithm follows. All three new al- 
gorithms provide significantly better reliability in 
comparison with pulse-pair algorithm. The difference 
IS especially big in case of short samples. That is im- 
portant for airborne radars. 

Turbulence detecting from the board of aircraft re- 
quires antennas of limited size but with as narrow as 
possible main lobe. The level of side lobes should be 
rather low. Airborne X-band parabolic reflector an- 
tennas usually enable to provide side lobe level of 
-18 dB relative to the main lobe. In fact, it is not 
enough. That is why passive slot antenna arrays are in 
use in majority of modem airborne weather radars. 
Figure 1 shows Ukrainian airborne weather radar Bu- 
ran A-140 with such kind of antenna. 
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Fig. 1, Buran A 140 with slot array antenna 
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Fig. 2. Reflector antenna with controlled polarization 

Such antenna provides at least -25 dB level of 
side lobe. Besides, the slot array antenna provides the 
beam width narrower than reflector antenna of the 
same size. That improvement is of 0.1" -0.2" for 
antenna of 560 - 760 mm diameter. Antenna gain is 
also 2 - 3 dB higher for slot array antenna in com- 
parison with reflector antenna. 

3.2.  HAIL 

Several ways for microwave remote hail detection are 
known: multi- (dual-) wavelength methods with radar 
reflectivity as informative parameter [4], different 
polarization methods [5]. radar-radiometric method, 
etc. Combinations of different methods are also possi- 
ble. Polarization methods are the most suitable for 
airborne radar. 

Hailstones are of irregular shape. That is why they 
differently reflect electromagnetic waves of two or- 
thogonal polarizations, and they give considerable 
cross-polarization component of reflected signal. 
These properties are the basis for hail detection algo- 
rithms [6], [7]. 

Probably the only disadvantage of polarization ap- 
proach for hail detection by airborne radar is associ- 
ated with difficulties to change polarization of 
sounding signal when using slot array antenna. It is 
much easier to do with reflector antenna. Antenna 
with controlled polarization for airborne radar was 

72 International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



Remote Sensing of Troposphere for Aviation Safety: Antenna Aspect 

developed by [8]. The principle of the antenna is illus- 
trated in Figure 2. Antenna operates as following. In 
the presence of the control pulse Ul, horizontal po- 
larization of the sounding wave is formed, and in the 
absence of Ul, vertically polarized wave is radiated. 
Polarization filter separates the reflected components 
of main polarization (the same polarization as was 
radiated) and cross polarization (orthogonal one in 
respect to radiated polarization). 

Both main and cross polarization components of a 
reflected signal come to the inputs of the commutator, 
and main component comes via circulators. The state 
of commutator is defined by the pulse U2, which is 
entered to its driving point. Then receiving signal 
from the output of commutator proceeds to antenna 
relay or duplexer via rotating junction. 

Such antenna with controlled polarization was im- 
plemented in the research airborne weather radar on 
the basis of "Groza 26". Polarization radar equipped 
with this antenna was installed on the research air- 
plane Ilushin 18 of the Central Aerological Observa- 
tory (Russia). 

3.3. ICING 
Supercooled water in atmosphere influences flight 
safety due to dangerous icing of aircraft. Strong icing 
not only makes worse the flight and aircraft perform- 
ances but also can result in accident. The principal 
reason of icing during flight consists of the fact that 
the supercooled droplets collide with frontal parts of 
aircraft and become frozen. The character and inten- 
sity of icing depend on the temperature, water content, 
size of drops. The most intensive icing happen in 
zones of supercooled rain. 

Polarization technique [9], [10] was proposed to 
increase the reliability of icing zone detection. Practi- 
cally it is enough to detect supercooled water avail- 
able in cloud to make a decision about high 
probability of icing. Water droplets have almost 
spherical shape; raindrops can be just a little flattened. 
Regular shape of droplets contrasts with irregular 
shape of ice crystals, which cannot cause icing. 

Actually for the detection of icing, the same antennas 
can be used as was described above for hail detection. 
However, signal-processing algorithms are different. 

3.4. INCREASED ELECTRIC ACTIVITY 

Electric processes influence the forming of micro- 
structure of clouds. Thus certain informafion about 
electric processes can be received using active remote 
sensing techniques (weather radars). The perspectives 
of active radiolocation applying for the detection of 
areas of increased electric activity are related with the 
adoption of polarizafion characteristics of signals for 
the estimation of regular component of scatterers ori- 
entation, which is associated with strong electric field 
[11]. For research in this direction the antenna with 
controllable polarization is suitable. 

Different types of intensive self-radiation accom- 
pany electric activity in troposphere. That is why pas- 

sive remote sensing of atmosphere electricity is 
especially envisaging further development. 

Non-thermal, non-lightning pre-thunderstorm radia- 
tion is observed in a wide frequency band before the 
first lightning sfrikes, during the pauses between light- 
ning discharges, and during some time after the termi- 
nation of lightning. Statistical parameters of convective 
cloud self-radiation on different frequencies for three 
phases of thunderstorm were estimated by [12]. Three 
types of the EM self-radiation can be selected depend- 
ing on the duration of pulse packages: 1) Pre- 
thunderstorm EM radiation with duration mode of 
7-10 msec; 2) EM radiation of lightning with dura- 
tion mode of 100-120 msec; 3) Continuous-noise 
EM radiation with duration mode of 0.8-2.0 msec. 
Data on non-lightning radiation of 1.7 MHz are pre- 
sented in [13]. The method and apparatus for the detec- 
tion of characteristic pre-thimderstorm self-radiation 
and estimating the coordinates of the radiant from the 
aircraft were developed by [14]. 

For receptions and primary processing of radiation of 
thunderstorm clouds, it is expedient to use the active 
antenna array. Active slot antennas can be used as the 
array elements. Their length appears 5-7 times less in 
comparison with conventional slot antennas. In consid- 
ered range it is about 10 cm. This allows arranging of 
50 elements on a leading edge of airplane. Spacing in- 
terval between the elements should be selected as equal 
to A / 2 where A is wavelength. This allows avoiding 
appearance of the diffraction lobes at beam scanning in 
quadrant up to 90°. The use of slot radiators ensures a 
good anti-lightning protection and stability of the an- 
tenna at affecting static electricity. A wingspan of a 
modem passenger airplane is approximately 30 - 60 m, 
therefore at A = 3 m minimum antenna pattern width 
can be about 2.5-5.0 degrees. As the characteristic 
radiation of electric cell in clouds exist also at higher 
frequencies (for example, at A = 1.0 — 1.5 m), one can 
accept that the considered active antenna array is capable 
to provide a resolution angle about 2° in the perpendicu- 
lar direction. It arises up to 4° at scan angle of 60", and 
up to 7.7° at scan angle of 75". 

In order to provide automatic surveillance of the 
centers of increased thunderstorm hazard, it is expedi- 
ent to apply self-focusing antenna arrays or arrays 
with variable parameters [15]. 

Proposed technique can detect thunderstorm cen- 
fres 10 to 15 minutes before the beginning of active 
thunderstorm. 

Distinct techniques are known for detection and 
ranging of sources of active lightning. Methods for 
determining coordinates of electric discharge source 
using lightning EM radiation are more developed be- 
cause EM radiation of lightning is the most powerful 
in comparison with other types of non-thermal 
weather radiation. The task of lightning direction- 
finding is rather trivial The difficulties are associated 
with estimating a distance up to a radiant of lightning 
especially when measurements should be produced 
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from one point, for example, from aircraft. Different 
approaches exist to design operational devices [16- 
20]. They are often based on measuring separately 
electric E and magnetic H components of lightning 
radiation. Loop antennas and conducting plates are in 
use for these purposes. 

Both active and passive radar methods are not ca- 
pable to detect zones of electric space charges when 
no thunderstorm activity appears as detectable radia- 
tion, for example, in nimbostratus clouds. However, it 
is known that lightning strokes into aircraft often oc- 
cur just in such type of cloud. That happens due to the 
fact that electric charge of the aircraft itself activates 
the discharge if characteristic conditions exist. The 
electrolocation method, based on solving of electro- 
statics inverse problem, gives another way of deriving 
operative prognostic information about zones of elec- 
tric activity. This method is associated with measuring 
of quasi-electrostatic field strength (EFS) along the 
route of aircraft. This way was developed, researched 
and realized as a method and apparatus by [21]. 

The inverse non-well-posed problem of determin- 
ing the sources of electric field is solved by calculat- 
ing of predictable values of EFS in the frameworks of 
adaptive models. Then values of EFS are measured 
during the flight, modeled and measured values are 
compared, and adaptive correction of the models is 
done to provide correspondence between modeled and 
measured values. The airborne weather radar data are 
used for previous detection of cloud cells and setting 
the initial models. 

Determining space charges in atmosphere and es- 
timating aircraft self-charge requires the use of not 
less than four EFS sensors, located at definite points 
of aircraft surface. These sensors can be considered as 
a kind of antennas of extremely low frequency. The 
working head of such sensor is practically out of the 
aircraft board. One of the key problems is creation of 
reliable EFS sensors for the use under extremely se- 
vere conditions. The technique for adaptive EFS 
measuring is described in [22]. 

4. GROUND-BASED RESEARCH RADAR 

New possibilities of radar turbulence detection using 
Doppler-polarimetric radar were shown as a result of 
joint project of IRCTR at TU-Delft and NAU. The 
concept of mathematical modeling and computer 
simulation of Doppler-polarimetric spectra of radar 
signal from rain, which uses rain microstructure and 
turbulence parameters as initial data, was developed 
and implemented [23]. 

Experimental researches were done with S-band 
Transportable Atmospheric Radar (TARA) that was 
developed in IRCTR. The TARA system uses high-gain 
reflector antennas with beam-switching capabilities [24]. 
Figure 3 shows the complete antenna system of TARA. 

The system consists of transmitting and receiving 
antennas with multiple beams. Antenna has extremely 
low level of side-lobes in the 90° directions. The 
multiple beams are used to measure three-dimensional 

Fig. 3. Beam switching polarimetric TARA antenna 
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Fig. 4. Comparison of Doppler-polarimetric parameter 
'Slope sZdr' and rms mean Doppler velocity 

wind fields in quasi real time. Doppler measurements 
are performed in three independent directions. Beams 
are generated along the axis of rotational symmetry 
through the focus of the parabolic dish, the 0° beam, 
and in two orthogonal directions at 15° off axis by 
switching to a multiple beam feed system. 

Specifications of the TARA antenna system are: 
diameter D = 3 m (or 33A); focal length 
F = 16..5A; F/D = 0.5; beam width <2"; gain 
> 37 dB; cross polarization < -30 dB (averaged 
over the beam); 1" side lobe <-25 dB; far side 
lobes < -80 dB. Being FM-CW radar system, 
TARA is very flexible and can provide extremely 
high range resolution Using high-resolution (15 m) 
mode, Doppler-polarimetric measurements were per- 
formed in rain. 

As an example. Figure 4 demonstrates time-space 
distribution of slope sZdr (upper panel) and rms of 
mean Doppler velocity (lower panel). These results 
are obtained by processing TARA data [25]. 

Slope sZdr is new Doppler-polarimetric measur- 
able variable introduced and researched by the inter- 
national team in IRCTR [23, 26]. It can be calculated 
using measured Doppler spectra in resolution volume 
at two orthogonal polarizations. The value rms mean 
Doppler velocity represents independent estimate of 
turbulence with spatial scale more than radar resolu- 
tion volume. Comparison of space-time distributions 
of the two parameters leads to the conclusion that the 
more turbulence intensity the less slope sZdr. This 
result corresponds completely to the theory and model 
developed previously [27,28]. 
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5. CONCLUSION 

Dangerous meteorological phenomena (DMP) detec- 
tion, is one of the most important applications of re- 
mote sensing in aviation. Active and passive radars, 
radiometers, lidars and other instruments are consid- 
ered as sensors for remote sensing of DMP. They op- 
erate in extremely wide frequency band: from optics 
up to quasi electrostatics. They can be installed on 
ground-based platform, on aircraft or satellite. 

The problems of DMP remote sensing are very di- 
verse. That is why antennas of various types are in use 
for remote sensing. Applications of airborne reflector 
parabolic antennas, including antennas with controlled 
polarization, passive slot arrays, active arrays, adap- 
tive antennas, loop antennas and conducting plates, as 
well as smart antennas with beam-switching capabili- 
ties have been considered in this paper. 

Taking into account new sophisticated techniques 
of deriving meteorological information and signal 
processing, the qualifying standards are often quite 
rigorous on side lobes, cross-polarization isolation, 
identify of antenna pattern at orthogonal polarizations, 
and other critical parameters. 

Multifiinctionalify of modem airborne and ground- 
based radars and other instruments for atmosphere 
remote sensing causes different fypes of adaptive, 
multipolarized, and smart antennas to be developed. 

In many cases, the developed antenna with some 
new capabilities gives new possibilities for research- 
ers in the field of remote sensing. New research facili- 
ties can be produced and unexpected achievements 
can be reached. 
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BROADBAND PHASED ARRAY WITH WIDE-ANGLE 
SCANNING 
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Abstract 
Wideband antenna arrays with wide-angle scanning are considered. The calculated 

characteristics of antenna arrays with ID and 2D scanning are displayed. The possi- 
bility of the inter-element spacing increasing up to (2-3) wavelengths is shown. Con- 
siderable reduction of inter- element interaction simplifying matching under wide- 
angle scanning is obtained. 

Keywords: Phased array antennas, ring concentric array antennas. 

1. INTRODUCTION 

Phased array antennas (PAA) are one of the most per- 
spective types of the antennas. Planar PAA have lim- 
ited sector of scanning, narrow band and small 
element distance. Conformal phased array antennas 
(CPAA) enable to overcome some shortcomings of 
planar array antennas [1]. However, practical realiza- 
tion of such antennas is connected with many difficul- 
ties. The necessity of far field control by phase, 
amplitude and polarization leads to considerable in- 
creasing of antenna element numbers and their cost. 
The comparison of necessary number of elements 
with minimal number shows considerable increasing 
number of antenna elements. Therefore one of the 
tasks is a research of ways of the construction anten- 
nas, possessing wide sector of scanning, a wideband 
and the number of elements which is coming nearer to 
the theoretically minimal ones. Ring concentric array 
antennas (RCAA) allow to solve the problem [2-4] to 
a certain degree are considered in the report. 

The review of the literature on RCAA [5-12] shows 
the presence of significant number of works on the 
general questions of the calculation of such array an- 
tennas characteristics. However, there is no detailed 
research and recommendations on designing RCAA 
as electrically scanning array antennas with one- 
dimensional and bidimentional scanning. 

The  report  shows  considerable  advantages  of 

RCAA over planar and conformal array antennas. 
These advantages are: the reduction of the number of 
elements, the possibility of the wide-angle undistorted 
scanning and phase distribution control without com- 
mutation of radiation surface. 

Ring concentric array antennas can be a component 
of conical, cylindrical and spherical array antennas 
with bidimentional scanning. Such antennas are 
shown in Fig. 1. 

2. DIRECTIONAL CHARACTERISTICS 

The results of numerical research of directional charac- 
teristics are presented in report to reveal the possibility 
of the reducing of the number of elements and increas- 
ing element distance. Element distance in RCAA de- 
pends on directivity and can be make some lengths of 
waves. The dependence of element distance on direc- 
tivity is shown in Fig. 2. The elements distance increas- 
ing simplified matching under wide-angle scanning. In 
the case of such big distance of elements in the pencil- 
beam scanning array antennas there arises a question 
about appearance of diffraction lobe. The spatial pat- 
terns of RCAA are analyzed for this purpose on Fig. 3. 
Spatial patterns show the absence of the diffraction 
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lobe, but also quite a high side lobe level (SLL) of the 
return radiation which decrease with the increasing 
number of elements are investigated. 

To define the influence of SLL on characteristics of 
RCAA, the dependences directivity factor (DF) on the 
beam width has been received by numerical methods. 
The gain of RCAA has been defined using well 
known relations for directivity factor (DF). The re- 
sults providing high gain with minimum number of 
elements are presented. It is illustrated by Fig. 4. 

3. FREQUENCY CHARACTERISTICS RCAA 
Wideband operation possibility of RCAA is consid- 
ered in the paper with both phase shifters of perma- 
nent phase shift in Figs. 5, 6 and on the basis of 
controlled delay lines in Figs. 7, 8. 

Ring concentric array antennas for beam forming 
with wideband operation are especially interesting 
because of angle-frequency sensitivity absence and 
remarkable frequency band spreading under without 
changes of their perfonnances. 

4. INTERACTION OF RADIATORS 

For the fijll analysis of the characteristics RCAA the 
decision of an internal problem is necessary. The most 
important problem is a coordination of the radiators at 
the wide-angle scanning. In the report research of 
interaction of the radiators by a method induced EMF 
is lead. The calculation by induced EMF showed sat- 
isfactory results for matching with an excitement sys- 
tem. On Fig. 9 dependences of the full entrance 
resistance on position of a radiator in array are shown. 
Fig. 10 shows the dependence of the average factor of 
reflection on azimuthal coordinate of a radiator. 

5. CiRQUiTS OF EXCITATION RCAA 

The excitation of RCAA can be carried out both feed- 
ing and spatial way. Feeding excitation can be con- 
structed on different lines of transfer and thus demands 
use of checkpoints phase switcher and the distributive 
systems providing necessary peak distribution. 
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Fig. 4. Dependence of directivity factor on beam width 
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Fig. 5. Radiation pattern of RCAA in horizontal plane 

At spatial excitation two variants are possible: 
1. The central radiator is raised, and the others ra- 

diators become re-emitted with reflective phase 
switchers - Fig. I la. 

2. RCAA is a through passage array antennas 
which is irradiated with a primary irradiator and all its 
re-emitted elements - Fig. 1 lb. 

Lacks both feeding, and a spatial way of the excita- 
tion which are shown as well for RCAA are well- 
known in radiation source. At drive one central radia- 
tor when thus the others - reflective the question wide- 
angle disappears coordination of a radiator with a fal- 
ling stimulating wave which takes place at construc- 
tion of the flat reflective lattices with a remote 
irradiator. Excitation of the central element allows to 
lower considerably also SLL due to peak distribution 
falling down to the edges. The spatial way of excita- 
tion in RCAA is realized by analogy to Luneberg lens 
and will consist in selection of such phase distribution 
of currents in vibrators at which the beam would be 
focused in the set direction and would allow to carry 
out sector scanning. 

Array antennas with the wide-angle scanning in 
plane RCAA have above been considered. We shall 
consider models of array antennas which form convex 
array antennas of system RCAA and allow to carry 
out bidimentional scanning, having limited sector of 
scanning in a plane of a disk. 

For the construction of two-dimensionally scanning 
antennas with the sector of scanning on an azimuth 
360° from RCAA it is formed PAL, shown on Fig. 1. 
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However, for their excitation and control of the 
phase distribution it is necessary RCAA to replace 
with the disk antenna (DA) [4]. Disk antenna is shown 
in Fig. 12. It consists of two conductive discs. 

Between two conducting disks the radial wave 
guide which is raised by system of the concentric ring 
radiators is formed. For the basic wave phase speed 
coincides with speed of light, and for other types of 
waves the dispersion is observed. This circumstance 
specifies updating of the phase distribution resulted 
earlier. The lead calculations [4] show possible errors 
at phase excitation of the DA. The set of the DA al- 
lows to carry out scanning on an azimuth within the 
limits of 360° and on other coordinate in some limits, 
i.e. at the limited sector of scanning in other plane. In 
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Fig. 9. Dependences of the entrance resistance on 
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Fig. 11. Circuits of excitation RCAA 

Fig. 12. Disk PAA 

those problems, when the limited sector of scanning 
on azimuth; it is possible to consider the directed ra- 
diators and to construct modified RCAA with the 
minimum number of elements. 

Such systems as RCAA have considerable advan- 
tages over planar arrays. These advantages are: de- 
creased number of antenna radiators the wide-angle, 2D 
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distortion free scanning and broad band. Disk antenna 
represents also independent interest as the antenna or 
excitation system of cylindrical antenna, carrying out 
necessary sector excitation with the phase distribution 
control without commutation of radiation surface. 

6. CONCLUSIONS 

Thus, the directional characteristics RCAA as an array 
with wideangle scanning are presenteded. 

The dependences of beam width and DF on number 
of elements are received. 

Band and broadband properties RCAA which es- 
sentially exceed similar characteristics of the planar 
array antennas are revealed. 

The possibility of bidimentional scanning which can 
be realized by disk PAA and set of disk PAA is shown. 
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Abstract 
The paper is devoted to the based on the use of nonlinear boundary conditions 

(NBC) method of analysis of microwave devices with the distributed nonlinearity. 
There are considered two approaches to the formulation of nonlinear integral equa- 
tions (NIE) for the distribution of the surface current density on elements of these de- 
vices. One of them is based on description of NBC in the space-time domain, 
another - on description of these conditions in the space-frequency domain. A proce- 
dure of numerical solution of NIE with the method of moments is set forth. Some re- 
sults of modelling a nonlinear operating regime of two devices with the distributed 
nonlinearity stipulated by superconductive properties of material used in these de- 
vices are presented. 

Keywords: antenna, microwave device, nonlinear bondary conditions, nonlinear 
effects, method of moments. 

1.   INRODUCTION 
One of important directions of the modem electro- 
magnetics is the research of microwave devices com- 
prising elements with the distributed nonlinearity. 
Especially it is topical for devices of the millimetre 
wave range, when dimensions of an area occupied by 
the nonlinearity become commensurable with a wave- 
length, or for devices whose surface is made of a ma- 
terial with nonlinear properties. An example of such 
devices is, in particular, an antenna made with the use 
of superconductors. Nonlinear properties of supercon- 
ducting materials [1] caused a number of nonlinear 
effects that influence on device flinctioning. 

The rigorous analysis of systems with the distributed 
nonlinearity necessitates a solution to the Maxwell 
equations with corresponding boundary conditions both 
for the area occupied by the nonlinearity and beyond it. 
This approach due to its complexity calls for great com- 
putational cost, and by today a limited number of prob- 
lems are solved with its help [2]. 

However, in a whole number of cases, there is 
needed acknowledge of the electromagnetic field only 
in the area beyond the nonlinearity. In this case, the 
simplification of the general ststement of the problem is 
possible. One of effective methods for this is that of 
nonlinear integral equafions (NIE), which is based on 
the use of nonlinear boundary conditions (NBC). It 
enables to exclude Irom the consideration some area in 
space and the field within it by setting with NBC a cer- 
tain relationship between its field vectors at its bound. 

This method is applied, for example, for the investi- 
gations into electromagnetic waves scattering on bodies 

with nonlinear contacts [3,4]. However, an essential 
restriction of similar works is the assumption of the 
polynomial approximation of the volt-ampere charac- 
teristic of a nonlinear contact. Such an assumption 
enables to study a case of the "weak" nonlinearity only. 

In the paper, such a formulation of the problem is 
considered which enables to carry out the analysis of 
antennas and other microwave devices with the arbi- 
trary nonlinearity. 

2. STATEMENT OF THE PROBLEM 

In the electromagnetic statement, a general problem of 
the analysis is formulated in [5,6] in the following way. 

In homogeneous isotropic space with parameters 
(e, \i), a body Vi (Fig.l), on whose surface S nonlin- 
ear boundary conditions are satisfied, is located. The 
surface is assumed to be Smooth. Within volume V, 
external electric sources J"" and (or) magnetic 
sources J™' are enclosed. They create at point q on 
surface E intensities of fields E'(g,t), H'(?,*). It is 
required to determine the field in space beyond Fj and 
V^, i.e. in the region V2. 

The first stage of the problem solution consists in 
determination of the current distribution on surface 2. 
The formulation of integral equations, fi-om whose 
solution the surface current density is being found, 
depends on in which domain the NBC and fields are 
written - in the space-time or in space-frequency do- 
main. Therefore, in the beginning, let us dwell on the 
NBC representation. 

0-7803-7B81-4/03/$17.00 ©2003 IEEE. 
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Fig. 1. 

3. NONLINEAR BOUNDARY CONDITIONS IN 

SPACE-TIME AND SPACE-FREQUENCY 
DOMAINS 

As the device under analysis is nonlinear, so in general 
case, it is impossible to manipulate with complex am- 
plitudes, that is NBC must be formulated in the space- 
time domain. Correspondingly, we suppose that instan- 
taneous values of tangential components of electric 
E{q.t) and magnetic U{q,t) fields intensity vectors on 
surface Z are linked by the following relation 

n, xE(9,i) = Z[n, xH(9,0], d) 

or in the equivalent form 

3"'{q,t) = -Z[3"{q,t)]. (2) 

Here n, is the external normal to the surface at point 

g; J'" (<?, t) = Eiq. t) X n,,   3^(q, 0 = n, x H(g, t) are 

instantaneous values of the surface currents; Z[]is the 
nonlinear operator depending on coordinates. 

In general case, for the accurate determinationZ[], it 
is necessary to solve a boundary problem in the rigor- 
ous statement. However, there is no need in this: for a 

number of problems operator Z[] can be determined 
from simpler (key) problems. Therefore, at the stage 
of statement of the problem - development of 
computational relations - that is where is possible, we 
do not concretize the form of this operator and use the 
boundary conditions in form (1) or (2). 

However, when analyzing steady-state periodic or 
almost-periodic regimes, when a device is excited 
with external sources E'{q,u)^.) (orW{q,u^.)) with 

different (in general case, not aliquot) frequencies u^. 

(k = 0, K , K+1 is the total number of different fre- 
quencies of external sources), it is expedient to use 
NBC in space-frequency domain. The field intensities 
in (I) and surface current densities in (2) in this case 
may be written as 

(3) 

N 

E{q,t)=   J2 6„E(q,u„)e^-'^' 
n = -N 

N 

H(g,0=   J2 «„H(g,i/„)e>'.' 
ii=-yv 

Where E(g,i/„), H(g,z/„), 3'{q,v„), 3'"(q,u„) 
are, respectively, the complex amplitudes of intensi- 
ties of electric and magnetic fields and of surface den- 
sities of electric and magnetic currents at frequency 

I'u - "Jo>,W() -I- mi„wi -I-... -I- Tnx,iU)j^: 

mfa, =0,±1,±2,... ("*) 

Sn =1, if u„ = 0 and 6„ = 1/2, if i/„ ^ 0. 

Under these conditions, (1) and (2) are transformed 
to the following form 

T 

;/Zx n, xE(9,i/„) = lim 

X E*i(n, xH(9,i',))e^"'' 
t = -Af 

e-^""' dt (5) 
T-oc 

Vi/„,    n = -N,N, 

or 

3'"(g,K) = 

lim 
T 

e-^"'"Ut 

r-oc 
Vi/,,,    n -N,N. 

(6) 
These relations are nonlinear boundary conditions 

in the frequency domain. They represent a system of 
nonlinear equalities, which on surface S link complex 
amplitudes of all the frequency components of the 
magnetic field intensity (H(g,i/;), {i = -N,N) with 

the amplitude of one frequency component of electric 
field E{q,u„). Every condition of the system is de- 

fined at frequency i/„, whereas dimension of the 
given system is equal to number of frequencies A^ be- 
ing taken into account when reckoning the nonlinear 
operating regime of a device. 

4. NONLINEAR INTEGRAL EQUATIONS IN 

SPACE-TIME AND SPACE-FREQUENCY 
DOMAINS 

Representation of NBC in space-time and space- 
frequency domains allows obtaining the integral equa- 
tions in two ways. 
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The first of them consists in that on basis of NBC 
(1) and (2), the integral equations are formulated in 
the space-time domain. Such an approach is realized 
in [6] with the resulting non-linear integral equations 
for electric and magnetic fields in the following form: 

d[n„xK{p,t)] ^   1 
/ R     &r'^ 

+ 

+gi^ad.j,diVp 
J^fer) 

R 
e ]_d_    1^ 

R&r     cdr^ 

xZ[P(9,r)]xR}d(T, =0, 

d[n,xW{p,t)] ,l^r 
dt 

+ 
s 

e^id'Z[J%q,T)] 
R &r' 

(7) 

+ 

Z[P(9,r)] 
R 

+ ■ 
R' R&r     c&r'^ 

+gradj,diVj, 

xJ°(g,r) xR}daq — 0. 

(8) 

Here i? = |R| = |rp - r, |; T^JV^ are radii-vectors of 

observation and integration points, respec- 

tively; T = V* - •% is the lag time; v = Yren ■ 

It should be noted that the obtained equations enable 
to get insight into the non-linear regime of the device at 
any time dependency of the outer field. If, nevertheless, 
the investigations into the steady - state periodic or 
almost periodic regimes are intended, then it is expedi- 
ent to carry out the analysis in the frequency domain. 
For transition to this domain it is necessary to use rep- 
resentation (3) and apply the Fourier transform to (7) or 
(8). Thus, e.g. the integral equation for the electric field 
in the space-frequency domain appears as [6]: 

[np X E'(p,!/„,)] + nj, X J{-pifi3''{q,i^„)G„(p,q) + 
5: 

1 
+ — grad div {r{q,v,,)G„{p,q))- 

JVne 

i=-N 
—rot,, Gn{p,q) ■da„ 

0,    Vi/„, n = l,N 

(9) 

where: G,XPA) = exp{-jk„R)/{AnR) is the Green 

function of free space; k„ — v,, / c is the wave fac- 

tor; 3„{} is the Fourier fransform operator defined as: 
r 

%,{^=\\xn^j{}e-^'^''Ut'. 
0 

There are two peculiarities of the obtained relations. 
First, (9) unlike the analogous equation in the space- 
time domain represents a system of equations with re- 
spect to complex amplitudes of the density of the sur- 
face electric currents J** (g, i',,). Its dimension is equal 
to the number of frequencies being taken into account 
at computation. Second, at the development NIE in the 

space-time domain it is necessary to know the Green 
function in the time domain for a boundary-value prob- 
lem under consideration. In [6], as the Green function, 
there is used that of the homogeneous isotropic space. 
Therefore, systems of NIE, obtained as a resuh of (7), 
(8) transformation into the space-frequency domain, are 
valid, strictly speaking, only for microwave devices 
located in free space. This fact essentially resfricts the 
applicability of the obtained systems of NIE. 

The fact is that for a number of practically impor- 
tant problems, by today either there are absent expres- 
sions for the Green function in the time domain (for 
example, Green's function of sfratified medium, 
which is needed when analysing microstrip devices) 
or the problem formulation itself loses its significance 
in the space-time domain (e.g., the periodic excitation 
of the infinite periodic structure). 

Largely the mentioned resfriction can be removed 
at the second way of NIE formation, which is possible 
for the periodic or almost periodic regimes of excita- 
tion. Its idea consists in that a stage of obtaining NIE 
in the time domain was excluded from a general pro- 
cedure of NIE formation in the space-frequency do- 
main. For this, NBC in the form of (5) and (6) are 
used. Thus, in [7,8] for electromagnetic structures 
made of thin wires or of thin microstrrip conductors, 
NIE systems are developed in the following form: 

So{graddiv + Jc^^) J G,,(p,q)I(q,v„) dV 

- lim 
r->oo 

0 
J{'^) Zl I(''''^.)s ■jv,t 

i=-N 
s-^^-^dt = 

0 ,    at    !/„ ^ Wj(. 

Vn ^MT. 

(10) 

where Gn(p,q) is the Green ftinction of the region, 
within which the sfructure under analysis is located; 
I (q, Vn ) is the distribution of the total current along 
conductors at frequency J^„ ; k„ = u^lv is the wave 

number of free space; SQ is the ort tangent to the conduc- 

tor axis at point p; Elg (p, uj^)) is the component of the 

external electric field intensity, which is tangent to a 
conductor; J{w) is the fiinction describing the distribu- 
tion of current over the conductor cross-section. The 
integration is carried out along axial lines of conductors. 

The obtained system of NIE enables to considera- 
bly expand a circle of analysed microwave devices. 
This is connected with the fact that when NIE are de- 
rived on basis of NBC in the form of (5) or (6), then 
in representation of fields through currents, there are 
used expressions for Green's function in the space- 
frequency domain, which by to-date are known for a 
number of electi-omagnetic structures. For example, 
with the use of the obtained system of NIE it is possi- 
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ble to analyze wire and microstrip structures located 
not only in free space, but in regions shaped in more 
complicated form, e.g., nearby a sphere, cylinder, on a 
stratified substrate, etc. 

5. NUMERICAL SOLUTION OF NONLINEAR 
INTEGRAL EQUATIONS 

Let us proceed to questions of solving NIEs. This is 
the most laborious stage of the analysis of antennas 
with the distributed nonlinearity. 

Consider the NIE solution on an example of thin- 
wire antennas. For this purpose, let us write down 
relations (10) as [9] 

W,^„)]-N[I(/',^„)] = El,(/,t.,), 

where L[I(/',i.„)] and N[I(/>„)] are operators being 
respectively linear and non-linear parts of a system of 
NIE (10); /, I' are coordinates of points p and a 
counted along axis of conductors. 

As usual, we shall seek the solution of the given 
system in the form of an expansion over some system 
of basis functions; as the latter, here functions of 
subregions will be used. 

With this aim, we shall break up the conductor into 
Ml pieces and assume that within the limits of the ^-th 
piece the current distribution is approximated by some 
function %{l') which differs from zero only within the 

limits of this piece, whereas in its centre at /'=/^ is equal 
to 1. Then the distribution along the entire conductor 
may be presented in the following manner: 

iav„)=i:/,„*,(o, 
11=1 

(12) 

where /,„, is the amplitude of the current distribu- 

tionat point /,,„ at frequency i/„. It should be noted 

that at all the frequencies, one system of basis func- 
tions is used. Distinction consists only in the ap- 
proximation coefficients /,,„. Substitute (12) in (11) 

and take advantage of the method of moments choos- 
ing as weighting functions system %(l') for a linear 

operator and 5-functions 5^7'-^ - for non-linear. As a 
result, obtain 

N 

u„), 
(13) 

Zi„ /„ > - N„ 

where     Z^,,     is    the    matrix    with    elements 

^^" = IJ%(^)M^x(0]dl,dl,, ■ /„) is the vector 

N 
With elements /,„ ; N„[ j]) 6, /,)e^"'']) is the vec- 

i=-N I 
tor whose elements describe non-linear properties of 

conductors;       U„)-      vector      with      elements 

System of equations (13) is that describing a non- 
linear circuit comprised of linear 2n-port being character- 
ized by a matrix of eigen and mutual resistances Z^,, 
and a system f/„ ) of acting at its inputs emf with con- 
nected to these inputs non-linear ports, whose character- 
istics are described by the function u{t) = N„ ,{i{t)). 

Thus, the solution of the NIE system for a radiator 
on whose surface nonlinear boundary conditions are 
met, consists of two stages. 

At the first stage, the linear integral operator is reduced 
to the matrix form. Per se, this is the solution of the inte- 
gral equation for a radiator similar to that under analysis, 
but with an ideally conducting surface. Therefore, all pe- 
culiarities of the latter problem are quiet inherent also to 
the considered by us task. Besides, when solving NIEs, it 
is neede to take into account a number of other faco'trs 
with the aim of effective algorithms development. Appar- 
ently, the main of them is the necessity of the carefijl ap- 
proach to a choice of systems of basis and weighting 
functions. The fact that account of radiator characteristics 
at high harmonics demands the correct approximation of 
the current distribution, i.t. leads to the enhancement of the 
number of basis fiinctions, and, as a result, to the increase 
of the time of computation of matrix of eigen and mutual 
resistances. As accounts have shown, for wire and thin 
microstrip radiators, most acceptable remains the system 
of piecewise-sinusoidal ftinctions of subregions, which 
was proposed by Richmond. It enables to develop the 
universal software package allowing to investigate charac- 
teristics of wire and microstrip radiators with NBC and 
with arbitrary complex geometry. 

The second important stage of NIE solution con- 
sists in determination the device nonlinear regime of 
operation. This stage consists in equation (13) solu- 
tion, i.e. in a vector /„ ) determination. For this, the 
described in [9] effective enough two-level algorithm 
has been developed. 

6. MODELLING RESULTS 

The described above approach to modelling micro- 
wave structures with the distributed nonlinearity was 
finished by the software package, which has been 
widely used by us while analyzing the structures. 

Let us consider briefly two examples. 
In Fig.2, the taken from work [10] experimental 

dependence of the power of the third order 
mtermodulation component at the output of the 
microstrip line (MSL) made as a piece of meander 
made of super high-temperature superconductor YBa 
CuO on the input power (curve 3). At the input of 
MSL with the wave resistance of 50 Ohm, there were 
inserted two sources of microwave oscillations of 
equal powers with frequencies of yj =4.69952 GHz 
and/2 =4.70052 GHz. A value of the intermodulation 
component 2/i -/ was controlled at the output of 
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Fig. 2. Power at the output of MSL Pom as a mean- 
der piece versus the input power Pin (1 - 
fundamental frequency; 2, 3 - intermodula- 
tion component of the third order (theory 
and experiment, respectively)). 
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Fig. 3. The output power of the feed-through reso- 
nator at the fundamental and the third har- 
monic frequencies versus Pi„ at different 
values of the surface impedance linear part 
(curves 1,2,3 correspond to the first har- 
monic, Xo are equal to 0.001, 0.0009, 
0.0011; curves 4, 5, 6 - to the third har- 
monic, io are equal to 0.001, 0.0009, 
0.0011) 

MSL. For this structure, we also carried out theoreti- 
cal modelling under assumption that the nonlinearity 
of the surface impedance is of inductive nature and is 
described by the dependence [10] Lf/j = io+Z,^/ 
where La and Li are the coefficients depending on the 
nonlinear properties of high-temperature supercon- 
ductors. At first, by fitting coefficients La and Z,^ we 
were seeking the best coincidence of the experimental 
data with that of mathematical modelling for two val- 
ues of the input power. As a result, the following val- 
ues have been chosen Lo= 0.00043 nH/m and 
La-= 0.0001 nWA^m. 

For these values of Lg and i^, there were computed 
dependencies of the oscillations power at fiindamental 
frequencies (they practically coincide - curve 1) and 
at the third order intermodulation component fre- 
quency on the input power. The latter (curve 2) is in a 
good agreement with an experimental (curve 3). 

The results of simulation of a feed-through resona- 
tor excited at frequency fo = 1.663 GHz (wavelength 

-10 

--15 

-20 

-25 

-30 - 

r s A r V 

/ \ A / \\A \ ^3 
/ V / \ ' 1 \ 
/ \ / \ / \ 

/ \ ' \ y \, 
/ \ \ / \ 
/■  \ / X 

y X / K 
^ ^ ^ N 

i^ ..^ "~-~.., 
>' ^^^ — .  ■~ 

 . '— ' ■—-   
' 

-35 
1,60     1,62 1,64     1,66     1,68     1,70 

Frequency (GHz) 

1,72 

Fig. 4. Resonant characteristics of the feed-through 
resonator at different values of the surface 
impedance linear part (for curves 1, 2, 3, io 
are, respectively, equal to 0.0009, 0.001, 
0.0011) 
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Fig. 5. Resonant characteristics of the feed-through 
resonator at different values of the surface 
impedance non-linear part (for curves 1, 2, 3 
X2 are, respectively equal to 0.0001, 0.0003, 
0.0005) 

JLO = 0.18 m) are shown in Figs.3-6. A wave resistance 
of MSL is 50 Ohm. 

There was computed the power at the resonator 
output at fundamental frequency and frequency of the 
third harmonic at different parameters of linear and 
nonlinear parts of the surface impedance 
(/,„= 0.0009...0.0011 and L2= 0.0001 ...0.0005). As 
is seen from Fig.3, change of io entails considerable 
change of the resonator output signal at frequency^, 
as well as at frequency 3y^. The reason of this is the 
change of the resonator resonance frequency as Lo 
changes (the resonance curves for different Lo are 
given in Fig.4). 

Another situation is observed at the change of coef- 
ficient L2 describing nonlinear properties of supercon- 
ductive material. The change of Lj within chosen 
limits does not lead to the change of resonance char- 
acteristics of the resonator shown in Fig.5. However, 
the change of £2 influences on a level of the output 
power at the third harmonic frequency (Fig.6). 
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-10 
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Fig. 6. The output power of the feed-through reso- 
nator at the fundamental and the third har- 
monic frequencies versus ?(„ at different 
values of the surface impedance non-linear 
part (curves 1, 2 correspond to the first har- 
monic, L2 are equal, respectively, to 0.0001, 
0.0005; curves 3, 4, 5 - to the third har- 
monic, L2 are equal, respectively, to 0.0001 
0.0003,0.0005) 
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Abstract 
Advantages of the multi-beam antenna for Stratospheric Communication System 

(or HAPS) with Digital Beam Forming (DBF) are demonstrated in comparison with 
Analogue Beam Forming (ABF). To cover the service area from nadir to a circle of 
radius 55 km by 199 beams, the antenna system of seven flat Active Phased Array 
Antennas (APAA) is proposed. Due to high accuracy of amplitudes and phases in 
channels of the APAA with DBF, optimal cell forming as well as high spatial isola- 
tion between cells is obtained. Stages of antenna creating are considered. Results of 
the work at initial stages are presented too. 

1. INTRODUCTION 

Global systems of personal communications become 
more and more popular today. It is very attractive to 
communicate with simple handheld phone anywhere, 
but there is a lot of difficulties in realization of such a 
system. For geostationary satellite, since a low power 
signal is obtained near the Earth surface, it would be 
impossible to use the simple handheld phone unit. 
One of the ways to solve this problem is to utilize 
intermediate-orbit (10000-14000 kilometers) or low- 
orbit (780-1800 kilometers) satellites. In addition to 

them, a new concept, HAPS (High Altitude Platform 
Station), was proposed worldwide to provide high 
multimedia services with high capacities by obtaining 
more link margin than that of the satellite systems [1]. 
HAPS, the stratospheric airship with communication 
system equipment, would be located at about 
20 kilometers altitude (Fig. 1). Conceptual design of 
stratospheric communication system is developed in 
different countries. In frame of US-Japan joint project, 
flight test of stratospheric experimental system were 
fulfilled in 2002 year at Kauai Island, Havaii. 
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Fig, 1, Stratospheric communication system 
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To cover the wide area and provide the sufficient 
link margin to the users with the small and simple 
terminals, HAPS would adopt the multi-beam system. 
In consideration of HAPS airship, the elevation angle 
of about 20 degrees is assumed. The coverage angle 
of HAPS antenna is about ±70 degrees, and the di- 
ameter of the coverage area on the ground is about 
110 kilometers. 

Some solutions for the multi-beam antenna in milli- 
meter wave were proposed. For example, at 
48/47 GHz, in V-band, different beams can be formed 
by independent apertures such as horns, each is con- 
nected with transmit and receive equipment respec- 
tively and directed to a specified point of the service 
area. For the lower frequency such as Ka-band 
(30/20 GHz) and S-band (2 GHz), independent aper- 
tures grow very strong, and multi-beam Active Phased 
Array Antenna (APAA) is preferable to independent 
apertures [2]. In this case, one APAA forms a bundle of 
beams at once. The experimental models of the Ka- 
band on-board receive (20,2-21,2 GHz) and transmit 
(30,0-31,0 GHz) antennas were developed in Japan [3]. 

Development of APAA with DBF opens up new 
possibilities in designing multi-beam antennas. It 
should be remembered, however, that such antennas 
could hardly be implemented in near future, due to 
present digital IC state-of-the- art. It is expedient to 
develop the communication system step-by-step. 
Some perspective antennas for the Stratospheric 
Communication System are considered below. The 
results of the work at initial stages are given too. 

2. CONSIDERATION OF ANTENNA 
FEATURES 

The APAA are applied in various Communication Sys- 
tems [4, 5]. However a single-flat APAA is ineffective 
for wide service angles. The explanation of this fact is 
as follows. A multi-beam array antenna contains a sys- 
tem of simple radiators connected with a Beam Former. 
Usually, an antenna radiating element (for example, a 
horn, an open waveguide, a dipole, a spiral, etc.) has a 
radiation pattern beamwidth no more than 2x(40-50)°. 
The element gain outside of this angle is degraded rap- 
idly. In fact, flat APAAs can be used up to +45° from 
the boresight, rarely to ±60° scan angle. 

, Another important problem is connected with a dis- 
tortion of antenna pattern cross-section within the 
coverage area. As the cell moves away from dirigible 
nadir, its dimensions grow and the energy is 
"smeared" on the Earth surface. 

To reduce the effects mentioned above, a possible 
way is to use of multipanel antennas. Each panel of 
the antenna has its own partial coverage area, and all 
of them form the whole antenna coverage area. This 
engineering solution is successfully used, for exam- 
ple, in Iridium system [4] where the satellite has three 
separate APAAs. The problem of matching beams of 
several APAA arises in this case. To solve the prob- 
lem, the ABF is used [4]. 

Fig. 2. Sketch of the seven-panel antenna 

For the HAPS, due to the rigid requirements such as 
very low side lobe of radiation beam pattern, ABF is 
very complicated and it's hard to satisfy the require- 
ments [6]. The DBF is preferable to ABF for HAPS 
because of its high capability and flexibility [2,3,7,8]. 

In Fig. 2, antenna is shown above the Earth surface. 
Antenna axis is directed to the Earth center. To pro- 
vide the required coverage area, it is necessary to de- 
termine the optimal number of the panels and the 
beam arrangement. There are several criterions for 
this choice. Actually, all the criterions are oriented on 
the achievement of a specified link budget and other 
parameters that are important for the communication 
system when the antenna cost is minimal. 

The satisfactory value of the antenna gain should 
be obtained within the partial service area for each 
panel when the total number of panels is minimal. 
Also, a minimal irregularity in the cell arrangement 
should be provided to create a tight set of cells on the 
Earth surface without gaps (or holes) and overlapping 
the cells. A diverse picture takes a place when we 
used a multipanel antenna. Although the regular con- 
struction of the usual Beam Former provides a regular 
character of the beam arrangement within the partial 
coverage angle, distortions of the beam arrangement 
regularity are observed at the joints of the partial cov- 
erage angles. The reason of these distortions is con- 
nected with different positions of the phase centers for 
different panels relative to the Earth Surface. To over- 
come this problem, a small irregular Beam Former 
should be used. Moreover, the rigorous control of the 
side lobe level should be fulfilled [7]. Only the DBF 
Beam Former permits to solve this task (Fig. 3). 

Antenna beams must have a high electromagnetic 
isolation. This leads to a strong limitation on off-axis 
antenna radiation. Especially low side lobe level 
(SLL) is required when Code Division Multiple Ac- 
cess (CDMA) standard is used. To satisfy these re- 
quirements [6] and to design the antenna with low 
side lobe level, it is necessary to realize with adequate 
accuracy a certain taper amplitude distribution in the 
antenna aperture. Amplitude errors should be less 
0.2 dB and phase errors should be less 1.5° in order to 
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Fig. 3. Beam arrangement for the antenna with DBF 
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suppress the side lobes of the HAPS antenna [8]. Due 
to the DBF, signals from the array radiators are con- 
verted directly to a digital form and translated to the 
digital signal processor where all the antenna beams 
are formed independently. An example of the APPA 
simulation is shown in Fig. 4. 

3. STAGES OF ANTENNA CREATING. 
RESULTS OF EXPERIMENTAL MODELING 

At present time, using of DBF is restricted by small 
arrays since there are no commercial chips to imple- 
ment multi-element wideband digital beam former. 
However, this disadvantage is temporary. It is essen- 
tial that new approaches and technologies will be re- 
quired to create the antenna for Stratospheric 
Communication System. As the first approach, the 

Fig. 5.  a) Linear 4-element APAA with DBF 
b) Radio-frequency subsystem of linear 4- 
element APAA with DBF 
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Fig. 6. Three beams of the linear APAA with DBF: 
calculated (dash) and measured results 

development of the small sized antenna with DBF is 
initiated now for these purposes [3]. 

ETRI and JSC "APEX" developed and tested 4- 
element linear APAA with DBF in S-band (Fig. 5). 
Three beams are formed (Fig. 6). A good coincident of 
theoretical and experimental results has been obtained. 

In addition, 19-element S-band APPA is developed 
and manufactured (Fig. 7). The antenna is assigned to 
form seven beams. Adjustment of the element and the 
antenna as a whole are carried out now. 

The Ka-band APAA consisting of 7 elements and 
forming seven beams is developed too. Two main 
constructive units arrange the antenna channels: the 
module of Ka-band and module of S-band. It is neces- 
sary to create a special RF subsystem for the Ka-band 
antenna whereas the digital subsystem can be the 
same as for 19-element S-band antenna forming 
7 beams. The architecture of the antenna and element 
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Fig. 7. Planar 19-element APAA with DBF 

spacing of about 1.12 wavelength are similar to [3], 
except the radiation structure which is fulfilled to ob- 
tain a flat-topped element radiation pattern due to 
element mutual coupling. It is useful to suppress the 
grating lobes. 

4. CONCLUSION 

The requirements to the antenna for HAPS are ex- 
tremely strong. It should be a new era of APAA. Only 
digital approach to beam forming in APAA and very 
stable active devices allow to meet these require- 
ments. Development of multi-panel APAA with DBF 
is a perspective way to create antennas for HAPS. 
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Abstract 
The paper presents a novel design of planar multilayered microstrip antenna arrays 

using aperture-coupled stacked patch radiating elements with dual polarization capa- 
bility. Frequency bandwidth of up to 26% (VSWR<2:1), isolation between or- 
thogonally polarized channels better than 30 dB and level of cross-polarization better 
than -30 dB have been achieved in both E- and H-planes of radiation pattern for the 
two orthogonal linear polarizations. Numerical results obtained by FDTD computer 
simulations are compared with measured characteristics of a manufactured antenna 
samples, operating in frequency bands from 0.9 to 15 GHz. 

1. INTRODUCTION 

Rapid development of digital satellite and cellular tele- 
communication systems goes the way of increasing the 
network capacity and possible useful data rate thus 
providing a new range of services to the customer (like 
image transfer or Internet connection). The next gen- 
eration of the systems has to use spectral, code, polari- 
zation and space signal diversities in wide working 
band for achieving the maximal efficiency of allowed 
frequency resourses. This cause a situation, that most of 
principal components in present systems should be 
modified under the long number of strict technical and 
economic requirements for the ftiture ones. Very often 
these requirements come in contradiction. For instance, 
the technical specifications for GSM base station an- 
tenna arrays commonly include the following list: fre- 
quency bandwidth to be more than 25 %, dual 
polarization capability with levels of crosspolar radia- 
tion and isolation between orthogonally polarized 
channels better than -30 dB, possibly different values 
of beamwidth in elevation and in azimuth together with 
the limited levels of sidelobe and backward radiation, 
low weight and profile together with high mechanic 
reliability. For providing the space diversity (for exam- 
ple in 3G GSM) one need to choose and optimize the 
proper antenna configurations, that also help to avoid 
the problem of high mutual coupling of radiators in 
array, and propose appropriate multibeam signal proc- 
essing algorithm. Great interest is also seen from the 
development of mathematical methods for quick and 
accurate electrodynamic modeling of planar radiating 
structures that take into account edge and mutual cou- 
pling effects and that connected with influence of the 
feeding network. More often antenna engineers prefer 

to use versatile fmite methods FEM or FDTD (the latter 
used here) in order to be able to analyze exact geometry 
of antenna array even with mounting devices or sur- 
rounding objects. Still the fulfillment of mentioned 
above system requirements for the planar base station 
antenna array is ideologically, computationally and 
technologically complicated that is why their market 
price stays high. This paper presents short description 
of state of the art in planar array configurations and 
technology from the point of view of their suitability 
for the application in mobile telecommunication sys- 
tems. More detailed focus is made on the novel design 
of dual polarized planar antenna arrays, built of wide- 
band aperture coupled stacked patch radiators. The 
proposed antenna arrays were optimized for the appli- 
cation in Ku-band (10.9-14.5 Hz) satellite telecommu- 
nica-tion system and GSM mobile communication 
system (900 and 1800 MHz). 

2. GENERAL ANTENNA DESIGN CONCEPT 

Antenna arrays are considered being planar (or flat) if 
profile of their radiating structure is about 0,5A or 
less. Nowadays technologies allow to built passive 
planar arrays 1) from radiating slots cut in close metal 
waveguide, 2) from different shaped patch (metal 
strips) placed over dielectric substrate; 3) from metal 
dipoles, placed in the uniform dielecfric layer. None 
of them takes the absolute advantage over the others 
so that the final decision concerning their suitability is 
fully dependent on specific system requirements. 
Waveguide slot antenna arrays have simple series 
feeding network that is suitable for high power trans- 
mission in radar systems. One can use the combina- 
tion of slots in narrow and wide walls in rectangular 
waveguide feeding system to achieve dual polariza- 
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Fig. 1. Aperture slot coupled stacked patch antenna 
with single linear polarization operation. 

tion capability with low levels of crosspolarisation. 
But nature of the series feeding limits possible fre- 
quency bandwidth (< 5%) and produces frequency 
scan effect. Dipole antenna arrays with corporate 
feeding are widely used in telecommunication sys- 
tems, that operate at frequencies less than 3 GHz. 
But they appear to be technologically complicated 
(not efficient) and sensitive to the manufacturing in- 
accuracies when the frequencies become higher 
Moreover the significant difference in E- and H- 
planes radiation patterns of simple dipoles can cause 
additional problems for some dual-polarized applica- 
tions (e.g. GSM base station). 

The well-known microstrip patch antenna concept, 
based on the use of a rectangular conducting patch 
over a grounded substrate, usually leads to 1 to 3 % 
of the input impedance bandwidth. Following the pur- 
pose of bandwidth expanding, one can implement an 
impedance matching microstrip network [I], directly 
coupled patch resonators placed on the same substrate 
[2] or U-shaped slots in the rectangular patch resona- 
tor [3]. However, these methods were found to be not 
effective for the design of dual-linearly polarized an- 
tenna arrays. 

Aperture coupled stacked patch radiators (Fig. I), in 
which parasitic element placed above lower patch pro- 
vides working frequency bandwidth more than 2.5% 
better identity of beamwidth in E- and //-planes and 
perfect crosspolar characteristics, if use a symmetrical 
type of microstrip excitation. Here the dual resonator 
system formed by stacked patches is excited by a slot 
located in the metallic ground plane of an inverted mi- 
crostrip feeding line [4]. Different dielectric permittiv- 
ity of supported substrates cause a slight difference in 
resonant frequencies of highly radiation coupled patch 
resonators and, as a result, wider bandwidth perform- 
ance of the composite antenna structrure (up to 70 % is 
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Fig. 2. Aperture slot-coupled stacked patch antenna 
with dual polarization capability and non- 
symmetrical location of slots: geometry 
(left) and radiation patterns (right). 

achievable as shown in [4]). In addition, the microstrip 
feed network is separated from radiating surface by a 
ground plane, and therefore, does not influence the 
level of cross-polarization radiation. 

The authors of [5] have reported dual polarized mi- 
crostrip antennas that used two orthogonally coupled 
slots below the patch with two independent microstrip 
feeding lines (Fig.2). Each microstrip line is associ- 
ated with either vertical or horizontal linear polariza- 
tions. However, the configuration of the antenna, 
shown in Fig.2, still causes a significant level of 
parasitic crosspolar radiation. The level of crosspo- 
larization radiation is in the order of -15... - 18 dB 
and cannot be improved by varying the thickness or 
dielectric constants of dielectric layers (Fig. 2 right) 
Results of a full-wave FDTD analysis of the electro- 
magnetic fields inside such a structure [6, 7] show that 
the high level of cross-polarization, which cannot be 
observed in the case of a single linearly polarized an- 
tenna (Fig. I), occurs due to the electromagnetic cou- 
pling of two orthogonal slots with finite width located 
nearby. Consequently, the excitation of one slot inevi- 
tably leads to the excitation of also an orthogonally 
positioned slot and to generation of the unwanted 
crosspolar radiation [9]. 

In order to satisfy the strict requirements as men- 
tioned above and to reduce the problems of electro- 
magnetic interference of fields from adjacent slots a 
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Fig. 3. Aperture slot-coupled stacked patch antenna 
with dual polarization capability and sym- 
metrical location of slots: geometry (left) 
and radiation patterns (right) 

combination of the stacked patch technique is pro- 
posed with a symmetrical positioning of the coupled 
slots [9], shown in Fig. 3. At the right hand of Fig. 3 
one can observe a typical characteristic of two-port 
isolation for the cases of symmetric (single line) and 
nonsymmetric (dotted line) location of slots. 

For the numerical simulation of the multilayered 
microstrip planar antenna structure we have chosen 
FDTD method. It's high flexibility and accuracy per- 
mits one to solve complex three-dimensional electro- 
magnetic radiation problems without introducing 
additional assumptions and simplifications. Moreover 
this method is used to perform a multiparameter nu- 
merical optimization of antenna structure geometry 
and its feeding network. For this purpose the multi- 
layered structrure shown in Fig. 4 was incorporated 
into a Cartesian coordinate system with a non-uniform 
mesh configuration. The finest mesh resolution was 
taken to be better than A /100 referring the radiating 
patch areas, microstrip feeding network and planar 
interfaces between different substrates. On the con- 
trary, poor resolution (the sizes of cells were in the 
order of A / 30) refers to the homogeneous areas of 
dielectric layers and near absorbing boundaries. Stair- 
step approximations were used for the simulation of 
inclined metal strips used in feeding network. The 
total computational domain had sizes 190 x 120 x 95 
bounded by perfectly matched layer (PML) for ab- 
sorbtion of the outgoing radiated electromagnetic 
waves. The Courant stability criteria was used as a 
limiting condition to select proper time step value. 
Finite losses in dielectric substrates were taken into 
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Fig. 4. Geometry of proposed dual-linearly polar- 
ized multilayer microstrip antenna 

account. We tested aperture stacked patch radiators in 
several frequency bands ranging from 800 MHz to 
15 GHz. The basic design of the proposed novel mul- 
tilayered dual-polarized Ku-band (10,9... 14,5 GHz) 
antenna is explained according to Fig. 4. The inte- 
grated antenna consists of two stacked aperture- 
coupled radiating elements and a microsfrip feeding 
network, combining this radiators into a two-element 
antenna subarray. The spacing between elements was 
chosen to be equal of 0,8 of wavelength at the center 
of the frequency range (12,7 GHz). The stacked an- 
tenna structure is manufactured by using four low-loss 
dielectric layers with different thickness and dielecfric 
constant. Each layer was separately manufactured. 
Parameters of the layers are given in Table 1. The 
composite sandwich structure assembly is situated 
quarter of a wavelength above the metallic screen at 
bottom side to suppress backward radiation. This dis- 

Table 1. Parameters of layers 

Layer Substrate 
Thickness, 

mm 
e. Loss 

tangent 

A Duroid 5880 0.508 mm 2.2 0.0009 

B Duroid 5880 0.765 mm 2.2 0.0009 

C RohacellSlIG 2.5 mm 1.07 0.001 

D Duroid 5880 0.25 mm 2.2 0.0009 
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Fig. 5. Calculated and measured VSWR: a) horizontal 
polarization; b) right - vertical polarization. 

tance is provided by special plastic holders that addi- 
tionally contain rectangular plastic frames for making 
the whole assembly mechanically strong. 

Fig. 5 contains calculated and measured character- 
istics of VSWR for two orthogonally polarized chan- 
nel, that prove the wideband antenna subarray 
performance. In Fig. 6 measured and simulated far- 
zone radiation patterns for horizontal polarization 
channel at the center frequency (12,7 GHz) are pre- 
sented, proving good dual linearly polarized perform- 
ance with level of crosspolar radiation better than - 
30dB. From technological point of view the examined 
structure occurs to be very sensitive to the possible 
shift of dielectric substrates in horizontal plane. One 
can use corporate microstrip feeding network based 
on Wilkinson power dividers to built planar antenna 
arrays of the larger sizes as shown in Fig. 7. 

Described principals were applied for the novel de- 
sign of dual polarized GSM-900 and GSM-1800 base 
station array antennas with sector-shaped radiation 
patterns. Each array contain 4-aperture stacked patch 
radiating elements (fig. 7). Metal patches, strip feed- 
ing system and screen with slots were manufactured 
from metal sheet (thickness 1 mm) by milling tech- 
nology. As a supporting low-loss dielectric material 
we used foam with e = 1,2. From the back and sides 
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Fig. 7. Topology of a 4x2 element antenna array 

the feeding network and radiating patches were closed 
by metal profile. Its has special form and was opti- 
mized by FDTD method together with the sizes of 
patches in order to provide low level of VSWR and in 
addition equal radiation patterns in horizontal planes 
for vertical (Fig. 9) and horizontal (Fig. 10) polariza- 
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Fig. 8. (Photo of the antenna array for GSM-900 
base station) 
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tion channels. In these figures letters with brackets a) 
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respectively. Symmetry in location of exciting slots 
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gives the opportunity to achieve the overall crosspolar 
isolation better than 33 dB. The last specifications 
plays a key-role for the realization of polarization 
processing of received signal fi-om a mobile customer 
in modem GSM base stations. Radiating surface of 
array is protected fi-om the climatic factors by thin 
low-loss fiber-glass cover with ergonomic design. 

3. CONCLUSIONS 

Novel design of planar antenna arrays built fi-om aper- 
ture stacked patch elements and capable for operation 
in the fi-equency bands ranging fi-om 0,8 to 15 GHz 
has been presented. It has been shown that symmetri- 
cal slot excitation of stacked patch radiators together 
with isolated strip feeding network allow to achieve 
crosspolar radiation level better than-30 dB and iso- 
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lation between orthogonally polarized chan- 
nels > 33 dB in the frequency bandwidth more than 
25%. Due to dual polarization capability and the ex- 
cellent crosspolar characteristics these antenna arrays 
are potential candidates for application in various ra- 
dar and communication systems. 
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Abstract 
A new fused Bayesian regularization (FBR) method for enhanced remote sensing 

imaging based on a new concept of aggregated statistical-deterministic regularization 
was developed recently. In this study, we present the results of modeling and exten- 
sive simulation of the FBR algorithms for enhanced reconstruction of the spatial 
spectrum patterns (SSP) of the point-type and spatially distributed wavefield sources 
as it is required for the remote sensing imagery with synthetic aperture arrays. The 
simulations were performed in the MATLAB computational environment for the 
family of the SAR imaging algorithms that employed different modifications of the 
FBR method. The presented results enable one to evaluate the operational perform- 
ances of the FBR method that were not previously reported in the literature. 

1. INTRODUCTION 

This paper presents the results of the synthesized ar- 
ray-oriented modeling and extended simulation study 
of the family of the radar image formation algorithms 
that employ the recently developed fused Bayesian- 
regularization {FBR) method [6], for high-resolution 
estimation of the spatial spectrum pattern (SSP) of the 
wavefield sources distributed over the remotely sens- 
ing probing surface. The FBR method employs the 
idea of aggregating the Bayesian inference making 
strategy for high-resolution SSP estimation [2] with 
the descriptive regularization technique [5] that pro- 
vides the rigorous formalism for incorporating the 
projection-type and metrics constraints imposed on 
the desired radar image. In applications related to 
SAR/radar remote sensing, this method was theoreti- 
cally grounded and developed in [5, 6], whereas the 
operational performances that manifests the FBR 
method in its different modifications were not investi- 
gated in details. That is why, in this paper, we are 
going to present the results of modeling and extensive 
simulations of the family of Ffi7?-based SSP estima- 
tion algorithms that were not previously reported in 
the literature. We use the MATLAB computational 
environment as simulation tools that provide the com- 
putational efficiency and flexibility in performing the 
simulation experiment. 

2. SUMMARY OF THE FBR METHOD 

The problem of enhanced radar/SAR imaging is to de- 
velop an antenna array (AA)/synthesized array (SA) 
based data processing method for performing the high 
efficient estimation of the SSP B(x) as a ftinction of 
the probing surface X 3 x by processing the available 
data wavefield recordings w(y)  measured over the 

AA/SA trajectory F s y. Such the estimate S(x) of 

the SSP B(x) is referred to as the desired enhanced 
radar/SAR image of the probing surface [5]. In the 
conventional vector form, the estimate B of the vec- 
torized SSP model defines the desired discrete-form 
image of the remotely sensed scene in the adopted pixel 
image format [4]. The trajectory data is modeled by the 
equation of observation [5] U = SE 4- N, where E is 
the original ^-D vector of the discrete-form approxima- 
tion of the random complex object scattering function 
(SF), K -by- M matrix S is referred to as the linear 
signal formation operator (SFO) and N is the observa- 
tion noise (in this study we accept the robust white 

noise model, i.e. R^^ = (1/A^o )I> with the noise in- 

tensity NQ pre-estimated by some means [2]. The SSP 
is related to the original complex randorn SF as, 

B = {(EE+>}diag- 
The family of the SSP estimation (reconstruction) 

algorithms that employ the FBR technique developed in 
[5,6] comprises three following basic SSP estimators. 
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1. The general iterative FBR (IFBR) estimator of the 
SSP is defined as follows [6] 

B"+I)=B")+C(W[V(B"))-ZJ:(B(" )])-(!) 

-(B"'-B„.) 

with the initial iteration B'"' taken as some prior 

model of the SSP, e.g-B"" = B,,,, where superscript 

j = 0,1,2,... represents the iteration step number, ( is 
the relaxation parameter, and 

Z5:(B")) = T(B"))BU+Z(B(')) (2) 

defines the total shift to the sufficient statistics (SS) at 
the ith iteration. In (1), 

V = {FUU+F+}„i,„ (3) 
represents the vector of (SS that is formed applying 
the SS formation operator 

F = F(B) = D(B)(I + S+RX.'SD(B))-'S+R}^'(4) 

to the trajectory dataU . Also in (I), 

Z-Z(B) = {FRA'F-L„ (5) 

is the bias vector, T = diag{{s+F+FS},i,v } , and 

W = Pfi (6) 
defines the window operator, a composition of the 
smoothing filter ft and the projector P onto the proper 
solution space, which must be designed to aggregate the 
corresponding metrics and projection constraints im- 
posed on the solution (see [5] and [6] for details). 

2. The robust spatial filtering (RSF) estimator 

BiisF = fiV (7) 

relates to (I) as its robustified version for the case of 
trivial priors, B„, =0, P = I, and solution inde- 
pendent approximation 

F = (l + p-iS+Srs+ (8) 

of the SS formation operator with the inverse p~^ of 

the SNR p-p/Nt^ as a regularization parameter, 
where 0 represents the image average gray level 
preestimated by some means [5]. 

3. The matched spatial filtering (MSF) estimator is 
constructed as a further simplification of (7). Adopting 
the trivial a priori model information (P = I and 
Bj,, = 0) and roughly approximating the SS formation 

operator F by the adjoint SFO, i. e.F R:; 7US+ (where 

the normalizing constant 7o provides balance of the 

operator norms 7,^ tr{s+SS+S} = tr{FSS+F+ }), the 
(7) is simplified to the A/S'Festimator 

'^MSF = f^H, (9) 

where the rough SS, H = 7;! (S+UU+sKu,,,, is now 

formed applying the adjoint operator S+, and the 
windowing of the rough SS H is performed applying 
the smoothing filter ft that was constructed numeri- 
cally in [5]. 

As it was shown in [5, 6], the MSF algorithm (9) 
coincides with the conventional aperture synthesis 
procedure [1, 4] with the matched filtering of the tra- 
jectory signal as the data processing method, whereas, 
the RSF and IFBR estimators (7) and (1), respectively! 
may be referred to as the enhanced imaging algo- 
rithms that provide the image improve- 
ment/reconstruction with respect to that formed using 
the conventional MSF method. 

3. SIMULATION EXPERIMENT 

3.1.  SIMULATION DETAILS 

The aim of the simulation experiment was to investi- 
gate the performances of three FBR-hascd SSP esti- 
mators (1), (7) and (9). We simulated a conventional 
side-looking SAR (i.e. the radar array was constructed 
by the moving antenna) with the SFO factored along 
two axes in the image plane: the azimuth and the 
range. The factorization of the SAR ambiguity func- 
tion (AF) over the range and azimuth directions [4] 
implies that the SSP estimation algorithms presented 
above can be simulated independently over the corre- 
sponding axes in the image plain. In the azimuth di- 
rection X, the composition S+S defines matrix *„ 
of the discretized model of the azimuth AF [6] 

*„(A3;)ssexp(-7rA.r^/o^), (jQ) 

where o = Aoro/24 is the traction parameter that 
pertains to the partially (K-fractional) effective synthe- 
sized aperture 4 =K4max ='^(Aor„/40 with the 
physical antenna of effective aperture L^ weighted with 
the Gaussian tapering function [6]. In the range direc- 
tion y, the composition S+S corresponds to matrix 
*,. that approximates the range AF ^.(A?/) []]. 

In the simulations, in the y direction, the resolu- 
tion cell was adjusted to the effective width of the 
range AF. In the x direction, the fi-action parameter 
a in (10) was controlled to adjust different effective 
widths of the azimuth AF *„ (Ax). The second ad- 

justable parameter, the SNR, was calculated as the 
ratio of the average signal component in the rough 
image formed using algorithm (9) to the relevant 
noise    component    in    the    same    image,    i.e. 

l^ = {P/No){tr{%}tr{%}r'.tr{{%f}tr{{%f}, 
where 0 represents the average gray level of the 
original image. The matched SSP estimation algo- 
rithm (9) was applied to form the images over the 
vertical (range) axis while over the horizontal (azi- 
muth) axis, three algorithms (9), (7) and (1) were 
tested. The window operator W = PfJ  was taken 
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Fig. 1. Simulation results for 1-D scenario: a) origi- 
nal scene; b) MSF image; c) RSF image; d) 
IFBR image (10 iterations); e) IFBR image 
(4 iterations); f) IFBR image (40 iterations). 

from [6] in which the projector P was constructed to 
preserve the x -axis boundaries of the image formed 
using the RSF method (1) in each range gate and in- 
corporated the projection-type constraints imposed on 
the desired SSP [6]. 

For the purpose of generality, in the simulations we 
considered two imaging scenarios: (i) 1-D imaging in 
the azimuth direction for a particular range gate with 
K -fractionally synthesized aperture; (ii) 2-D imaging 
of the remotely sensed scenes in the x-y directions 
with K -fractionally synthesized aperture. 

3.2. SIMULATION RESULTS 

We examined the behavior and performance indices 
of these estimators for different simulated scenes of 
the SSPs. The 1-D simulated image (for a particular 
range gate) is presented in Fig. la. The other pictures 
of Figure relate to three different SSP estimators (1), 
(7) and (9) for two different scenarios of fractional AS 
as specified in the Figure captions. 

The examples of 2-D simulated images are pre- 
sented in Fig. 2 for the same aperture synthesis sce- 
narios as in the 1-D case. In the images depicted in 
Figs. 1 and 2 the parameter a in (10) was adjusted to 
provide the horizontal width of the discretized azi- 
muth AF at a half of its peak level equal to 4 pixels. 
The quantitative measure of the improvement in the 
output signal-to-noise ration (lOSNR) achieved with 
the enhanced imaging methods (1) and (7) for the two 
simulated aperture synthesis scenarios are presented 
in Tables 1 and 2, respectively. lOSNR ^'^ relates to 

'\        a) 

b) 

c) 

d) 

Fig. 2. Simulation results for 2-D scenario: 
a) original  scene;  b) MSF image;  c) RSF 
image; d) IFBR image (40 iterations). 

the RSF method, and lOSNR '^' to the IFBR methed, 
respectively. 

4. CONCLUSIONS 

In both SAR imaging scenarios, the RSF and IFBR 
estimators overperformed the conventional MSF 
method of AS, as the improvement in the image qual- 
ity was observed. In addition, the estimates obtained 
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Table 1. lOSNR  values  provided  with  the  two 
simulated methods: RSFan6 IFBR 
Results are reported for the 1-D simulation 
scenario   for   two   synthesized   aperture 
models resolution parameters: 
first system, A-J-^ = 4 ; 

second system, A\['^ = 9 

SNR, ^ First system Second system 

(dB) lOSNR ('> lOSNR (2) lOSNR") lOSNR '^' 

15 2.28 3.93 8.42 9.53 

20 3.89 4.09 10.85 12.81 

25 5.52 7.39 14.64 17.06 

30 7.28 9.41 18.37 20.22 

with the IFBR algorithm outperformed those obtained 
with the RSF estimator. For the trivial a priori settings 
(P = I > BQ = 0), the latter corresponds to the previ- 
ously developed Bayesian maximum entropy (BME) 
algorithm [5] thus, in summary, we conclude that the 
IFBR method overperforms also the BME estimator. 
Regions of interest and distributed object boundaries 
are better defined, whereas one can examine some 
ringing effect usually observed with filters based on 
inverse operations. 
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Abstract 
Questions of microwave technologies development for the oil and gas extraction 

complex are considered. The data on the oil environments being object of microwave 
electromagnetic fields influence are resulted, the physical essence of carried out mi- 
crowave technological processes is briefly discussed. Classification of the microwave 
technologies used and developed for the oil and gas extraction complex, the basic re- 
quirements is resulted for them, economic and ecological aspects of their application 
are marked. 

Keywords: oil, mineral oil, processing, microwave technologies 

1. INTRODUCTION 

Modem world practice of oil deposits development is 
characterized by use of a wide set of various technical 
and technological decisions and means of extraction, 
gathering, preparation of oil, gas and water on crafts. 
Thus the high-efficiency block automated equipment 
working on deposits without constant presence of the 
attendants, different possible chemical reagents, etc. 
are widely applied in many technological processes. 

At the same time a lot of problems in considered 
area wait for the decision. To them concern: develop- 
ment of effective ways and the equipment for deep 
dehydration of heavy and high-viscosity oil; prepara- 
tion of oil, containing mechanical impurity; destruction 
of trap emulsion, forecasting of oil and water prepara- 
tion technological parameters depending on their 
physical and chemical properties; increase of efficiency 
and reliability of the process equipment, etc. 

The majority of the specified problems can be 
solved with use of microwave technologies (MWT). 
MWT possess a number of advantages in comparison 
with used technologies. First, it is volumetric heating 
of the processed environment with a various gradient 
for fractions of which it will consist; second, actually 
higher size of heating gradient (on the order, and 
sometimes, more). 

Use of microwave processing results in more effec- 
tive and productive separation of crude oil components 
(water and oil), allows to create installations as actually 
for their separation, and for definition of their quantita- 
tive ratio, provides automation of technological and 
measurement processes. And, at last, it is very impor- 
tant to note, that MWT are pollution-free technologies. 

The examinations which have been carried out by 
authors and specialists from other regions of Russia 
and abroad prove, that use of MWT at the detailed 
account of physical and chemical properties and spe- 
cific features of such composite heterogeneous dis- 
perse systems as water-oil emulsion (WOE) is a basis 
for the further perfection of oil, gas and water prepa- 
ration technology and technical equipment in structure 
of oil and gas exfraction complex (OGEC). 

2. PROCESSES OF MICROWAVE 

INTERACTION WITH WOE 
At microwave influence the classical phenomena of 
thermal conductivity, convection and radiation have 
secondary value in thermal balance of the processed 
environment, in comparison with the thermal heating 
caused by specific influence of used microwave elec- 
tromagnetic fields (EMF). Microwave influence raises 
doublet rotation of environment molecules at presence 
of powerful intermolecular connections that results in 
occurrence of hysteresis between the enclosed field 
and the induced response, and reserved, thereof, en- 
ergy is allocated at a relaxation as heat. Thus, mole- 
cules of environment should possess high enough 
doublet moment for maintenance of microwaves ef- 
fective influence on environment. 

One of WOE basic components is water. Because 
of significant asymmetry of the molecule it possesses 
exclusive polarization. Thus water is ideal material for 
microwave influence. Dielecfric properties of water 
considerably change at addition of salts. In this case 
resulting permeability is influenced with number of 
hydration, i.e. number of the connected molecules of 
the water surrounding a molecule of salt. Thus the 
dielecfric loss tangent insignificantly falls. 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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The mathematical models describing process of 
distribution in substance of electromagnetic fluctua- 
tions of various frequency ranges have essential dis- 
tinctions. Spatial and time dispersion of dielectric 
permeability start to be shown at presence of micro- 
wave EMF. Maxwell's equations are inapplicable here 
in a classical kind, as the equation of connection be- 

tween vector D of electric displacement and vector 

of electric field intensity E assumes the following 
form 

I 

D{f,t) ^ Jdt'Je{r,r',t,t')E{r',t')dV. (1) 
oc V 

This expression shows, that the contribution to po- 
larization of environment to the given point r and at 
present / is brought with the charges which are taking 
place earlier in the next points of space. 

The molecular mechanism of this phenomenon is 
combined enough. As it mentioned above, it can be 
explained as the phenomenon of deduction at which 
rotation of dipoles is interfered by intermolecular 
connections that result in a hysteresis between the 
enclosed field and polarization of dipoles, i.e. to a 
stock of energy with its subsequent relaxation. 

Heat, which has arisen inside material, is distributed 
with the help of mechanisms of conductivity, convec- 
tion and radiation. As radiation is inherent only in sur- 
faces, and convection is characteristic in an 
insignificant degree for liquids, we shall take into ac- 
count only the mechanism of conductivity. Microwave 
heating can be described by the standard equation of 
thennal carry, including item of internal heat clearing 

Q-2rp        gij,        Q'2j, p    _iQT 

vX~a'dt dx^ "*" dy^ '^ dz^ "^ '^A - „-»7'        (2) 

where A - thermal conductivity, a - factor of ther- 
mal dififiisivity. 

For the description of heat conductivity connection 
and other physical and chemical properties of WOE the 
various formulas are offered insignificantly distinguished 
in factors. As a rule, Predvoditelevs' formula is used 

A = 4,28-10~^Cpp*/''M-y\ (3) 

where Cp - thennal capacity at constant pressure; 
p - density; M - molecular weight. Under normal 
conditions the factor of heat conductivity of oil, gas 
and water changes within the limits of 0,14-0,16, 
0,54-0,65 and 0,01-0,03 accordingly. The thermal 
capacity of oil can be determined under the formula 

Cp =107,325pXim,8 + t). (4) 

The specific thermal capacity of oil changes within 
the limits of 1,7-2,2 kJ/(kg°K). A thermal capacity of 
water-4,19kJ/(kg°K). 

Factors of heat conductivity and thermal capacity 
depend on temperature and pressure. Usually at tem- 
perature rise on 10°K the factor of heat conductivity 
decreases for 1% on the average, and at pressure in- 

crease on lOMPa - insignificantly increases. At in- 
crease of pressure from 10 up to 80 MPa A increases 
on 5-10% and more. 

3. THE BASIC MWT, USED IN OGEC, AND 
REQUIREMENTS TO THEM 

Heating by means of microwave EMF possesses three 
prominent features determining its essential differences 
from other known ways. First of them will consist in 
volumetric character of material heating. The second 
feature of microwave heating consists in its selectivity. 
Oil products are non-uniform, have local inclusions (or 
are local inclusions) with distinguished dielectric perme- 
ability. According to above mentioned ratio allocation of 
heat on sites with various dielectric parameters will oc- 
cur differently. The third feature of microwave heating is 
following. Control of EMF spatial distribution and inten- 
sity make possible to cany out heating as from the point 
of view of its unifonnity in volume, and opposite, with 
the purpose of some part selective heating. 

The listed features make microwave heating rather 
promising in the broad audience of appendices for 
OGEC. It is necessary to relate to them the following. 

• Accelerated WOE separation with simultaneous 
destruction of hydrogen-sulfide bacterium in frac- 
tions of the unit. 

• Decrease of oil, bitumen, firm sludge and other 
products viscosity. 

• Dehydration of WOE with smal 1 contents of water. 

• Clearing pipes from pyrobitumen and paraffin. 

• Warming up sludge, natural bitumen, petroliferous 
sandstones with the purpose of oil feedback increase. 

Besides it is necessary to pay attention to MWT 
heating application opportunity in oilchemistty. To- 
day there are results of examinations and develop- 
ments proving an opportunity of qualitative and 
quantitative changes of all oilchemistry technological 
processes parameters, using heating during an initial 
product processing. To them concern: 

• Reduction of time, increase of productivity and 
improvement of quality of an end-product at vul- 
canization of rubber and themioplastic materials, 
polymerization of various substances. 

• Reception of substances with new physical and 
chemical properties due to influence of EMF at a 
level of their atomic condition. 

• Disinfecting of industrial drains. 

• Creation of essentially new technologies of metal 
surfaces painting due to their preliminary process- 
ing by microwave EMF (change of superficial ox- 
ides structure). 

• Recovery of silica gel drier without technological 
processes shutdown. 

• Drying of composites from various dielectrics on a 
glutinous basis. 

102 International Conference on Antenna Theorj- and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



Development of Mcrowave Technologies for the Oil and Gas Extraction Complex 

The researches of last years, which have been car- 
ried out in the Research center of Applied Electrody- 
namics, have opened a new opportunity of properties 
change of various substances of nonmetallic character 
due to their processing by very small power level, so- 
called low-intensive, including information, EMF. 

Under influence of such fields the destruction of 
various microflora, pathogenic mushrooms, various 
parasitic have been marked, that allows constructing 
today already economic and simple technological 
complexes with use of EHF-range energy. To them 
concern a complex for OGEC technical waters proc- 
essing, a complex for laboratory waters processing in 
precision chemical technologies, etc. 

One of the OGEC's major branches are technologi- 
cal processes of oil and WOE gathering, preparation 
and transport. These processes occur in conditions of 
changing parameters: pressure, temperature and debit. 
Besides, complicating factors are uncertainty of dis- 
perse structure and non-uniformity of its distribution 
in the volume, caused by features of structure of 
streams in oil pipelines. 

Change of oil condition parameters results in its 
rheological parameters, electrophysical and other proper- 
ties change. The specified characteristics rather essen- 
tially influence on processes of oil products microwave 
processing. It is represented expedient to consider oil as a 
conglomerate which parameters have casual character, 
and to use experimental methods of WOE parameters 
analytical control as the basic tool of research. 

Features of microwave EMF and WOE interaction, 
marked above, cause application of the system ap- 
proach as by development of new oil processing 
MWT, and of new microwave means for WOE pa- 
rameters analytical control. 

Historically developed approach to research WOE 
assumes division of a task into two stages: first, de- 
termination of components number forming a mix and 
its identification, establishing qualitative structure of a 
mix; and then, proceeding quantitative ratio between 
them from some characteristics of the components 
identified in a mix. In this case for definition of oil 
watering, for example, WOE microwave separation 
on components is possible at the first stage. Micro- 
wave measuring technologies can find application for 
research of oil medium-volume temperatures, both in 
a stream, and in tanks. And, at last, application of mi- 
crowave gauges for definition of oil level and level of 
its phases is widely enough known. 

Thus it is supposed to consider means of WOE 
analytical control both as independent informatics' 
measuring systems (IMS), and built - in IMS of MWT 
complexes. At creation of similar systems it is neces- 
sary to take into account the basic requirements of the 
modem concept for analytical systems construction, 
providing: contact free measuring process; the in- 
creased accuracy of measurement, use of microproc- 
essor technical equipment; high dynamic 
characteristics; reliability of the data, simplicity of 

service and flexibility of functioning; whenever pos- 
sible the low price. 

4. MWT CLASSIFICATION FOR OGEC 
The classification resulted here is based on insignifi- 

cant quantity of the publications found by authors and 
devoted to questions of MWT use in OGEC, and does 
not apply for exclusive completeness. However its use 
allows presenting the basic directions of application 
and prospect of MWT use in OGEC. MWT in OGEC 
are used basically for heating of oil environments. 

First MWT class is intended for improvement of 
commodity oil preparation quality. Technologies of 
heating concern to them with the purpose: 

• Decreaseof oil viscosity. 

• Dehydration of oil. 

• Separation of WOE and frap oil. 
Second MWT class is intended for processing 

OGEC waste products with the purpose of commodity 
oil allocation from them. Technologies of heating 
concern to them with the purpose: 

• Allocation ofoil from sludge. 

• Allocation of oil from sandstones. 

• Allocation ofoil from bitumen. 
Third MWT class is intended for restoration of the 

process equipment used at oil exfraction, fransporta- 
tion and storage. Technologies of heating concern to 
them with the purpose: 

• Melt of pyrobitumen and paraffin. 

• Melt ofoil adjournment on walls of tanks. 
It is necessary to relate to the fourth MWT class 

MWT accompanying to the heating, used in techno- 
logical processes of oilchemistry. Taking into account 
perspectives of the received results, we shall allocate 
technologies of heating with the purpose: 

• Pyrolysis of automobile trunks. 

• Acceleration of chemical reactions process course 
and improvement of their target products quality 
(vulcanization, polymerization, etc.). 

It is necessary to relate to the fifth MWT class 
MWT for IMS. In this case it is necessary to make a 
reservation, that only some MWT for IMS use heat- 
ing. Technologies of heating concern to such tech- 
nologies with the purpose: 

• Separations of WOE for the further definition of 
quantitative ratio of water, oil and gas; 

• Sublimations of oil for the further definition of its 
fractional sfructure and other physical and chemi- 
cal properties. 

Other technologies of this class use microwave meth- 
ods for measurements. To them, in particular, concern: 

• Measuring insfruments ofoil level in parks. 

• Measuring instruments of phase's level. 

• Measuring instruments of medium-volume tem- 
perature (radiometers). 
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5. ECOLOGICAL AND ECONOMIC ASPECTS 

OF MWT APPLICATION IN OGEC 

Russia is one of the largest oil-producing countries of 
the world. However existing technologies of extraction 
and oil refining actually do not provide recycling oil 
waste products. If to take into account already existing 
and potential pollution of subsoil waters, air, ocean 
waterways becomes obvious, that such actions can lead 
to the most serious world ecological accident. The most 
significant on negative influence on ecology are acci- 
dents in Komi Republic in 1955, in area of Volgograd 
in 1996, in area of Saratov in 1997. Economic effi- 
ciency of microwave installations is based on influence 
by EMF energy on oil waste products which allows to 
destroy quickly and effectively intermolecular connec- 
tions in WOE and sludge, and also on absence of ex- 
penses for purchase of raw material (waste products) as 
the oil companies agree to transfer them under the in- 
significant prices. It speaks by a high level of charges 
on storage and processing of waste products by other 
methods, penalties for environmental contamination. 

Unfortunately, MWT do not provide the universal 
decision of all problems. However the opportunity of 
MWT application should be considered in all cases 
when other technologies do not allow achieving desir- 
able result, and advantages of microwaves use be- 

come unique and provide significant decrease in 
power and other expenses. MWT development for 
OGEC appreciably depends on size of required in- 
vestments which for manufacture of MWT complex 
has the order $750 on 1 kW against $125 on 1 kW for 
manufacture of household microwave installation and 
$50000 for manufacture of classical technological 
complexes of heating without taking into account 
unique advantages of MWT. 

The estimation of economic feasibility of MWT 
application should include the detailed analysis of 
traditional technologies on which there is already 
saved up database, necessity of laboratory modeling, 
creation of pilot samples for definition of optimum' 
parameters of technological processes and, at last, 
creations of monitoring means. In all cases the set of 
various factors, such as increase in volumes of manu- 
facture, reduction of labor input, improvement of 
working conditions, a minimalism of thermal losses, 
economy of the resources spent on maintenance of 
technological process, its safety, ecology, etc. should 
be taken into account. Estimations should be carried 
out very critically, so that development of anyone 
MWT, under preliminary forecasts not adequate to 
expected economic characteristics, has been sus- 
pended right at the beginning. 
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THE DIFFER-INTEGRAL THEORY 
OF FRACTAL ANTENNAS 

Volodymir M. Onufriyenko 

Zaporizhzhia National Tecnical University 
Zaporizhzhia, Ukraine 
<onufr@zntu.edu.ua> 

Abstract 
The introduction of the so-called a -forms for studying the behaviour of electro- 

magnetic field components in the vicinity of antennas with fractal properties is con- 
sidered. To estimate the a -forms, some possible algorithms are formulated, namely 
a geometric one involving the evaluation of the Hausdorff measure and an analytical 
algorithm permitting the Hausdorff measure to be evaluated through the application 
of fractional derivatives and integrals. Far-field patterns of the fractal a-pole anten- 
nas are calculated. 

Keywords: Fractal antenna, Hausdorff measure, differ-integral, a -forms. Maxwell 
(Abel) equations, vector and scalar potential. Green's function, turnstile 
a -poles, radiation pattern. 

1. INTRODUCTION 

"Fractals" were first defined by Benoit Mandelbrot in 
1975 as a way of classifying structures whose dimen- 
sions were not integer numbers. Tliese geometries have 
been used previously to characterize the unique occur- 
rences in nature that were difficult to define with the 
Euclidean geometries, including the length of coastlines, 
the density of clouds, and the branching of trees [ 1 ]. 

Fractals represent a class of geometry with very 
unique properties that can be enticing for the antenna 
designer. Since the electrical lengths play such an 
important role in antenna design, this efficient pack- 
ing can be used as a viable miniaturization technique. 

The antenna design can benefit fi-om studying these 
geometries. Looking at the geometries whose dimen- 
sions are not limited to integers may lead to the dis- 
covery of antennas with improved characteristics over 
these which exist today. The fi-actal antennas have 
shown possibility to miniaturize antennas and to im- 
prove the input matching. Certain classes of fi-actal 
antennas can be configured to operate effectively at 
various fi-equency bands [2]. 

There are three distinct advantages in using the 
fi-actal antennas. First, fractal geometries can be im- 
plemented to miniaturize the resonant loop and the 
dipole antennas. Also, the designing with fi-actal ge- 
ometries can overcome the limitations to improve the 
input resistance of antennas that are typically hard to 
match to the feeding transmission lines. Furthermore, 
the self-similar nature in the fi-actal geometry can be 
utilized for operating a fi-actal antenna at various fre- 
quencies. 

2. FORMULATION 

The well known technique of approximating to non- 
coordinate boundaries through covering the surface 
with simple compacts (like rectangles, circles, or el- 
lipses) permits application of numerical algorithms for 
solving boundary-value problems of electrodynamics. 
Let us extend the technique of covering the bounda- 
ries and domains of existence of the field to the case 
of a smooth contour possessing fi-actally distributed 
geometric points over its certain section (physically, a 
highly jagged (rough) portion of the contour). To that 
end, we will consider a model of the contour section 
showing the properties of local uniformity and local 
self-similarity. Let fi-actal portion of the contour be 
approximated to with a segmented line with the links 
ri(fc) of constant length and the ends lying on the con- 

tour (^-number of covering generation). In this con- 
nection we are able to use the generalized measure of 
the manifold magnitude involving choice of a trial 
power fiinction 

/l(n(i:))  =  7(a) X T^^f,f 

with the weight factor 7(a) (geometrically: a recti- 
linear segment, a square, a circle, a sphere, a cube, 
etc.), and covering of the multitude of points under 
study with elements B^ of length r^, with formation 
of the Hausdorff a -measure 

E^iE) = lim H^{E) = inf{7(a)^Ti" : 
i 

E c:\jB, ,n <e}. 
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That can serve as a measure of the extent and curva- 
ture of the continuous limiting line. 

Instead of the complex procedure of each time con- 
structing geometrically the fractal set and determining 
Hausdorff s measure with consequent limiting transi- 
tions, we will make use of the fractional integration 
and differentiation formalism, where 

iar"j)ix) n ia)I/^'\^-'!)i .t)l-a' 

with X > a and Q > 0; 

iaD"J){x) - - 1 d 
(X 

r(l - a) dx i""^ 
with a; > a and 0 < a < 1. 

Here r(Q)  is Euler's gamma-function and a is 
the order of the integro-differential operator (scaling 
factor). 

Differintegral D"/ determines some the differin- 
tegral forms of a degree Q on fi with value in / 

(imaging il in /^(n C E,F) : 

^''ix)iX) = {Dy){x).X. 

Ifto crest factors 

ro°+i =J2ai{x)dx, Adxf 
i 

to put in correspondence vector a = {ai} to coeffi- 

cients of external differential dw'^ there will corre- 
spond a curl of a vector a on a fractal set. 

The a -volume forms 

d'^V = d^xi A ... A rf°a;„, 

on a m-dimensional Riemannian manifold E in- 
duces a Borel measure, which coincides with the 

Hausdorff-measure H''{U) = Jd^V for any open 
u 

set U c E. Hence, for any integrable a -forms /" 

on E equality //" = J{r,rE)dH'' , where Tg 
E E 

is a vector, defining tangential plane is valid. We have 
installed the formula of connection between integrals 
of the second type (from the a -forms) and integrals 
of the first type (in respect of Hausdorff s measure). 

3. THE SOLUTION OF THE PROBLEMS 
Electromagnetic field in fractal medium follows 
Maxwell (Abel) equations in the terms of a -forms 

rf°#(°)=^5M+j>', (1) 

The integral equation that is solved is the electrical field 
integral equation. The equation applies to fractal electri- 

cal conductors. The currents are found by imposing the 
condition that tangential electric a-fields vanish on 
the fractal surface of the conductors (hereinafter 
«°=(„Z)°tz("))(x)) 

■'^tnn gmf,tolnl  — ■^tniiflnif.tiirirf + -E'tmi ffcnf..?rntt      (2) 

The incident field is the field that would exist if the 
conducting surfaces would be absent. The scattered 
fields are those that are generated from the induced 
surface currents. The equivalence theorem can be util- 
ized to remove the conducting bodies and define a 
sheet of current that will excite the frue scattered field, 
which is excited by the induced surface currents. The 
field from these equivalent currents can be computed 
from Maxwell's equations (10). The solution of Max- 
well's equations for an electric field at an observation 
point r can be found using auxiliary potential func- 

tions, the magnetic vector a -potential, A, and the 
electric scalar a -potential, $ 

ELH = -jujA"{r) - V$"(r). (3) 

Eq. (3) substituted into (2) results in the electric 
field integral equation 

(-jw>(r)-V^"(r)) 

where, 

A^"\r) = fiJj(r')G{ry)ds'-, (4) 

'taiifjmf 
—      ■'-'til ail fjnif,ijiri rid{r) 

^'"HO = ->t/v' • Jir')G{ry)ds'\ (5) 

(^iry) = ^, (6) 

and R=\r -r' \ is the distance between an obser- 

vation point r and the source point r', and 
A: = 27r/A with A being the wavelength, 

ds" = S'^{r - r')ds is a surface that supports a sheet 
of current. 

S^ir -r') = -^ 
r(a) (^ _ ^/)1 - Q ■S{r - r'). 

The sheet does not have to be continuous. 
For wire radiators, the calculations can be simplified 

by using the thin wire approximation. This assumes 
that the wire radius, a , is much smaller than a wave- 

length, A. Thus, the cunrent density, J<") is uniformly 
distributed around the circumference of the wire 

J(°) = 
/   I"" 

2-Ka" 

where /'("> is a unit vector along the axis of the wire 
and / is the total current passing through a cross 
section of the wire. 
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Fig. 1. Far-field Eg{e) Fig. 2. Radiation intensity U{9, ip) 

4. THE RADIATION PATTERNS 

The radiation patterns from the simulated antennas 
can be calculated by radiating the computed currents. 
The directivity of the antenna is calculated from 

where the radiation intensity, U{9, i^), is a far field 
parameter that is independent of r. It can be found 
from both polarization components of the scattered 
electric field, 

E!;\9,ip)~ o/°{cos(^)expHy>)}, 

El"\e,ip) - o/|'{cos(e)exp(-jV)}. 

The power P supplied to the antenna is computed 
from the sum of the applied voltage sources and the 
computed currents. 

Three types of fractals were compared as dipoles: 
a Koch curve, a fractal tree, and a tree-dimensional 
fractal tree. 

5. THE COMPUTED FAR-FIELD PATTERNS 

Far-field Eg (6) pattern of turnstile a-pole are shown 

in Fig. 1. 
The computed directional diagram on power are 

plotted in Fig. 2. 

6. CONCLUSION 

The expected benefit of using a fractal as a dipole 
antenna is to miniaturize the total height of the an- 
tenna at resonance, where resonance means having no 
imaginary component in the input impedance. 
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Abstract 
The outcomes of a search for efficient and correct ways of the truncation of com- 

putational domain in finite-difference methods arc presented. The relevant mathe- 
matical problem is resolved rigorously both for two-dimensional scalar model 
problems and for three-dimensional vector problems. In the framework of this ab- 
stract, we describe briefly only two typical two-dimensional situations. The peculiari- 
ties associated with a change to the analysis of three-dimensional vector problems arc 
to be covered in the report. 

Keywords: initial boundar>'-value problem, 'absorbing' boundar>' conditions, pulse 
wave radiation. 

The analysis of pattern-forming structures with com- 
pact elements (whose parameters are given by the 
permittivity e{g), the conductivity cr(p), 
5 = {2/,^} e R^ and the boundaries S of perfectly 
conducting inclusions, see Fig. 1) excited by the 'cur- 
rent' sources F(g,t} and 'momentary' sources ip{g) 
and ipig) is reduced to the solution of the initial 
boundary-value problems 

= F{g,t); 

U{g,t) 

9i9),-QU{g,t) 

t > 0; 

t > 0. 

(=0 
(1) 

= ipi9);9€Q; 

9^ {y,z} eQ, 

These equations describe transient states of E- 
polarized waves (Ep = E^ = H^ = 0, 

U{,9:t) = E^{g,t)) and //-polarized waves 

{Hp=H^=E,=0, U(g,t) = HAg,t)) initi- 

ated by sources and objects located in the bounded 

region Q^ of the plane R'^ of coordinates y and z, 

d/dx = 0. Here c(p) and trig) are piece-wise 

constant functions. The analysis domain 

Q = R^ \ intS (S stands for the boundaries of the 

regions intS occupied by perfect metal, G is the 

closure of G andQ = Qj. U iQ U L) in problems 
(1) is not closed. 

However, above (below, to the right of and to the 
left of) the boundary z = Li {z = L^, y = I^, 

andy - Li) there are neither sources nor scatterers. 

The function U(g,t) here corresponds to anoutgoing 

wave crossing the respective boundary L in one di- 
rection only and satisfies homogeneous problems (1) 
with£(5) - 1 = a{g) = 0 .This fact allows one [1] 

to supplement problems (1) with the following exact 
'absorbing' condition: 

dt     dz 

V2 

."/'■ 

n J at r -r 

d''Vi(9,t,'P)     &']V,(g,t,^) 

dVi{g,t,ip) 

dt 

Li <y < h, 

dy' 

^Vi(9,t,V>)Ln =0; 

(2) 

(=0 

z = Li; 
t>0, 

^2< 

dt     dy 
U 

0 

d'V2{9,t,ip)     dHV2ig,t,ip) 

dt^ dz' 

dt 

= 0; 

dV2ig,t,ifi) 
(3) 

dt 

L,<z<L 
'y = h; 

y = Li; 

s 
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Fig. 1. Geometry of problems (1). 

x/2 

d 
dt 

± d 
COSif 

ay 

d 
dt 

± d 
dz 

w, 
7r     J 

W; 
2cosy> 

0 

7r/2 

dW.2 
dt 

dj 

0 

t>0,   R{^,i) = 

9 = {h-,h}^ 

sin'^ 7 (4) 
cos^ ip + sin'^ (/?cos'^ 7 

+ 

{ L4, Lj}, 

{h,h}, 

m.L,}. 

In fact, only these three formulas taken together, 
define the exact local 'absorbing' condition for the 
entire rectangular virtual boundary L . Equations (4) 
fulfil] the role of boundary conditions in the boundary 
value problems, inherent in (2) and (3), with respect to 
the      auxiliary      functions       Vj{g,t,ip)       and 

Wj{g,t,ip) = Vj{g,t,^)co5^V + U{g,t), j = l,2- 

The symbols « 
+ 

g — {L^,Li}» stand for the 

rules governing the choice of a sign in the upper and 
the lower equations for different comer 
points5 = {y,z}. Set of equations (2)-(4), being 
added to problems (1), restricts the analysis domain 
Q to the region Q^. Problems (1) and (l)-(4) are 
equivalent: the additional conditions do not introduce 
any distortion in simulated physical processes of non- 
sinusoidal waves radiation. 

The antenna near fields are determined in the im- 
mediate computational region Qjr of the finite- 
difference method, whereas the far fields are obtained 
by recalculation of U{g,t) from the virtual boundary 
L onto the virtual boundary P, moved to the required 

z = L. 

Fig. 2. Plane model of the antenna with a grating as 
dispersive element 

distance from L: the exact radiation conditions (2)- 
(4) allow one to construct in an explicit form the 
'transport'    operator     Zp^i^^g^pit)     such    that 

U{g,t) = Zj,^i^^g^p(t)[U{p,T)]. 

The above result can be easily extended to a case of 
pulse E- or iJ-polarized waves radiated from a 
plane-parallel waveguide with an aperture of arbitrary 
geometry (see, for example, Fig.2). The rectangular 
boundary L closes the analysis domain in the region 
of free signal propagation, while the boundary L 
closes the domain in the supplying waveguide. The 
relevant original 'open' plane initial boundary-value 
problem (1) is reduced [1] to the equivalent 'closed' 
one with the analysis domain 

g eQ:Li <y < Ly, 

'hh y < -k 

L; \y\ < a/2 < z < Li 

Liy,  y>b,. 

by adding local exact 'absorbing' conditions on L 
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d    d 
U{y,z,t) 

dt    dz 

t>0,   \y\<a/2, 

■(f 
8^ 

dy" 

..-£~^i     at    ^'"^^ 

dy" 

dt     dy 

t > 0; 

irf2 

C/(,,0 = ^/^m^sinVrf^; 

\ViyA^)=^^IMl^ 
dt (=0 

0;|2/I<a/2;i>0 

W{±a/2,t,ip) =0 (E-polarization) or 

dW(y,t,ip)/dyl^^„^2 =0  (/T-polarization); 

d^V2(9,t,f)     d'\V;(g,t,<p) 

dt' dz' 
= 0;t > 0; 

(8) 

dV2ig,t,ip) 

dt V2{9,t,'p)\t=o = 0; 
(=0, 

(5) 

y = Ah    I^,r <z<Li; 

and the following exact local conditions on L : 

dt^ dz 
U{g,t) - -J  — sm'ipdtp; 

t > 0; 

d'^Viig^t,^)     d'W,ig,t,<p) 

d   , d 

•r- ± COSW—— 
a<      ^dz 

./2 
2cos^V 511^. 

TK, 
2cOS(/3 

0 
./2 

dViJgA^) 

dy' 
0;<>0; (6)      ^(V,?) 

0 

sin^ 7 
"    T—-27- * ^ 0, 

dt ^^i(p,<,</')Uo =0; 
«=o 

k <y < h   z = Li, 

d__d_ 
dt     dz 

t > 0; 

Jr/2 

r/(,,o = f/^^i^sinV<fv'; + 

d''Vi{g,t,<fi)     dHV,{g,t,^) 

dt' dy' 

cos (f + sni yjcos 7 

g = {L,,h}   H   Z, z=lFi, 

^ = {4,^2,/}   H   ^1 =lFi,,, 

(9) 

= 0; <> 0; 
Here 

Vi{b,Z,t,ip) = 0; 

dVi{y,z,t,(p) 

E - polar; 

dy 

dV,{g,t,<P) 

t > 0 
0;     H - polar; (7) 

5^ 
r-o 

^i(j/,2,«,v?) = 
2 = hr- 

Vuiy,z,t,ip);Li< y <b = -bi, 

z = k.r, 

m9,t,<p) = Vj {g,t,ip)cos' {if) + U (g,t), 

Wi(g,t,ip) = Vi{g,t,ip)cos'{<p) + U(g,t), 

W'l.r (.9,t,(p) = Fj,, (g,t,<p)cos'' {if) + U(g,t), 

Wu{g,t,ip) = Vi^i{g,t,ip)cos'(<p) + Uig,t) 

are auxiliary ftinctions. For these functions, the initial 
boundary-value problems, entering into (6H8), are 
well-posed. The symbols like 

«^    -» 9 = {L-j,Li}   and   Zj = TFi» stand for 

the rules governing the choice of signs in the upper 
and the lower equations (9) as well as the choice of 
the values of Zi{g,t,ip) for the comer points 

9 = {y,z}. 
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Abstract 
An efficient technique for the analysis of electromagnetic scattering by arbitrarily 

shaped inhomogeneous dielectric objects is presented. The technique is based on a 
higher-order method of moments (MoM) solution of the volume integral equation. 
This higher-order MoM solution comprises recently developed higher-order hierar- 
chical Legendre basis functions for expansion of the electric flux density and a 
higher-order geometry modeling. An unstructured mesh composed by trilinear (8- 
node) and/or curved (27-node) hexahedral elements is used to represent the dielectric 
object accurately. It is shown that the condition number of the resulting MoM matrix 
is reduced by several orders of magnitude in comparison to existing higher-order hi- 
erarchical basis functions and, consequently, an iterative solver can be applied even 
for high expansion orders. Numerical results demonstrate excellent agreement with 
the analytical solutions for the dielectric sphere, as well as with results obtained by 
other numerical methods. 

Keywords: volume integral equation, electromagnetic scattering, higher-order 
hierarchical basis functions, method of moments, inhomogeneous 
dielectric objects. 

1. INTRODUCTION 

Traditionally, scattering and radiation problems in- 
volving dielectric materials have been solved with 
surface integral equation formulations or by differen- 
tial equation solvers such as the finite element method 
(FEM). A direct method of moment (MoM) solution 
of volume integral equations (VIE) has remained im- 
practical due to its excessive CPU and memory re- 
quirements. Thus, various modifications of MoM 
have been developed to accelerate computations and 
relax computational demands for solution of VIE 
problems, e.g., the Conjugate-Gradient algorithm 
combined with Fast Fourier Transform (CG-FFT) [1] 
and the Fast Multipole Methods (FMM/MLFMM) [2]. 
Being relatively fast these methods also have disad- 
vantages: the first requires rectangular discretization 
grid and the second is still memory consuming. 

An alternative approach is to reduce the number of 
unknowns in MoM considerably by discretizing the 
integral equation with higher-order interpolatory or 
hierarchical basis functions. Hierarchical functions 
provide greater flexibility, enabling different expan- 
sion orders on different elements in the same mesh. 
The main bottleneck of existing hierarchical basis 
fiinctions is the ill-conditioning of the MoM matrix 
which requires a direct solver to be employed [3], 

This implies that the solution time of the MoM matrix 
is proportional to N^ where N is the number of un- 
knowns, whereas it is proportional to N'^ for iterative 
solvers. Thus, the application of an iterative solution 
method is essential for any efficient MoM too! for 
large-scale electromagnetic problems involving inho- 
mogeneous dielectric materials. 

Recently, a new type of higher-order hierarchical 
basis functions was proposed in [4], where they were 
applied to surface integral equations. Based on appro- 
priately modified Legendre polynomials, the new basis 
functions are near-orthogonal and therefore provide 
low condition numbers of the MoM matrix. In this pa- 
per, we apply the new higher-order hierarchical Legen- 
dre basis functions to volume integral equations. The 
properties of the newly developed higher-order MoM 
solution are compared to existing higher-order formula- 
tions. Numerical examples for scattering by dielectric 
spheres demonstrate an excellent agreement between 
results of our higher-order hierarchical MoM and the 
Mie series analytical solution. A very low condition 
number of the MoM matrix allows the use of an itera- 
tive matrix solver even for high expansion orders. The 
memory requirements of the higher-order hierarchical 
MoM are compared with an existing multilevel fast 
multipole method (MLFMM) implementation [2]. 

0-7803-7881-4/03/$! 7.00 ©2003 IEEE. 
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Fig. 1. Mapping between iu,v,w) and ix,y,z) 

2. HIGHER-ORDER HIERARCHICAL MOM 

The discretization of an electric field volume integral 
equation with higher-order MoM involves two steps. 
First, a volumetric dielectric object is accurately rep- 
resented by trilinear and/or curved hexahedral ele- 
ments, which are defined by 8 and 27 nodes, 
respectively. Lagrange interpolation is employed to 
define an unique mapping between a cube in a curvi- 
linear coordinate system (u,v,w) and the hexahedron 
in the physical ( a;, y, 2) space, see Fig. 1. The dielec- 
tric permittivity inside each element is not necessarily 
constant but may vary as a function of coordinates. 

Second, the unknown electric flux density 
D(u,v,w) in each local curvilinear (u,v,w)- 
coordinate system is expanded as 

D{u,v,w) = a„D" -I- a,,D" + a„,Z)"',        (1) 

where a„, a„, and a,„ are the covariant unitary vec- 
tors. Each of the contravariant components 
{D",D',D"') of D are expanded in terms of the 
higher-order hierarchical Legendre basis functions [4] 
as 

^^' = iEEK[C,(i-o + 
■"11=0 (,=0 

+bL,a + o]c:ip„iv)cip^{0} + 
j   A/''   N"   Q< (^) 

+ A^T,J2{bL,ci[p,„{o- 

■P,„_2(e)]C,7P„(,;)C<P,(0}, 

where (^,7?,C) are {u,v,w), {v,w,u), or {w,u,v). In 
(2), A is the Jacobian of the parametric transforma- 
tion. PmiO are Legendre polynomials, and 6,^,,,, are 

unknown coefficients. M^,Ni, and Q^ denote the 
expansion orders along the three parametric direc- 
tions. The factors 0^,0^ and C^ are chosen such 

that the Euclidean norm of each function is unity for a 
unit cubic element. The basis functions are diver- 
gence-conforming, i.e., they satisfy continuity of the 
normal component of the electric flux density flowing 
through a face shared by two adjacent elements. De- 
spite the necessary modifications to enforce the conti- 
nuity, the expansion (2) maintains almost perfect 
orthogonality of the basis functions. 

Due to the hierarchical property of the basis fiinc- 
tions the expansion order can be selected separately in 
each hexahedron depending on the electrical size of 
the element. This allows large smooth objects to be 
represented by rather large curvilinear hexahedra with 
high expansion orders while fine parts of the geome- 
try are precisely modeled by small hexahedral ele- 
ments with low expansion orders. In this way, the 
number of unknowns can be minimized as opposed to 
low-order discretization schemes (volume RWG, or 
rooftops) that require small elements throughout the 
mesh. Furthermore, independent selection of the ex- 
pansion order along the direction of the electric flux 
density and along the transverse directions provides 
additional flexibility to the discretization technique. 
Consequently, even geometries represented by ele- 
ments that are far fi-om cubic in shape, for instance 
thin dielectric shells or antenna radomes, can be 
treated in an efficient manner without introducing 
unnecessary unknowns. 

3. NUMERICAL RESULTS 

First, consider a homogeneous dielectric sphere with 
dielectric constant e^ = 4.0. The sphere is placed at 
the origin of a rectangular xyz -coordinate system and 
illuminated by an x -polarized plane wave propagating 
in the z -direction. The size of the sphere is AflO = 2.0 
where A^ is a propagation constant in free space and a 
is the radius. The sphere is represented with 32 hexahe- 
dral elements, both trilinear and curved. The expansion 
order is varied from M^ = 2 to M^ = 4 and the 
resulting number of unknowns, root-mean-square 
(RMS) error, and condition number of the MoM matrix 
are listed in Table 1. Here, the RMS error is computed 
for the bistatic radar cross section (RCS) relative to an 
exact analytical solution (the Mie series expansion). 
The RMS error is defined as 

RMS =   i^=L 
■ (^MiF I 

A',, (3) 

El'^A^"- 
»=i 

where iV„ is the number of sampling points (observa- 
tion angles), O-^M and a^.e are the MoM and the 
exact RCS, respectively. The results are obtained by 
sampling the bistatic RCS at 181 angles in the E- and 
H-planes. The convergence with the RMS error less 
than 1 % was achieved with M^ = 3. A further in- 
crease of the expansion order yields a small improve- 
ment which probably indicates that geometrical 
modelling errors are dominating for M^ = 4 . 

In Table I the 2-norm condition numbers for our 
higher-order Legendre basis functions and the existing 
higher-order power basis functions [3] are compared. It 
is observed that the higher-order hierarchical Legendre 
basis functions presented here provide very well- 
conditioned MoM matrix system for all expansion or- 

\ 
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Table 1. Results for the homogeneous sphere 

Exp. Order M^ 2 3 4 
Unknowns 816 2700 6336 
RMS error 3.3 -10-' 6.8-10-' 4.2-10"^ 
Cond. 
Number 

This paper 84 159 346 

[3] 1583 1.23-10' 2.33-10' 

ders. However, the condition numbers for the power 
basis fiinctions [3] increase rapidly, approximately two 
orders of magnitude for each expansion order. 

In the second example, a spherical shell of radius 
a = 2Ao and thickness 0.2Ao is analyzed. The di- 
electric constant of the shell is e^ = 2.75 - 0.3j. In 
contrast to the previous example, where the expansion 
order was fixed for all hexahedra in all directions, the 
expansion order is now changed depending on the 
electrical size of each element. Thus, the expansion 
orders are chosen to be M^ = 4 for the components 
tangential to the shell surface and M^ = 2 for the 
radial components. In total 96 curvilinear hexahedral 
elements are used to represent the geometry of the 
shell. The solution with 10752 unknowns requires 
884 Mbytes of memory. The obtained bistatic RCS is 
plotted in Fig. 2. Excellent agreement with the corre- 
sponding exact result is observed. 

For this example, the MLFMM analysis with first- 
order basis fiinctions [2] requires 24642 hexahedra, 
73962 unknowns, and 2GBytes of memory to achieve 
the same accuracy. Thus, despite the higher computa- 
tional complexity of MoM (0(iV^)) in comparison to 

MLFMM iO{NlogN)), the large reduction in the 
number of unknowns provided by the higher-order 
technique results in a more efficient solution. 

As an example of an inhomogeneous dielectric ob- 
ject, we consider the scattering by a two-layer dielec- 
tric sphere with the inner radius Oj = O.SAQ and outer 
radius 02 = IOAQ. The dielectric constant and con- 
ductivity are £,.1=4.0, ai = 0.1 S/m, and 
£,.■2 — 2.0, a2 = 0.05 S/m for the inner and outer 
layer, respectively. 56 hexahedral elements and 
maximum expansion order M^ = 4 are used in the 
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Fig. 5. Monostatic RCS for the dielectric ogive 

solution. In Fig. 3, the bistatic RCS computed with 
8640 unknowns at the frequency / = 300 MHz is 
compared to the exact Mie series solution. Again, 
both results are in excellent agreement. 

The scattering by a dielectric ogive (Fig. 4) is pre- 
sented in the last example. The ogive is made of ho- 
mogeneous dielectric with dielectric constant 
£r =4.0-0. Ij, and has a length 0.6 m and diameter 
0.3 m. The monostatic RCS computed in the xz -plane 
at the frequency / = 1 GHz is shown in Fig. 5. 
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Our result obtained with 116 hexahedral elements, 
maximum expansion order M^ = 3, and 6480 un- 
knowns is in good agreement with the reference [5], 
where the surface integral equation technique is em- 
ployed. 

4. CONCLUSION 

A new higher-order discretization scheme for volume 
integral equation is presented. The technique is based 
on higher-order hierarchical Legendre basis ftinc- 
tions [4] for expansion of the electric flux density and 
higher-order geometry modeling. Improved orthogo- 
nality of the basis ftinctions allows the condition 
number of the resulting MoM matrix to be reduced by 
several orders of magnitude in comparison to existing 
higher-order hierarchical basis functions and conse- 
quently, an iterative solver can be applied even for 
high expansion orders. Trilinear (8-node) and curved 
(27-node) hexahedral elements are used for accurate 
representation of dielectric objects. Numerical exam- 
ples for scattering by a dielectric sphere and a shell 
demonstrate an excellent agreement between results 
of our higher-order hierarchical MoM and the Mie 
series analytical solution. It is shown that for fairly 
large scattering problems the higher-order hierarchical 
MoM requires mush fewer unknowns and less com- 
puter memory than low-order MLFMM. 
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Abstract 
The observed issues concern provision for electromagnetic compatibility (EMC) 

of a receiving and a transmitting aperture antennas located in the same plane with the 
help of an impedance structure. The law of impedance Z distribution is found, 
which provides a required level of antennas decoupling. 

Keywords: Electromagnetic compatibility, decoupling. 

1. INTRODUCTION 

One of the most effective and popular ways of provid- 
ing a given level of decoupling between near- 
omnidirectional antennas, which are located on the 
same ideally conducting plane, is the use of imped- 
ance structures. A thick grate with rectangular riffles 
of definite depth can serve as a physical model of 
these structures. At present, rather the great number of 
works is devoted to development and research of such 
structures (for example [l]-[4]). As a rule, they con- 
sider the influence of different parameters of the 
structure (or their combination) on the degree of an- 
tennas decoupling, that is the tasks of analysis are 
solved. For effective solution of the task of electro- 
magnetic compatibility it is necessary to state and 
solve the task of synthesis. Probably the only widely 
known work containing a solution of the task of syn- 
thesis of decoupling devices is the book [1], where as 
a the result of solving with a number of limitations, 
the law of purely reactive impedance (reactance) is 
obtained. This law allows the faster reduction of the 
field along the geodesic line which connects antennas, 
than the one with the ideally conducting surface. 

The objective of this work is solution of the task of 
synthesis of the surface impedance and research of the 
achieved spatial decoupling of antenna devices lo- 
cated on the same plane. 

nS3  a+L+b^ 

2. STATEMENT OF THE PROBLEM 

Let us consider the solution of two-dimensional task 
in the following statement. Let two aperture antennas 
shaped as open ends of waveguides (the transmitting 
and the receiving ones) with the apertures dimensions 
a, 6 be located on the same plane at the distance of 
L    from   each   other   (Fig. 1).   On   the   surface 

Si(x €\a, a + L]), which separates antennas, the 

boundary impedance conditions are met: 
[n,E] = -^[n[n,H]]. (1) 

It is required to define the distribution law of pas- 
sive impedance Zcxy {'Re(Z)> 0) by the given 
law of magnetic field i?^ ca;) alteration on the surface 
Si, and the degree of decoupling between antennas. 

3. SOLUTION OF THE SYNTHESIS TASK 

For the quantitative evaluation of decoupling they in- 
troduce [1] either the coefficient of antennas coupling 

Pr 
Kr 

Pfr 
(2) 

Fig. 1. 

where P^ec, Ptr are signal powers at the outputs of the 
receiving and transmitting antennas; or the inverse value 
-the coefficient of decoupling K^ = -101og(/if(.) • 

In practice, the task of synthesis [1] is solved^ as a 
rule, in the absence of the second antenna - by the 
given law of electromagnetic field attenuation, while 
moving away from the source, placing further the re- 
ceiving antenna at points with a minimum intensity of 
the "interfering" field. We solve the task of synthesis as 
in [1], for a single transmitting antenna by the given 
alteration of the entire field in the impedance area 
X e [-a;a + L] of the surface 5, but without impos- 
ing the condition of the impedance pure reactivity. 
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Let the source of electromagnetic field be an infi- 
nite thread of in-phase magnetic current located in the 
beginning of coordinates along the z axis. It creates a 
magnetic      field      with      the      intensity      of 

//iW = -§^//<2'(/fcm)(/o7 W = lA). 

Let us write a magnetic field on the section 
X e [-L, L] as follows: 

-O   ITI H,{x) = 2Hi{x) e 

where a is the attenuation factor of (Re(cv) > 0). 
Then from the Laurence lemma we will obtain the 

of first kind Fredholm integral equation related to the 
entire field E^{x) 

k    r 
^jEAx')Yi^^\k\x-x'\)dx' = 

(3) 

= 2HUX^-H,{X), 

where H^o^\k\x - x'\) K the Hankel function of the 

second kind of zero order k = 2-n / \. 

The solution of the integral equation (3) is obtained 
numerically, with the Krylov-Bogolyubov method. 

Fig. 2. 

H (x) 

HzO^^^) 

db 

trace 1 
trace 2 

x/X 

Fig. 3. 

As an example, in Fig. 2, there is the law of synthe- 
sized impedance distribution for the values of attenua- 
tion coefficient a = 0.125A; (curves I, 3) and 
a = 0.25A; (curves 2, 4) with the length of imped- 
ance structure L = 5A . Curves 1,2 correspond to 
R«(Z), and curves 3,4 -Im(Z). As in work [1], the 
obtained results showed that large reduction of the 
field is accompanied with a large speed of impedance 
alteration. However, unlike [1], the obtained here im- 
pedance does not have not only a reactive component 
(curves 3,4), but also an active (resistive) component 
(Re(^)> 0) (curves 1,2). 

4.   SOLUTION OF THE ANALYSIS TASK 

The analysis task is solved by the method of integral 
equations (IE). These IE are obtained with the use of 
the Laurence lemma in the integral form [3] for each 
of the three areas: Vj, V-i, V^ (see Fig. 1). 

In order to evaluate a degree of the influence of re- 
sistive part (Re(Z) > 0) of impedance Zca;) on the 
attenuation speed of the field along the impedance 
structure, in Figs. 3 and 4, there are shown laws of 
distribution of H,{x) related to the field H,^{x) 
above the ideally conducting plane (H,{x)/H,„{x)), 
for a a = 0.125/:; and a = 0:25k at Re(i) > 0 
(see. Fig. 3) and at Re(^) = 0 (see Fig. 4). 

As we can see, the presence of a resistive part of 
impedance not only makes worse the level of decoup- 
ling between antennas as it is stated in [2], but. visa 
versa increases it additionally by 5..10 dB. These con- 
tradictions are probably conditioned by different laws 
of impedance distribution obtained in this work and 
analyzed in [2] (in [2], this law is uniform). The re- 
sults of solution of the synthesis task show that the 
greater attenuation of the field is reached with the 
greater speed of impedance growth [1] (generally of 
its capacitance part) (see Fig. 2). However, the speed 
of impedance growth (steepness of the curves in 
Fig. 2) can not be made endlessly large because of 
construction constrains for the precision of structure 
manufacturing. In work [1], in order to increase the 
decoupling (increase the speed of impedance altera- 
tion), there is proposed to substitute the monotone 
growing impedance by its several periods. 

The quantitative research have shown that the pres- 
ence of areas with a zero impedance on the surface 5, 

leads to the fast growth of magnetic field H,{x), like 

the behavior of the field above the heterogeneous ra- 
dio line. This is seen from Figs 3 and 4 in the areas 
with X > L, where the impedance structure ends and 
the conducting surface begins. Similar phenomena are 
observed in all areas, where the values of reactance 
are close to zero or are positive (0 < ImZ < 21). 

Probably, the presence of a receiving aperture antenna 
will also lead to the undesirable reduction of antennas 
decoupling because of inhomogeneities created by the 
aperture receiving antenna itself 

N 

\ 
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In Fig. 5, there is the law of complex impedance 
distribution, which provides falling of the field by the 
law (3) at a = 0.5k for antennas in the form of open 
ends of the waveguide (see Fig. 1) with aperture di- 
mensions a = 6 = 0.2A and the distance between 
them L — X . Behind the receiving antenna on the 
section, which equals to the wave length, impedance 
covering is realized. In Fig. 5, a zero impedance cor- 
responds to the location of antenna apertures. For this 
geometry of antennas arrangement, in Fig. 6, there are 
graphs of distribution for different values of attenua- 
tion coefficient H^{x)/ H^Q{X) a (of impedance). 
Here curve 1 corresponds to a = 0.5A;, curve 2 to 
a = 0.75k and curve 2 to a = k. The analysis of 
the calculation results shows that the aperture of the 
receiving antenna significantly (by 10..30dB) raises 
the level of the entire field in its' aperture, remaining 
practically unchangeable for all the a > 0.75k . 

In addition, the area of the surface behind the re- 
ceiving antenna practically does not influence on the 
behavior of the field between the antennas. Thus, the 
further increase of antennas decoupling with the help 
of impedance synthesized by the level of the complete 
field attenuation without taking into account the re- 
ceiving antenna, is impossible. It is possible to addi- 
tionally increase antennas decoupling by means of 
reducing the sizes of the receiving antenna aperture 
(b). In Fig. 7, there are graphs, which are similar to 
those in Fig. 6, but for b = 0.02A. As we can see, 
this measure (reduction of the aperture heterogeneity) 
has led to additional reduction of the field by 10 dB. 

Fig. 6. 
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It could be expected that the increase of decoupling 
between antennas can be achieved by means of di- 
rected properties of the transmitting antenna through 
the increase of its aperture dimension (dimension a, 
see Fig. 1). However, as the numerical research 
showed, the growth of the aperture dimension from 
o = 0.2A to o = 2.2A did not lead to significant 
falling of the field in the aperture of the receiving an- 
tenna. It is demonstrated in Fig. 8 for the task parame- 
ters: a = 2.2A , b = 0.2A, L = X and Fig. 9 for 
a = 4.2A, b = 0.2A, L = A . In both cases a = k. 

Further research have shown that for effective re- 
duction of coupling between closely located aperture 
antennas on the same plane, it is required to state and 
solve the task of synthesis of the surface impedance 
taking into account the presence of the receiving an- 
tenna aperture. 

5. CONCLUSIONS 

Thus, the task of synthesis of impedance structure has 
been solved. The structure provides the faster attenua- 
tion, than it is above ideally conducting surface. It has 
been shown that the presence of a resistive component 
in the impedance distribution law additionally in- 
creases the degree of antennas decoupling by 
5..10dB. It has been shown that depending on the 
aperture dimensions of the receiving antenna, anten- 
nas decoupling with the help of synthesized imped- 
ance without taking into account the receiving 
antenna, can not exceed -30..-50 dB, what is con- 
nected with the inhomogeneities caused by the aper- 
ture receiving antenna in the line of propagation of the 
wave radiated by the transmitting antenna along the 
plane where antennas are located. The growth of the 
dimensions of the aperture transmitting antenna (the 
increase of its directed properties) does not influence 
on the absolute level of the field in the receiving an- 
tenna aperture. In this case, decoupling grows only by 
means of the increase of the radiated electromagnetic 
wave power, which is proportional to a, at the un- 
changeable power of the received wave. 

Thus, further increase of decoupling between an- 
tennas can be achieved only by means of solving the 
task of synthesis of the impedance surface in the pres- 
ence of the receiving antenna. 

The obtained laws of impedance distribution can be 
used as the independent solution of the task of EMC 
provision, as well as the first step in further optimiza- 
tion of the structure with the help of non-linear pro- 
gramming methods. 
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Abstract 
The aim of synthesis of anisotropic impedance plane reflecting a plane uniform 

wave in a given direction at the desired polarization is solved. The distribution of the 
impedance is expressed analytically and constitutes a periodic structure. The restric- 
tions on the class of the allowable scattering patterns are formulated for the reactive 
values of impedance. The reflection coefficients of the no uniform anisotropic im- 
pedance plane are obtained. Numerical results are demonstrated. 

The aim of the paper is to receive an impedance tensor 
and reflection coefficient of a heterogeneous anisot- 
ropic impedance plane that reflects an incident elec- 
tromagnetic wave in the adjusted direction and on the 
required polarization in analytically closed form. 

Let's consider the solution of the next problem. 

Suppose the flat electromagnetic wave E', H' falls 

to the heterogeneous anisotropic impedance plane S 

with impedance tensor Z from the direction (^'. 

The Leontovich impedance boundary conditions 
are carried out on the surface S (y — 0): 

[n,E]   =-Z[n[n,H]]. (1) 

Let's consider the impedance as an often array of 
the orthogonal impedance strips ZE,ZM focused at 
angle of a to an axis z (fig. 1, 6). It is necessary to 

find components Zg, ^M ^"d a of Z tensor of the 
passive impedance providing the adjusted mode of 
wave reflection from the surface y = 0 . 

Let's enter the local coordinate system (see Fig. 16) with 
basis  vectors   v, u, n     (n = [v, u];   (v, i) = cosa ; 

vA 

ly- 

z 
:s...^^.. 

E 

(pi    p'' 

H' 

(2) 

(u, i ) = sina). In the given basis the impedance ten- 

sor Z will take the next diagonal form: 

(ZE     0 ■ 

0     ZM 

where E^ = -Z^H^,; E„ = ZMH„ ; V and U are 

the components of vectors E and H . They are con- 
nected by the next ratios: 

\E,,        f sina 

\Ej,    ~   -cosa 
■E-r, 

H,i 

sma 

-cos a 
H, + 

r cos a 1 

sina 

cosai 

sina 

■E.; 

H. 

If analytical performance of a required field (E,H) 
is known for 2/ > 0 the required distributive law of 

the impedance can be received directly from boundary 
conditions. 

Further let E vector and tensor impedance ele- 
ments ZE, ZJ^ be normalized in relation to charac- 

teristic resistance of the free space W . 

X A 

X 

a) 

Fig. 1. 
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The feasibility of the passive impedance (2) 
(KSZE >0; ReZji/ > 0) assumes the following 
form: 

nelH.E, - H,E,] 

(3) 

The in equations (3) are the conditions of a physi- 
cal reliability of the passive reflectors class. 

Let's present the fields in the form: 

When 

where e;=i%;e.= l^'^- 
k dy '^^      k dy 

of cosines of the incident and reflection angles 

{^E - i^E}E,, 

- is a combination 

^H = 
1    dlH,\_ 

k\H,\   dy ; ^E = 
k\EA   dy   \E,\- 

As a result the in equations (3) have the next form: 

^H\H,f+^E\E,f>0; (4) 

tg2a < 2^-^E^f, /[cosxil + ^E^H + ^^^E) + 

+ smx{^E^H -^H^E)], 
(5) 

where X = ipE - ipH ; ^B^H < 0. 
Let's consider the most practically interesting task- 

the synthesis of passive impedance. In this case the 
equations (3), (4) and (5) become equations. 

The analysis of the conditions (5) shows that the 
orientation of the impedance strips on the surface is 
the ftinction of coordinates a(a;). Let's consider the 
conditions under witch an angle a is constant for 
case when the incident and the reflective waves are 
flat uniform waves ($£ = 0; #// =0). In this case 
the equation (5) has the following kind: 

tg2a yFUU 
'COSX{1 + ^E^H)' 

As we see the angle a becomes a constant only in 
the next three cases: 

, when X = 0 ; 1.      a = 0.5arctgl2^Sii. 
1    l + ^B^H. 

2-     o = % . when ^E^„ = -I. It's the case of 

normal angle of the incident and reflected waves; 
" = /4 , when X = ±% for any values of ^E and 

^H under condition II'E = rpfi ^ Vo, i- 

e- ^H = -^E ■ The components of the tensor are con- 
stants for this case: 

ZE = -i; Zf,f = i. 

Let the incident wave be H-polarized {El = 0): 

Let the reflected field be the flat uniform wave as 
well but be E-polarized {HI = 0): 

where £„ = |i^o|e'"'"; V-o = const; v?„ - the angle 

of reflection. 
Then ^E =^H -^', ''PH - k{xcos<p, + ysini^,); 

i'E = -k{xcosipo + ysiiKfo) + ■^^^■,    (_„ = sin 93,; 

is = -sin^^o; X = ■00 - kx{cosip, + cosipo). 
As a result the conditions (4), (5) have the next 

form: 

sin (p,\Hif = sinyJul^lP; 

tg2a 
■yJsitKfj sin^d 

(6) 

cos x(l — sin ip, sin 90)' 

The equation (6) is the energy balance equation. Ac- 
cording to the equation (7) the angle a is constant only 
in case of mirror reflection (cos^, +003930 =0) 

X = ■00 = /4 • ^" ^'^'^ '^^se a is equal to 45° . 

Thus, the impedance structure does not depend on 
the incident direction in case of mirror reflection with 
plane-of-polarization rotation on 90°. The reflected 
and incident waves meet the next condition: 

E, 
yjsmipa 

Note, realization of often array of the orthogonal 
impedance strips with vary orientation is a very com- 
plex task. Therefore, let the angle a be constant and 
equal to 45° . Then the condition (3) becomes: 

Re{H,E,-H,E,} = 0. (8) 

It is obvious that there must be a wave with the 
same polarization as incident wave in the reflected 
field, i.e. 

Under the equations (6) and (8) the waves ampli- 
tudes are meet the next equations 

m' = sin(fi sinv^) — 1 
•ffo; ■£() = 

±2sin(^, 
1 + sin ip,sm(po""'    "     1 + sin ip, sin tpb 

And tensor's components are: 
i 

m. 

Zp. = -tgX\ ZE = -- -ctgx-     (9) smi^o ' ' sinv'o 

According to expressions for HI" and E^^ the in- 
creasing difference between incident ip, and reflect- 

ing angles </?„ makes the efficiency of such reactance 
structure significantly decrease 

"n 
sin ^Q 
sni ip^ 

E-: 

Hi 
4 sin (pi sin yjg 

(1 + sinyj; siny^o)'^ ' 

This result shows an imperfection of widely used 
polarizes consisted of parallel metal filaments system. 
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a) 

Fig. 2. 

Reflection coefficient. 
Let's consider the reflection coefficient of the sys- 

tem P,„,„ (m,n =1,2) 

E'z = PuK + P12HI ;ff| = P21EI + P22HI.    (10) 

According to the Maxwell's equations and equa- 
tions (2) — (4) P,„ „ are the next: 

Pji = [ZEZM sin ipi - sin(/3o + 

+Zi:{sm^ asinipi sinipo — cos^ a) + 

+Znf{cos^ asiiK^j sin(pQ — sin^ a)]/A; 

P22 = [sin (fi - ZEZM sinvo + 

+ZE (sin^ a sin yjj sin <^o — cos^ a) +      (11) 

+ZM{COS^ asimpi siiK/^o ~ sin^ a)]/ A; 

P12 — sin a cos Q:(sin (^; -|- sin(/3o) x 

X(ZH-ZE)/A; 

P2I  — -Pv2> 

where 

A = sin(/5o(l -I- ZEZJJ) + ^^(sin'^ asin'^ ipo + 

-t-cos^ a) + Zj^ (cxys^ a sin^ (po + siii^ a) 

Reflected field. The reflected field is shown below: 

' FIE{V)    FxEivY 

is the scattering pattern for the matched polarization, 

and FXE{V) , FxHiv) are for the cross polarization. 

According to (11), (12) the scattering matrix F is: 

F{(p) = -(sin(^ -t- sinipi)J U{x)A-V-''^"^f-'^'fi-^dx, 

where F(ip) = 

Hf\kr)F{ip), (12) 

; F\\E{^),F^\H{<P) 

b) 

where £/ is a matrix 2x2, which consists of the next 
elements: 
%2 = —■"21 — sinQ;cosa(siny3 -I- sm.(pQ){ZE — ZM)', 

Uii = PiiA + (siny) - sin(p,){ZEZM + Z22 sintpo); 

■u-22 = P22^ + (siiK/? - sinipi){l + Z22 sin 1^0) • 
Let's consider the case, if the impedance is passive, 

i.e. ZE ^~~ ^-^E » Zf{ = ^-^i? • 
The reflection factor Pjj must be equal to zero to 

provide the full reflection of E-polarized wave with 
the necessary polarization rotation. P22 must be equal 

to zero in the case of H-polarized wave. 
At that the tensor's components XE , Xj^ and the 

angle a meet the next conditions: 

XM = -sinifo^i/XEsinififl, 

sin ipifl (X| + sin^ 9?o,i) (^ 3) 
tg'a = 

sin(po^i{l + XE sin^ ipifl)' 

where the first subscript is for the E-polarized wave, 
and the next is for the H-polarized wave. 

The reflected field is the flat wave with cross po- 
larization if 

XE{X) = 0.5(-^ ± VFT4dn^dn^)/sin<^i,o,(14) 

where ^ = (1 + simpi sin(pQ)ctg[kx(cos<Pi + cos(po)]. 

Let's find out the components of the impedance 
tensor from the (13). 

At that the scattering factors of the finite structure 
with L width (are not taking into account the edge 
effect) are 

sin Ui 
F„ {(fi) = 0.25kL{sin(p — sincpi 

F±i<p) = 0.25^i(sinyj + sirnpo] 
sirnpi ±0.5 

sin<^o , 

(15) 

sin UQ 

(16) 
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trace 1 
trace 2 

a) 

Fig. 3. 

where F^ (v?) is scattering factor for the matched po- 

larization; Fji_{ip) is scattering factor for the cross 

polarization; f/,,o = -rkL{cosip ± cosipifi). 

According to the formula (15) the involved struc- 
ture is equivalent to the Kirgof s black body. 

The scattering graphs calculated under the formulas 
(15), (16) are shown on figures 2a,b. Here the trace 1 
is fl, trace 2 is F, , L = b\, y^, = 90", 

^0 = 30" (Fig. 2d) and yj, = 30", <po = 90". 

There are the same graphs on the figures 3a,b for 
the case of structure with fixed orientation 
(a = 45"). 

As is shown in the case of fixed angle a = 45" 
the level of the main lobe for the cross polarization is 

b) 

slightly smaller (on -0.5 dB) and the level of side lobe 
for the match polarization is greatly higher (upon to 
-10 dB) then the angle isn't fixed. 

Thus the formula for the tensor of anisotropic im- 
pedance witch reflects an incident electromagnetic 
wave in the adjusted direction and on the required 
(cross) polarization is given in analytically closed 
form (13), (14). The obtained scattering factors of 
anisotropic impedance plane are different from what 
are known for a homogeneous plane. The restrictions on 
the class of the allowable scattering patterns are formulated 
(3)-(7), (8) for the reactive values of impedance. 

The obtained scattering factors can be used while 
designing of complex form reflectors in approximate 
approaches  (e.g.  physical   optics  approximations). 
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Abstract 
The scattering parameters of waveguide-slot radiators and coupling elements in 

the presence of ohmic losses in the system are under consideration. The problems of 
accounting dielectric losses and waveguide walls finite conductivity are solved in the 
cases when waveguides or slots are partially or fully filled with a lossy dielectric or 
are empty. The cases of dielectric slab position parallel to the narrow walls of a rec- 
tangular waveguide and broad ones are considered. The questions of eigenwaves or- 
thogonality are discussed, the behaviour of eigenvalues of dominant wave and higher 
ones is studied. The ohmic losses of energy in the waveguide region containing a slot 
are investigated. 

1. INTRODUCTION 

Feeder lines with dielectric filling are used in pur- 
poses of devices miniaturisation. The theory of 
waveguide-slot radiators developed mainly under as- 
sumptions of an ideal dielectric and infinitely con- 
ducting waveguide walls. The slots electrodynamic 
characteristics in the presence of ohmic losses due to 
the dissipative dielectric and finite conductance of 
waveguide walls were not studied at all. The 
waveguides dielectric filling may be full or partial. 
The last one provides the additional degrees of free- 
dom for the controlling the devices characteristics. In 
this paper the waveguide-slot radiators or coupling 
elements are considered with accounting losses in the 
dielectric, which fully or partially fills the waveguide 
or the slot, and losses in the imperfectly conducting 
waveguide walls. It is important to emphasize that not 
only the dominant wave but also the higher ones are 
responsible for energy losses. The slots scattering 

(a) 

(b) 

,^      a y. 
J< ^-r     ; ,bi y} 

jb c2.   , b2   ' 
>' /-es    ; .b3 

Fig. 1. 

characteristics are of interest. The main problems, 
which had to be solved, were as follows: 
• investigation of full spectrum of eigenwaves in a 

waveguide partially filled with dissipative dielec- 
tric; 

• clearing up the question of eigenwaves orthogo- 
nality; 

• solving the excitation problems for slots in the 
waveguides with dissipative dielectric slabs and 

• for slots, partly filled with dielectric; 
• definition of energy losses in the vicinity of slot, 

caused by no ideal dielectric and waveguide walls. 

2. EIGENWAVES. 

Two types of a waveguide partial dielectric filling 
were considered (see Fig. 1). 

The eigenwaves of such waveguides are the LE- 
and LM-modes relating the plane y^z in the case (a) 
and x^z in the case (b). The dominant waves in these 
cases are the i£io-mode (a) and IMn-one (b). The 
complex eigenvalues of these modes and higher ones 
can be found from the corresponding dispersion equa- 
tions. The numerical realisation of a complex value 
problem for the structures having lossy dielectric is 
much more complicated then one in the case of an 
ideal dielectric. The power damping factor 2/i", 
where h = h' - ih" is a complex longitudinal wave 
number of a dominant mode, depends on permittivity 
e' - ie", tg8 = e'/e", geometrical parameters and 
operating wavelength A. The Napier per meter values 
of 2h" , are presented in Fig. 2(a) and Fig. 2(b) for the 
cases (a) and (b). 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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Here Ac is a cut-off wavelength of the dominant 
mode when tg<5 = 0. The data in Fig. 2(a) are ob- 

tained for £' = 16, tg5 = 10-2 and various 

02 /a = 0.05; 0.25; 0.5; 0.7; 1 (curves I, 2, 3, 4, 5 

correspondingly), in Fig. 2(b) — for the same tgb 

but e' = 5 and h^lh = 0.1; 0.3; 0.4; 1.0. The curves 

Ih" as functions of A/A,, are not monotone. It is 

seen, that at the boundaries of operating band the 
damping factor increases in Fig. 2(a) more rapidly 
than in Fig. 2(b). This is probably because 

e'(a) > e'(6) and the operating band in case (a) is 

sufficiently larger than in case (b). The last fact is 
illustrated in Fig. 3, where the differences b\ be- 
tween cut-off wavelengths of a dominant mode and 
nearest higher one normalised on 2o are presented 
(the curves 1,2,3 correspond to t' = 10, 16, 20, 
primed figures are used for the case (b), the double 
primed — for (a)). 

In the case of higher modes, denoted with indexes 

\i, V it is reasonable to investigate Re/i^,„ = h\,„ 

which is equal to zero when tg(5 = 0. When 

tg5 = 10", 10"^ 10"' it occurred enough to account 

the number of highest modes r = ^fjj^~+^ witch 

approximately equals 1, 10, 25 correspondingly. This 
assertion is valid for both the LE- and iAZ-waves 

3. PECULIARITIES OF BEHAVIOUR OF 

DISPERSION EQUATIONS FAR ROOTS 

The far roots of dispersion equations for LE- and LM- 
waves behave in different ways. The transverse ei- 

genvalue a;^(^) = ^Jk^TT}^ of high-order IE- 

modes tend with increasing— /z and v to fiir/a in 

(a)-case and to i/Tr/b m (b)-case, where fi. and i/ are 

numbers of the dispersion equations roots. So, starting 
with /f (I/) > n.,, where n^ depends on a concrete 

structure one can use a,, = fin/a or a^ = mr/b 

instead of the corresponding root of the dispersion 
equation. Some other situation takes place in the case 

of Z,A/-waves. The far transverse eigenvalues a^^^ 

oscillate around the straight line a^ = UTX /h not 

approaching asymptotically to it. 
In Fig. 4, the solid and dotted lines show the behav- 

Fig. 4. 
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Fig. 5. 

iour    of the    differences    {a^^^ -in:/h)    and 

(a^^ - PIT/h) depending on the number  v. The 
similar situation is observed in the case (a). Such be- 
haviour of LM- transverse eigenvalues causes compli- 
cations in the process of determining the resonance 
length of a slot in a waveguide partially filled with di- 
electric. It was discovered some peculiar process of 
numerical results convergence. In order to obtain the 
stable result it is necessary to use the even number of 
"half-waves" in the a^^^ -dependence as a function of 
number v. When the quantity of terms in the series is 
very large and the "half-wave" group of terms does not 
change the previous result, this rule may be neglected. 

4. ORTHOGONALITY PROPERTY OF 

ElGENWAVES. 
It is known that there are two aspects of orthogonality 
of eigenwaves in a waveguide — the energetic or- 

thogonality and the mathematical one [1]. If .B'', 

F'' and E''', F''', the electric and magnetic fields 

of /i - and jjL' - modes, satisfy the equality 

^ s (1) 

(z" is unit vector along z -axis, 5 is a cross section 
of a waveguide), these modes are energetically or- 
thogonal. If the equality 

J s 
(2) 

(without complex conjugation at F'' ) is satisfied, the 
mathematical orthogonality takes place. Both kinds of 
orthogonality are typical for eigenwaves in 
waveguides fully filled with dielectric both ideal and 
dissipative. It was shown that in waveguides partially 
filled with dissipative dielectric only the energetic 
orthogonality is violated for the eigenwaves of the 
same type but various roots of dispersion equation. 
Both energetic and mathematical orthogonality are 
always saved between LE- and iM-modes. 
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Fig. 7. 

When two waves are not orthogonal their resulting 
flux of energy consists of sums of two own fluxes 
P\\ + -^22 and two mutual ones P^^ + ■P21 • TT^^ last 
sum changes its sign along z -axis (see Fig. 6). Due to 
this the resulting flux of energy decreases more or less 
rapidly along z -axis. It means that dielectric in the 
waveguide is heated inhomogeneously. At the steep 
parts of the line representing total flux it is heated 
more, at the slanting parts — less. 

Here the flux P12 + P21 is presented forl-jBio and 
^£■30 - waves interaction under assumption of 3-mode 

regime, e' = 16, tg5 = 10"^. 

5. SLOTS IN A WAVEGUIDE PARTIALLY 
FILLED WITH DIELECTRIC 

The case Fig. 1(b) was chosen for studying electrody- 
namics parameters of a transverse slot in a broad 
waveguide wall. The eigenwaves method was used for 
solving the excitation problem. The electrical length of 
resonance slot 'lll\^s was analysed when dielectric 
slab with increasing width was situated under a slot 
(Fig. 5, curve 1 for 61), on the opposite wall (curve 2 for 
63) and when the slab of thickness 2 mm was shifted 
from the upper wall where the slot is cut to the lower one 
(curve 3). It is seen that lljXts diminishes with in- 
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creasing the slab width. It happens very quicl<ly when 
dielectric is near the slot and at first slowly enough and 
afterwards quickly, when the slab is against the opposite 
wall. The behaviour of radiation coefficient in the operat- 
ing band is shown in Fig. 8 for slots of length 21=16 mm 
and 21=10 mm (primed numbers). The numbers 1,2,3 
correspond to b 1=2 mm, 4 mm, 6 mm for both slots. 
These results are obtained for the case of an ideal dielec- 
tric (tgS = 0 ). When the losses appear in the slab siUi- 
ated near a slot the radiation coefficient noticeably 

diminishes (Fig. 8, curves 1', 2', 3' for tgS = 0,10"^ 10"', 
2/ = 16 mm, 6i = 4 mm) Curves 1", 2" and 3" show 
coefficient of losses C for these tg6. When the same 
dielectric slab adjoins to the opposite wall the losses with 
tgS = 10~2 practically are not noticeable (Fig. 9). 

The maximum (   observed at the resonance fi-e- 
quency [2], 

6. SLOTS PARTLY FILLED WITH 
DIELECTRIC 

In slot antenna technique sometimes controlling ele- 
ments (for example p-i-n-d\o6es) are put into a slot. 
This controlling element may be modelled as a lossy 
dielectric slab in the slot. It is interesting to know how 
much energy is spent in the dielectric slab. 

The problem of two waveguides coupling trough a 
transverse slot with dielectric slab has been solved. The 
waveguides were supposed to be rectangular, the slot 
was cut in their common broad wall. Elements of scat- 
tering matrix of the given coupling element were calcu- 
lated using a set of LE^„ - functions for approximation 

the field in the slot. It has been shown that the slot 
resonance wavelength in the presence of dielectric slab 
is shifted to a more long wavelength and practically 
does not depend on tgS. Due to the losses in dielectric 
some part of energy is spent on its heating. The ohmic 
losses of energy (C = J^,„, / p^„) increase with permit- 
tivity £ . The character of this change is complicated 
enough. At fijll filling slots with dielectric having vari- 
ous e and choosing slot lengths providing the reso- 
nance at the same frequency we have the following 
results when tgS = IQ--''. The values of C inside the 
intervals of e fi-om 1 to 2,2 to 5, 5 to 20 do not exceed 
values 0.7 %, 7 %, 10 %. It is seen that in the last inter- 
val the growth of losses is slowing down because with 
increasing e the slot length diminishes very much. The 
similar dependence of ( as ftjnction of e is saved at 
the partial filling of the slot with dielectric. Under con- 
dition of constant slot length and resonance frequency 
with increasing e. are not changed. At the interval e 
changing fi-om 2 to 5 in spite of slab size decreasing ( 
is growing like in the case of full filling. At the great e 
the slab is very small but nevertheless the field is con- 
centrated in dielectric. This causes increasing of ^ as 
by the full slot filling. 

At the simultaneous variation of the slot length and 
resonance fi-equency (when the slab size is constant) 
the level of losses depends on the degree of slot filling 
with dielectric. The higher it is the greater are losses. 
It is well seen in Fig. 10 where the radiation coeffi- 
cients \S^ I (curves 1, 2) and coefficient of losses C 
(curves 3) are presented for e' = 16, slab width 
1 mm. Primed and double primed numbers of curves 
are used correspondingly for the slots of length 
21 = 10 mm and 2/ = 17 mm. The curves 1, 2 are 
used for the ideal (1) and lossy (2) dielectric. It is seen 
that    losses   shown    in    Fig. 10,    calculated    for 
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tgi5 = 10"'^ at the resonance frequencies have the 
level about C = 7 % for the slot 21 = 10 mm and 
( = 2,5 % for the slot 21 = 17 mm (curves 3). Here 
the mode LE^o in the slot is resonance. 

The frequency characteristics of radiation and loss 
coefficients when i£3o-mode is resonance are shown 
in Fig. 11. Here the slot is almost flilly filled with 
dielectric (nearly 0,7 of its length) It is seen that the 
level of losses is much higher here. Even at 
tgS = 10"'^ they are noticeable (C = 7,5 % at reso- 
nance). When tg5 = 10-^ we have C = 25 % 
whereas \Ss f is less than 15 %. The bands of radia- 
tion in these cases are very narrow. Thus, it means 
that if super-narrow high quality radiation band 
(C < 1 %) is needed (which can be obtained at reso- 
nance of the third harmonic [3]) it is necessary to use 
a super high-quality dielectric with tgS < 10~®. 

7. OHMIC LOSSES IN A WAVEGUIDE 

WALLS NEAR A SLOT 

Losses of power in waveguide walls due to their finite 
conductance were calculated in the region of longitu- 
dinal slot cut in the broad wall of a rectangular 
waveguide, excited with a wave //lo- The expressions 
for the field excited by the slot were modified using 
the complex longitudinal wave number according to 
[4]. The electric field inside a skin-layer was found 
using the approximate Leontovich boundary condi- 
tions. The problem was solved using the approach of 
approximation the field in the slot with the fiinction 
F cos (TTM / 2/) / rf, where « is a coordinate along the 
slot counted off its center, V is an amplitude coeffi- 
cient having a sense of the voltage between slot edges 
where u = 0, d and 21 are the width and the length 
of the slot. The finite thickness of the waveguide wall 
was taken into account. The power lost in the copper 
walls of a waveguide with cross section 23 x 10 mm 
at scattering dominant mode field by slots of length 
13, 16 and 19 mm is represented in Fig. 12 (the 
curves 1,2, 3 correspondingly). 

Here the ratio C = -Pioss / Pw is shown in the oper- 
ating band of the waveguide. It is seen that the losses 
increase at resonance frequencies of slots and near 
cut-off wavelength. These losses are appreciably 
greater than ones in the waveguide without a slot 
(curve 4). In systems having many slots these losses 
have to be taken into account. 

8. CONCLUSION 

As a result of investigations carried out it was shown 
the following. In a waveguide filled with layered 
lossy dielectric the orthogonality of eigenwaves is 
violated. In multimode regime it leads to an inhomo- 
geneous dielectric heating along the waveguide axis. 
If tg^ < 10"^ this effect may be neglected. In the 
presence of inhomogeneities losses of energy grow 
due to higher-order modes. They grow with permittiv- 
ity s  and with nearing dielectric layer to the slot. 

0.542 0.543 0.544 0.545 
Wx 

Fig. 12. 

Losses in confrolling elements put into radiating slot 
are much greater than ones in a waveguide filled with 
imperfect dielecfric. Here tgS = 10"^ in the case of 
e > 10 may cause losses up to 25 % of incident wave 
power if the slot is resonance at the third harmonic of 
distribution fiinction of field in it. The losses due to 
the waveguide walls imperfect conductance are no- 
ticeable as well at the slot resonance frequency. 
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Abstract 
Tiie basic principles of space-borne two dimensional synthetic aperture micro- 

wave polarimetric interferometer function are considered. The main advantages of 
tiiese systems over the well-known systems ESMR, SMMR and SSM/I are: a high 
rate of the observation scene image construction; the fine angular resolution: besides, 
they have no movable onboard construction elements on the spacecraft board like the 
scannmg antenna, and etc. The advantages of the synthetic aperture systems with 
hexagonally sampled interferometric radiometers are discussed. 

Keywords: microwave emission: antenna configuration; synthetic aperture: spacecraft 
visibility function; angular resolution; radiometric sensitivity. 

I. INTRODUCTION 
The Earth both atmosphere and surface microwave 
emission Stokes vector measurements require both a 
high spatial resolution sources emission and a high 
radiometer receiver sensitivity [1]. A continuous pro- 
gress in the digital signal processing device technol- 
ogy, as well as in the radiometric signal processing, 
allows one to hope that the combination of high sensi- 
tive polarimetric millimeter-wave radiometers and the 
techniques of digital synthesis two-dimensional aper- 
ture does provide both the space and radiometric reso- 
lution of the microwave sources. The microwave 
image of precipitation is obtained by means of the 2-D 
inverse Fourier transformation visibility function 
samples measured with the interferometer. The prob- 
lems of a similar type in radio astronomy are solved 
successfully since long ago with the multi-element 
interferometers and the Earth rotation [2-4]. However, 
the observations of the Earth surface from satellites 
are characterized by much shorter integration time 
than in radio astronomy. Besides, it is not desirable to 
have movable onboard construction elements on a 
spacecraft board, like the scanning antenna, and etc. 

Our aim is to show for some exemplary interfer- 
ometer configurations, that the digital synthesis of 
two-dimensional aperture based on the modem signal 
processing technology allow one to provide both the 
space and the radiometry resolution of the microwave 
emission sources, which is necessary for the solution 
of remote sensing current problems in the parameter 
determination of precipitation, sea surface state and 
the ground cover by the observations from spacecraft. 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 

2. THE BASIC PRINCIPLES OF A SPACE- 

BORNE RADIOMETRIC INTERFEROMETER 
OPERATION 

Let us assume that B is the base line; s{t) is the 

phase center position, b is the projection of B on the 
perpendicular to s{t) plane; a is an elementary 
square position vector on theground within the foot- 
print; rj is the irradiator response function of the ar- 

ray element y; E,E^ are the complex electric field 
strength vectors of the polarized and unpolarized part 
of the receiving wave, respectively; e^,e are the el- 

lipsis angles and ipj,il> are the orientation angles of 

thisy-th irradiator and the incident wave, respectively. 
Then the polarimetric radiometry correlator re- 

sponse to a distributed source is [2]: 

m = explJ2TT{Bs{t))]V{e,,,,e,,,i,,,,,i;,,,u,,,,v,),{\) 
where the visibility function is as 

'^(Sm.f„, Ai,i>in'U-,inUn) = J^ daexp[j2Tiba] X 

xfi3{a,b,e,£„,ip^,i)„), 

and the vector of a brightness temperature 

TBiS,b,e,„,e„,'ilj,„,'tp„) a 

ir,„-m,-Er+^,ir,„.r„)\E„f. 
The problem of synthetic aperture polarimetric in- 

terferometry is the retrieval of the surface distribution 

T[}{a,...) from the measured up values of V{...) by 

means of resolution of the inverse problem for (2). In 

equations (2,3) 7}j(-) is a combination of the bright- 

(2) 

(3) 



The Synthetic Aperture Method in the Environment Microwave Interferometer Radiometry 

brightness temperature Stokes vector components [5] 
{TJ,TQ,TU,TV}. 

On the other hand, in accordance with the Van Cittert- 
Zemike theorem [3], the visibility function samples 

V„„, (u, v) are the 2-D Fourier transform of the bright- 

ness temperature vector 7B(C,T?) variations (where the 
direction cosine with respect to x, y axes 
(^, T]) — (sin B cos (p, sin 6, sin (f)) within the image, it 
is found as the complex cross correlation between the 
analytic signals from two antennas (s,„(i) and s„(0). 
Let us assume here that the angle brackets {} denote 
time averages (an ergodic process is assumed), 
K„^, K„ are constants depending on the properties of the 
corresponding receiver chain, the normalized baseline 
coordinates {u,v) = (D,,,,Dj,)/A, AD = D„ - D^ - 

is the difference of distances from the two antennas to a 
point in direction {6,(j)), rn,n(AD/c) is a function that 
describes the effect on the correlation when the differ- 
ence in time between the signals is large, in radio asfron- 
omy it is called "delay", "bandwidth pattern", or "fringe- 
washing function", and it depends on the receivers band- 
pass voltage transfer functions F,„ (/), H^ (/) [3]: 

r„„,(AD/c) = F-i[ff„,(/ - m„ * if - /,)], 
where /. is the center frequency. For a rectangular shape 
filter response, r„„, (A D / c) = sin c(7rA/■ A Z)/c), 

where A/ is the receiver frequency bandwidth. The 
antenna pattern F„,{^,r]),F„{^,r]) includes the ampli- 
tude and phase ripples, that may differ from one an- 
tenna to another, 

AD/X « u sin 9 cos (p + v sin 6 sin (/>, (4) 

where A is the wavelength, 

yiu,nn,V,nn) = ^ E{s„^{t)s„{t)} = 

ric synthetic aperture pattern. For example, «+» - 
shape configuration make sure whole cover of square 
(«, v) -plane. Another example is a " T "-shape con- 
figuration where one of the cross arms is absent, 
therefore it fills in only half (u, v) -plane, but that is 
enough, due to the symmetry property (I'Hermite 
condition) of the visibility function 

V{u,v) = V * {-u,-v). (8) 

It is shovm in [3], there is simple antenna configuration 
which is formed by three equal length arms which have 
one common point and the equal angles between them. 
Besides, minimal abundance "F "-shape individual an- 
tenna configuration possesses valuable qualities. For ex- 
ample, synthetic beam width (angular resolution) is just 
the same for its different cross-sections of the beam. The 
shape of (u, v) - plane, covered by such configuration is 
hexagon, it is particularly important for the processing, 
because one can cover the total spatial frequency {u,v) - 
plane by hexagonal cells without gaps. In flie processing, 
due to property (8), it is enough to consider half {u, v) - 
plane only. " Y "-shape configuration is a simplest one, 
but not single. Examples of another synthetic aperture 
configurations with the total covering of hexagonal do- 
main within {u,v) - plane are presented in [8]. It is 
shown that such a configuration is, for example, hexagon 
with the equal length of the sides q + 1 (q > 2), five (of 
six) sides of it being filled by individual antenna, distrib- 
uted equidistantly with distance z . In this case hexagonal 
spatial frequency domain of radius 2q is covered. The 
number of individual antennas in this configuration is 
iV = 5^ -I-1, and the number of points within half base- 
line domain is TV;, = 3g(2g + 1). The synthetic beam 
shape in this case is determined by 

m,m) = Y^COS{{2-K/X)[lDu{n) + mDv{n)]}, (9) 

r+»?'<i 

m,v) = TB{^,II)K,„K„ 

T{^, rf) is the so-called «modified brightness tempera- 
ture vector». An estimation of the modified brightness 
temperature vector is obtained by means of the inverse 
Fourier transform of the product of the visibility func- 
tion and the weighing function W{u,v) [6,7]: 

m,v) = A W{u, 'inn) ^imi 

xexp[j2TT{u,„„i + v,„„r])]. 
A is a pixel area in the (w, v) plane. 

where A is the wavelength; I = sin ^ sin v?, 
m — sin 9 cos ip ; 9 is the angle with the interferometer 
plane normal; (p - azimuth; Du and Dv are the base 

^m\^jV)^n(^jV)- (^5) projection to spatial frequency axes u and v. Let 
a = 2qz is the hexagon side length within (u, v) plane, 
(, = a-Kl/X, T] = anm/X, then expression for synthetic 

beam shape fransformed to the following form 

$(^, T]) = (^ cos ^ cos(V377) — -JST] sin ^ X 
(10) 

xsin(V3r?) - Ccos(20)/[l2^(C' - 37?^)], 
This configuration antenna pattern is close to an- 

tenna pattern of continue circular aperture of "aver- 

)V{u.. 'inn 5 ^mn} 

(7) 

3. THE CHOICE OF THE ANTENNA 
CONFIGURATION 

Mutual disposition of individual antenna within an- 
tenna configuration must provide whole and regular 
cover of («, v) - plane, to synthesis maximal symmet- 

age" radius r,.p = (1 -t- V3 / 2)gz : 

$o(0 = ./i(2r,,0/M), (11) 
where Ji is the first order Bessel function. Eqs. (10) 
and (11) are distinguished only by side lobes. The 
main beam of circular aperture is close to hexagonal 
interferometer main beam. 
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The considered hexagonal configuration of indi- 
vidual antenna isn't the most effective. If some of 
antennas are transferred within inner domain of con- 
figuration then their number can be reduced. It is sug- 
gested to estimate the configuration efficiency by 3 
parameter, which equal to relation base quantity [8]: 

iV„,„^ =2.5g(5g + l), (12) 

3 = ^/A^m.x =0A8[l + 0.3/q + O{q-%{\3) 

TTie 3 value of this configuration changes from 0.545 
at g = 2 to 0.48 at large q. However if hexagon sides 
with length 2q are filled through one by three antennas, 
and one of antennas is placed in center, then this antenna 
configuration 3 =0.667, and the total number of indi- 
vidual antennas is equal 10. It is possible to construct 
hexagonal configuration with more value of 3. From 
geometry it is known that if number of polygon sides is 
more than 6, it is impossible to cover plane without gaps. 
Consequently there are no configurations of more degree 
symmetry than hexagonal, which provide regular (equi- 
distant) points accommodation within (u, v) plane. Con- 
figuration of individual antenna determines the necessary 
number of correlators for synthetic aperture. Thus in this 
case one can see advantages of hexagonal configuration, 
too. For example, abovementioned lO-elements configu- 
ration with g =2, 3 =0.667, which allow to measure 
30 spatial harmonics, allows to have 5 correlators. 

4. THE ADVANTAGES OF A HEXAGONAL 
GRID 

Hexagonal samples produced by the hexagonal configu- 
ration of antenna comparably reduce both the computer 
memory volume and the number of arithmetic operations 
in computer processing of visibility samples. Other ad- 
vantages of a hexagonal grid, in comparison with a rec- 
tangular one, are that in each record point of hexagonal 
lattice, there are six equidistant neighbouring points. 
Additional, it is shown [9], the hexagonal 2-D discrete 
fast Fourier transform (DFFT) may be determined and 
realized more effectively than the rectangular DFFT, 
because it needs 25% less operational memory volume 
and together with Rivard 2-D gives 25% economy in 
calculation time, too. 

Thus antenna hexagonal configurations, for exam- 
ple, "F"-, "+"-, or "A"- shaped, in synthetic aper- 
ture systems are optimal in construction sense and 
adequate optimal algorithms of measurement informa- 
tion massive processing are provided. 

5. THE OPERATION PECULIARITIES 

It can be shown that the interferometer observation 
scene radius r^ is limited by the relationship 

r. < i,(H/coseB,,„,Af), (M) 

where H (km) is altitude of spacecraft, and 
A/ (GHz), B,„„x (m) is array maximal baseline 
value. The individual antenna size d in mm (like A) is 
determined by the condition 

(X/d)H>r,. (15) 

For the integration time x (sec) we obtain 

T ^r,liv,„,mcose), (16) 

where t),,„, is the speed of satellite over ground (equal 
7.2 km/s) and m is the number of polarization measure- 
ments conducted during the observation fime of the scene. 

6. THE ANGULAR RESOLUTION 
In order to estimate the angular resolution of a syn- 
thetic aperture radiometer the ideal system array fac- 
tor is introduced (or impulse response to the point 
source, that is point spread function) AF°{^,r]) [6,7] 

AF'^i^ - ^\V - V') - fJ^^V{u,v)expiJ^)dudv ,(17) 

^ = 2n[ui^ - a + v{v - V% 

<^' = « + V)//,.. ^'^^ 
An estimation of the modified brightness tempera- 

ture vector is given by [6,7] 

Angular resolution depends on frequency band- 
width [7] 

^(^i^HB ^ (1 ^  WUanH^,/, (20) 
Aa%,„      '^ ' 3(Aa«3,/B)'' 

where W = Af/f,, Aa%^ji is the 3 dB bandwidth. 

As a first approximation of Aa^a,;^ , we can use ex- 
pression from [10] 

Aa°3rfB = A/5„„„. (21) 
The relationship for the pixel size is 

Px =AF/(5,„„^cos0). (22) 

From this equation one can calculate the value of 
■^mnx > if we assume that the other values are known. 

7. THE RADIOMETRIC SENSITIVITY 

If Aris radiometric sensitivity; and T;,^. = T^ -)- 7}? 

is the total «system» noise, where T^^TR are the an- 
tenna temperature and the receiver's noise tempera- 
ture, then [11] 

AT = 1 A ■mi 

{2Af-r,jj)"-'N,   A  ' 
(23) 

Ni,^ isanumberof independent baselines, and r^jf is 

the effective integration time. A,,,,, is the effective 

area of the synthesized beam, and the product Nt,A is 
the effective area of the antennas actually used in the 
array. Let us assume that L is the length of each arm 
of«T», «+» and «Y» arrays, and d is the width of arm 
(dimension of the individual antennas in the array). 
Taking into account also the possibility to improve the 
sensitivity by averaging pixels [II], we consider the 
attainable sensitivity of these type antennas at wave- 
length A = 22,5 mm, 8,6 mm, and 3,3 mm. For «r»- 
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Table. 1. Some calculated interferometer parame- 
ter values. 

A,, mm 22.5 8.6 3.3 
P±,m 850 300 100 

A/; GHz 0.113 0.105 0.091 

Teff^f. 3.73E8 3.47E8 3E8 

Bnmx> m 14.97 16.22 18.67 
d,m 0.18 0.0688 0.0264 

arrays   (y4.,j,« = I?, A = d^,Ni, = L/d)   with   the 
pixel averaging [11] we obtain: 

Ar = J-sys t^ \\/-2 

(^f'T,,,)'" y 
and for «+» cross-shape arrays ( AT/7I = ^^ 

L 
N, = 2i/2^) ^^^ 'T'-shape arrays (A,,^, =   ^ 

(24) 

A = d\ 
33/2 

i^ 

ql/2 
Nl 

91? 

2d 
-^) with the pixel averaging 

the same expression with factor -JQ, is true as well 
for the «T»-shape arrays. 

If we assume the following parameters: satellite al- 
titude H = 400 km, angle of observation 9 = 4-5°, 
radius of observed scene r^ = -50 km, number of 
polarization measurements m = 3, system noise 
temperature 7].,,s=1000 K, then we obtain from (16) 

r =3.3 s. Then if we would demand for the pixel size 
p^, we obtain the values of A^ d, B^„l^^,AT for 
each wavelength presented in tables 1 and 2. 

One can see from eqs. (14), (22), (23) that 
AT oc H/L, Af(xH/L, p^ocH/L, if 
r^ = const, therefore it is possible to improve sensi- 

tivity Arby making worse the spatial resolution p^. 

8. CONCLUSION 

Here, a theoretical base is built for the interpretation of the 
measurement results, which uses the generalized Van Cit- 
tert-Zemike theorem. In accordance with this theorem, the 
visibility function samples t^„j„ (u, v) are the 2-D^Fourier 
transform of the brightness temperature vector 7B(C,??) 
variations within the image. The visibility flaiction is 
found as the complex cross correlation between the ana- 
lytic signals from two antennas. The microwave image of 
spatial distribution of sources emission is obtained by 
means of the two-dimensional inverse Fourier transforma- 
tion of the visibility function samples, measured with in- 
terferometer. 

The optimal configurations of individual antenna, 
which allow to cover (u, v) plane by minimal abundance 
number of the visibility function samples, without over- 
lapping in a best way, are produced. These antenna con- 
figurations divide spatial frequency plane by hexagonal 
cells. It gives a chance to obtain the maximal symmetrical 
synthesized beam with the minimal level of side lobes 
after a computer processing. 

Table 2, Comparison of the sensitivity, calculated 
for several types of radiometers. 

Array A, mm 22.5 8.6 3.3 
«T» L,   m 10.6 11.47 13.2 
«T» Ar, K 0.28 0.49 0.91 
«+» L,   m 7.5 8 9.3 
«+» AT, K 0.33 0.58 1.09 
«Y» L,   m 8.6 9.4 10.8 
«Y» AT, K 0.358 0.628 1.1 

Synthetic aperture interferometer radiometric resolution 
may be improved by the computer processing, for exam- 
ple, with method of averaging pixels, or by receiver fre- 
quency bandwidth expansion. 

For frie computer processing of the hexagonal visibility 
samples, Revard's method 2-D DFFT (discrete fast Fourier 
transform) can be used. It allows one to reduce both flie time 
of calculations and the necessaiy volume of computer 
memory considerably, due to the hexagonally sampled grid. 

The results of the synthetic aperture microwave po- 
larimetric interferometer parameter estimations show that 
it is possible to measure from space the first three Stokes 
vector components of sea and land microwave emission 
with a radiometric resolution of 1 K if the radiometer re- 
ceiver bandwidth is 100 MHz. In this case a spatial resolu- 
tion of 0.5-1.0 km can be reached at the wavelengths of 
0.33-2.2 cm (frequencies of 90-13.5 GHz) with a length of 
10-15 m for the interferometer arms. The «}'»-shape ar- 
rays configuration is the most perspective because of the 
constructive advantages and the minimal abundance of 
measurements. 
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Abstract 
Tiic problem of the selection of the singularity of the Green's function spectral 

representation when calculating the mutual coupling coefficients of longitudinal elec- 
trical dipoles located near the impedance circular cylinder is solved. The current dis- 
tribution in the dipoles is approximated by the generalized modes. The calculation 
results of both addition value caused by the singularity and the mutual coupling coef- 
ficients for the case when two longitudinal dipoles are located near the impedance 
circular cylinder are presented. It is shown that the Green's function singularity ap- 
pear strongly in the Case of calculating the reactive component of self impedance co- 
efficients and mutual coupling coefficients of dipoles with moving off midpoints 
along the cylinder element to a distance equivalent to the length of the radiator. 

Keywords: impedance circular cylinder; longitudinal dipole; selection of the 
singularity of Green's function spectral representation. 

1. INTRODUCTION 

In many applied problems for example in calculation 
of the reconciliation radiator characteristics the neces- 
sity to use the set of generalized modes for the current 
distribution approximation appears in order to in- 
crease the accuracy of obtained results. The load- 
carrying construction often represents a circular cyl- 
inder which surface area has an impedance. 
The application of known calculation algorithms for 
mutual coupling coefficients for the electrical dipoles 
located at the cylindrical surface area as it is shown in 
papers [1-3] leads to the incorrect results for self im- 
pedance coefficients if we use the expression 

representation. The singularity is being used for repre- 
senting the elecfromagnetic field of the dipole placed 
near cylindrical body, and leads to an instable solution. 

2. FORMULATION OF THE PROBLEM 

The algorithm for calculation of mutual coupling co- 
efficients for longitudinal electrical dipole placed near 
circular cylinder proposed in this paper is based on the 
selection of singularity of the Green's ftinction spec- 
tral representation. This algorithm permits to exclude 
divergent integrals from the solution when using more 
general radiator current approximation by generalized 
modes. 

2.1.  MODEL 

Let's carry out the analysis of the known expression 
from [1] for calculation of the mutual coupling coeffi- 
cient Zs,„„ of two longitudinal dipoles: 

Zs, 
1 

l^'l   l^n"l 
I        e+Az 

to determine current approximation /„(f) at n- 

radiator. In formula (1) following notations are used: 
^ = {p.^i^l's radius vector of an arbitrary point in 

the      cylindrical      coordinate      system 0/9i/5    z\ 

''" = {Prn^n^n} 's coordlnatcs of the midpoint of 

n-radiator; 6{) is Dirac delta-ftinction; A^,,   B,,are 

unknown complex magnitudes of current harmonics 
which are determined out of the boundary conditions 
on the surface of the electrical dipole. 

The error mentioned above as it was shown in [4] is     ^J ^'W /  hn{z') 
caused by the singularity of the Green's ftinction spectral 

J(^if3p,l3p'-^,^<): 

e+Az 

xG^('y,z,z')dz'dzdj- (2) 

-27rzX^Res(GV(^,A/5,p';^,V'))x 
n 

e        e+Az 

•I 
-e       -e+Az 

Gz{l,i,z,z')dz'<k 

0-7803^7881-4/03/$17.00 ©2003 IEEE. 
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where i is the dipole arm length; A^ = z„ - z,n; 
I Jo I,   |/o" I are the current magnitude at feed points 

of the n-th and m-th radiator, respectively; 
•^n(')>   Imi-)^^^ the functions that determine current 

distribution in radiators; Gvi^zSre the transversal 
and longitudinal components of spectral representa- 
tion of Green's function, respectively; k = 27r / A ; 
7 is the longitudinal wavenumber; /3 is the transver- 

sal wavenumber (^^ = A;"^ - 7^);Ais the wave 

length; «is the imaginary unit; (p',yi',z')are the ra- 
dius vector coordinates of integration point in the cy- 
lindrical coordinate system; Res(-) are the residues of 
the integrand calculated at the poles of the func- 
tion Gr^; L is the integration contour. The integration 
contour form for the considering problem geometry 
and techniques applied to find poles are more detailed 
in [5, 6] so thus are not analyzed here. 

2.2.  EXPRESSION TRANSFORMATION 

Next transformations in known algorithms are con- 
nected to the application of the operator 
(A;'^ + d"^ /{dz^)) to the longitudinal component of 

Green's functionG^Q = exp(-i7|2 — 2'|). How- 
ever, in the case of the generalized current modes ap- 
plication the cofactor 0^ for p = p' > 1 causes the 
appearance of the poorly convergent integrals in (2). 
To improve the convergence we'll exclude the ap- 
pearance of this cofactor by reducing the derivative 
order of the Green's function longitudinal component 
by implementation of the double integration by parts 
to the expression: 

Zsnm = jG^{(3p,f3p';(p,(p') 
IM     A2 

AiF   AZ 
d'y — 

-2mJ2lies(Cyif3gPJgP';ip,^')   ) 
Ah     A2„ 

A2g A3g 

(6) 

and integrations  Kl, K2   for the block elements 

Al - AZ (the block matrix with dimension P x P 
describes the coupling of n -th and m -th dipoles atp- 
th and p' -th modes) can be vvritten as: 

K2M — Al 
iu2     i^(P-0,5)] k' - 

■2\ 

Gl{j,Az,e,p,p'), 

Al = (-i)P"v^ ^"'"^G11(7,A^,AP'), 

K2 A3 -K-mj G2{j,AzJ,P,p') 

G3{^,Az,i,p,p') 

\KU2 

KIAS 
= (-ir? 

-G12{^,Az,i,p') 

G13{rAz,£,p') 

(7) 

9 

(8) 

(9) 

In formulas (6)-(9) "T" is a transposition symbol; 
subscript " g " denotes the discreet component caused 
by surface wave field excited by harmonic Pg (g -th 

pole of function Gy); 

'Tr{p - 0,5)z\ 

G2(.) // 

cos 

xcos 

-e-e+Az 

'n{p'-0,5){z'-Az)' 

.    I TXpZ \ --( —J 

t+Az 

JUz)  J   Uz') 
-e+Az 

( f)2   ^ 
G,{j,z,z')dz'dz.i3) I e+Az 

This permits us to write (3) as the sum of single 
Kl and double K2 integrals determined by expres- 
sions: 

'^r' (dl U) 
Kl=    J   Uz') ^^expi-i^\e - z'\) 

-e+Az 

di„{-e) 
dz 

dz 

exp(—J7|—^ — z 

G30=/   /   -(^)sin 
-t-l+Az 

X exp(—27 \z — z' \)dz'    dz\ 
t+Az 

^      J     COS 

exp(—«7 \z — z' \)dz' dz\ 

(10) 

(11) 

[GllO 

G12(.) 
{■K{p'-Q,h){z'-Az)\ 

(4) 

dz' 

-t+Az 

(exp(—i7|^ — 2:'|) + exp(—i7|—^ ~" ■^'D) 

(exp(-«7|^ - 2;'|) - exp(-J7|-^ - z'D) 

i    e+Az 
d'ln{z)\ 

dz' (5) 
K2 = j      J   Uz') k'l„{z)- 

-I   -e+Az *■ 

Xexp(—i7|2 — z'\}dz'dz. 

Here the nm -th are mutual coupling coefficients 
matrix (2) element becomes block element: 

dz'; 

(12) 

e+Az 
G13(-) =    J   sin 

T^p\z'-Az)\ 

-e+Az 
x(exp(-i7|^ - ^'D - exp(—i7|-^ - z'|))d2' 

(13) 
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Table. 1. The mutual coupling coefficients of di- 
poles placed near the perfectly conducting 
cylinder 

-/+Az ^+Az 

b) 

Fig. 1,   Dislocation of singularity zones of Green's 
function 

2.3. THE SEPARATION OF GREEN'S FUNCTION 

SINGULARITY 

The expressions (10)-(13) analysis shows that the 
appearance of Green's function singularity is possible 
if the dipoles overlap along the axis Oz (\Az\ < 2i). 
Two variants of such dipoles disposition are shown in 
the Fig.l: the dipoles are partially overlapped 
(Fig.la,|A^| < 2e) and the dipoles are shifted at a 
distance equivalent to radiator length 
(Fig.lb.l Az| = 2e). It is easy to notice that the dislo- 
cation and size of zones where Green's function sin- 
gularities appear (eor2£, where e is a fixed small 
parameter) depend both on the integration multiplicity 
and on the size of dipoles overlapping. 

Taking into account the dislocation of zones where 
Green's function singularities appear we'll represent 
the integrals (10)-(13) as a sum of the integrals of two 
types. In accordance with the fact of presence of such 
singularity these integrals realize the different calcula- 
tion accuracy. The obtained integrals have analytical 
expressions and their closed forms are given in [7]. 

The preliminary investigations showed that the 
zone where Green's function singularity appears is 
connected to the dipole radius Q by the formula 

e = nn, (14) 

where the parameter n is an integer from the interval 
3..7 for cylindrical bodies. In many cases it is suffi- 
cient to determinen = 5. 

2.4.  THE SIMULATION RESULTS 

The results of calculating the self impedance and the 
mutual coupling coefficients ^s"',' for the generalized 

modes (p,p' = 171) of two dipoles with the arm 

length e = 0,2.5A placed near circular cylinder with 
radius a = 2X are given in the tables 1, 2 for the 
cases of perfectly conducting and impedance surface 
of cylinder ( Zfj --0 + Oi,   ZE = 0,3i  , where 

Modes zsz:     1 
n = m = 1 

A\ 
(1,0 86,2+64.2/ 0 
(1,2) -24,8-77,2/ 0 
(1,3) 14,76+67,6/ 
(2,2) 7,4-1812/ -59,2-1429/ 
(2,3) -4,4-111,3/ 0 
(3,3) 2,6-4538/ -174,8-4246 

A3 
(1.1) 8,27-747,7/ -22,3-537,7/ 
(1,2) -3,9-106,1/ 0 
(1,3) 2,5+101,6/ 0 
(2,2) 1,8-3070 -110,3-2669/ 
(2,3) -1,2-134,3/ 0 
(3,3) 0,8-6144/ -251,9-6151/ 

n = 1;  m = 2 

A\ 
(1,1) 36,6+24,5/ 0,1+1,6/ 
(1,2) -13,5-38,6/ -0,3-4,7/ 
(1,3) 8,1+36,3/ 0,5+7,8/ 
(2,2) 4,5+61,0/ 0,8+14,1/ 
(2,3) -2,7-66,9/ -1,4-23,4/ 
(3,3) 1,6+79,8/ 2,3+38,8/ 

1                                       A2                                       1 
(1.1) -17,6-46,1/ -0,2-3,1/ 
(1,2) 4,3+52,3/ 0,4+6,3/ 
(1,3) -2,3-49,9/ -0,6-9,4/ 
(2,2) -2,1-65,3/ -1,1-18,8/ 
(2,3) 1,1+71,8/ 1,7+28,1/ 
(3,3) -0,8-83,8/ -2,8-46,58/ 

1                                       A2                                       1 
(1,1) -1,4-54,7/ -0,4-6,3/ 
(1,2) 0,6+56,7/ 0,7+12,5/ 
(1,3) -0,4-56,2/ -1,1-18,8/ 
(2,2) -0,2-71,1/ -1,5-24,9/ 
(2,3) 0,2+77,4/ 2,2+37,4/ 
(3,3) -0,1-88,7/ -3,3-55,7/ 

ZE = ZE% ^■,ZH = ZHWQ-^;    \\{, = 1207r Ohm; 
ZE,   Zfj are wave impedances in the classes of £- 

and //-waves, respectively). The radiators were lo- 
cated at p„ -a = 0,2.5A from cylinder surface. The 
values of Green's function singularity contribution 
Zsj'l', into mutual coupling coefficients are also given 
in the same tables. The symmetry of the mutual cou- 
pling coefficients matrix relatively to the main diago- 
nal is taken into account in the table compositions. 

The functions given in [3, 7] were used as transver- 
sal Green's functions. The value of upper interval 
integration bounds along the imaginary contour was 
considered to be 13 for the calculation of integrals that 
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Table. 2. The mutual coupling coefficients of di- 
poles placed near the impedance cylinder 

Modes            Zs^^'                        ZsPP' 
n = m = 1; |Az| = 0 

Al 
(1,1) 86,2+64,2/ 0 
(1,2) -24,8-77,2/ 0 
(1,3) 14,76+67,6/ 
(2,2) 7,4-1812/ -59,2-1429/ 
(2,3) -4,4-111,3/ 0 
(3,3) 2,6-4538/ -174,8-4246 

1                                     A3                                     1 
(1,1) 8,27-747,7/ -22,3-537,7/ 
(1,2) -3,9-106,1/ 0 
(1,3) 2,5+101,6/ 0 
(2,2) 1,8-3070 -110,3-2669/ 
(2,3) -1,2-134,3/ 0 
(3,3) 0,8-6144/ -251,9-6151/ 

n = 1;  m = 2; \Az\ = U 

A\ 
(1,1) 36,6+24,5/ 0,1+1,6/ 
(1,2) -13,5-38,6/ -0,3-4,7/ 
(1,3) 8,1+36,3/ 0,5+7,8/ 
(2,2) 4,5+61,0/ 0,8+14,1/ 
(2,3) -2,7-66,9/ -1,4-23,4/ 
(3,3) 1,6+79,8/ 2,3+38,8/ 

1                                     Al                                     1 
(1,1) -17,6-46,1/ -0,2-3,1/ 
(1,2) 4,3+52,3/ 0,4+6,3/ 
(1,3) -2,3-49,9/ -0,6-9,4/ 
(2,2) -2,1-65,3/ -1,1-18,8/ 
(2,3) 1,1+71,8/ 1,7+28,1/ 
(3,3) -0,8-83,8/ -2,8-46,58/ 

1                                     AZ                                     1 
(1,1) -1,4-54,7/ -0,4-6,3/ 
(1,2) 0,6+56,7/ 0,7+12,5/ 
(1,3) -0,4-56,2/ -1,1-18,8/ 
(2,2) -0,2-71,1/ -1,5-24,9/ 
(2,3) 0,2+77,4/ 2,2+37,4/ 
(3,3) -0,1-88,7/ -3,3-55,7/ 

do not contain Green's function singularity and was 
considered to be 100 for the calculation of integrals 
containing Green's function singularity. 

3. CONCLUSION 

The analysis of the obtained results shows that the 
Green's function singularity appears strongly in the 

case of calculating the reactive component of self im- 
pedance coefficients and mutual coupling coefficients 
of dipoles with moving off midpoints along the cylin- 
der element to a distance equivalent to the length of 
the radiator length (|Az| = 2^). The comparison of 
these results with results obtained by different algo- 
rithms for example as in [1, 8] permits to make a con- 
clusion about the accuracy of the obtained solution 
sufficient for the practice. 

The results obtained in this paper can be applied in 
the investigation of the anterma input resistance as 
well as in modeling the feeders and antenna recon- 
ciliation. 
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Abstract 
The method of analysis of radiation characteristics of electric dipole placed near 

impedance cylinder with arbitrary cross section is presented. The method is based on 
the account of cylindrical body peculiarities. This method is intended for the con- 
tours, which satisfy Lyapunov's conditions. The main considered property is the 
property of 2-K periodic functions, describing the solution of the diffraction problem. 
The solution is presented as the Fourier series. The comparison of the given solution 
with solution obtained by the other known methods is carried out. It has been made 
the conclusion that the suggested method of calculation of scattered electromagnetic 
field guaranties the stability of the solution and satisfactory accuracy for practice. 

Keywords: contour with arbitrary cross section; Lyapunov conditions; the property of 
27r periodicity; method of integral equations. 

1. INTRODUCTION 

The radar-absorbing materials and coatings covering 
load-carrying constructions in order to control anten- 
nas characteristics have been widely used recently 
(see, e.g. [1, 2]). The account of such material pa- 
rameters effect on the radiation and scattering antenna 
characteristics is realized by simulation of the struc- 
ture of electromagnetic field excited in the presence of 
the object in near- and far-zones. In many cases while 
modeling the load-carrying construction can be ap- 
proximated by a cylindrical body of arbitrary cross 
section, the radar-absorbing layer is simulated by the 
effective surface impedance. The distribution of ex- 
cited surface electrical and magnetic currents is used 
as the investigated characteristic. 

The special attention in the development of nu- 
merical algorithms for calculation of electromagnetic 
field structure in presence of the impedance body is 
given to solution stability [3, 4]. To increase stability 
of the obtained solution a priori information about the 
analytical properties of the solution should be taken 
into account, when developing the algorithm as in [5]. 
Thus, in the papers [6, 7] the rigorous solution of the 
problem is obtained on the basis of representation of 
the field as series by the set of metaharmonic func- 
tions. In this case the body contour is approximated 
either by a circle as in [6] or by a sphere as in [7]. 
This sphere contains scattered field nonanalyticity 
inside. 

2. METHOD 

The method of analysis of radiation characteristics of 
electric dipole located near impedance cylinder with 
arbitrary cross section proposed in this work is based 
on application of the property of 2n periodicity of 
functions which describe the diffraction problem solu- 
tion. The method is meant for the contours which sat- 
isfy Lyapunov's conditions. 

2.1. FORMULATION OF THE PROBLEM 

The problem is formulated in the following way. Con- 
sider impedance cylindrical body homogeneous along 
the element of cylinder has an arbitrary star-shaped 
contour, i.e. in polar coordinate system its equation 
can be describe as i = p(ip), where function p{(p) 

is analytic function of the angle <p and has the period 

of 27r in the area of real angles, that determines the 
satisfaction of Lyapunov's conditions. In the absence 
of medium gyrotropy the body surface impedance is 

(Z„     0 
described by tensor Z = 

0    Z •H 
where Z^i^), 

Znif) are wave impedance in the classes of E- and 
H-wayes, respectively. Moreover, the impedance dis- 
tribution is also 27r periodic function as it has been 
shown in [6]. 

The plane wave of arbitrary polarization excited by 
a point source located at a point with radius vector 
^ = W)i^oiV{)} falls on the body. 

0-7803-7881-4/03/$!7.00 ©2003 IEEE. 
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2.2.  THE SET OF INTEGRAL EQUATIONS 

When representing the wave as the composition of 
two linear polarization waves and taking into account 
incident wave depolarization, the solution of the dif- 
fraction problem in transversal plane can be described 
as two set of integral equations with respect to the 
density of a surface electric Jf ^^^ (p) and magnetic 

M^^'^^p) currents as in [4, 6]. The sets are distin- 
guished by right hand parts: 

/ 
ikWG{p,p')- 

-X'W ZE{<p')dG{p,p') 

sin'^ ^0       ^" 
J^^'Hf 

ZE{<P')  dG{p,p')^^E(H)f^^ 
Wsm'eo       dr      '^'^      ^f^ 

d(. = F{ E(H) 

I -WcoseadG{p,p')jEm /^) ^ 

(1) 

sm 

+ 1     dG{prp') 
sin^ ^0 dn 

-ZH{^')kG{p,p'] X  (2) 

xMfW(p)}d^ = i^f^), 

= exp[i{ro,p)] 

pE(H) ^ 

-En 

■H, 

1- ^^^^^ -(H,^) 
kWsin^eo (3) 

ZE{^P) cos Oa 1^^ 
k sin di 

(4) 

[n,ro\ >^^} 

where 4 's a unit vector of cylindrical coordinate 
system; W = 1207r Ohm; n , f are the basis vectors 
of normal and tangent respectively at a point with 
radius vector p' = {p',ip'} on the contour surface; 

k = 2T: / X is the incident wavenumber in free space; 

'd d H 
0 forE-pol., 

1 for H-pol.' 

1  for E-pol., 

0  for H-pol. '■ 

A is wavelength in free space; superscripts " E " and 
" H " correspond to the solutions of diffraction prob- 
lems in the cases of E- and H- polarized waves re- 
spectively. The Green's fiinction G{p,p') is written 

taking into account the system regularity along Oz 
axis. The factor exp[iut — ikzcos9Q ] is omitted. 

2.3.   APPLICATION OF THE PROPERTY OF 27r - 
PERIODICITY OF GREEN'S FUNCTION 

The solution to the set of integral equations (1) can be 
easily reduced to the solution of infinite set of linear 
equations with respect to currents in the form of space 
spectrum of azimuth harmonics. For this case the 

property of 27r -periodicity of fimctions in formulas 
(1) and (2) should be used. These fimctions are ex- 
panded in the Fourier series by the set {exp{ipip)} 
and Green fiinction and its derivatives are also ex- 
panded by the sets {exp(ipip)} and {exp{ip'(p')}. 

The obtained expressions in contrast to the known 
solutions allow one to exclude singularities of integral 
equation kernel what leads to the guarantee of stabil- 
ity solution. This is achieved by using of "smoothed" 
disfributions of surface impedance as in [6], allowing 
to reduce the number of harmonics in distribution. 

In the particular cases when body contour is de- 
scribed by the fimction r = ^(v?) = a (circular cyl- 
inder) the form of the solution coincides with the 
representation obtained for this configuration as the 
Rayleigh series with zero surface impedance as in [9] 
and non zero surface impedance as in [10]. 

2.4.  THE RESULTS OF SIMULATION 

The distributions of the normalized magnitude of elec- 
fric surface current excited by plane E-polarized 
wave incident from the direction OQ = 90°, 
ipo = 135° on a square with side a = 4,8A and sur- 
face impedance 0, di are given in Fig. 1. The contour 
of impedance cylinder was considered as a fiinction 

'Pii<f(<P))   for   <^(v)>¥'r, 
(5) Piv) P2i'fiv))   for   (f>{ip)<(p^, 

where 

<p(v) 

Pi iV'i'P)) = COS ^ (^ - <?)> (6) 

for   (fi < 0,257r, <A 

0,57r-v?i   for   (pi > 0,257r;' 
(7) 

cpi = ip-0,5TTE{2ip-!T-'^); (8) 

+ Jsin^ ipr + sin^ (p sin'^ (T ~ '^'-) (' 

E(-) is an integer part of a number; (p,. is a half of 
the polar angle formed by initial point of union of a 
circle and a square. It is assumed in the calculations 
that V?,. =10°. 

The results obtained by using the suggested method 
are denoted by the curve 1 in Fig. 1; the curve 2 de- 
notes the results obtained by using the known algo- 
rithm based on the collocation method with the step 
basis Sanctions as in [3]. The analysis of the obtained 
results shows sufficiently good convergence of the 
results. At the same time the order of linear equations 
set used by the proposed algorithm for calculation of 
unknown complex current magnitudes is 2^ = 64 
against 204 in the collocation method. It should be 
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0 90 180     270    <P° 

Fig. 1. Distribution  of normalized  magnitude  of 
electric surface current 

noted that the proposed method permits the applica- 
tion of the detailed discreet Fourier transform instru- 
ment for program realization of the algorithm. 

Similar results were obtained in the case of the dif- 
fraction of H -polarized wave. 

Using the known surface current distribution, the 
radiation characteristics of electric dipole located near 
cylindrical body are calculated. 

3. CONCLUSION 

Thus, the presented method for calculation of elec- 
tromagnetic field scattered by object is based on tak- 
ing into the account the cylindrical body contour 
peculiarity (which transverse plane contour is de- 
scribed as analytic function with I-K period; the radar- 
absorbing coating is described by the "smoothed" 
distribution of surface impedance with the same pe- 
riod) guarantees the accuracy of the solution sufficient 
for practice purpose and possesses solution stability. 
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Abstract 
The solution composed with a respect to longitudinal components of distribution 

of electric and magnetic current densities is obtained for the radiation problem of a 
surface antenna placed on the impedance cylinder using the integral equation method. 
Components of the antenna pattern (AP) are found by using the Lorentz lemma 
where auxiliary dipole is disposed ad infinitum. Current distribution densities for the 
corresponding AP components are defined basing on the solution of diffraction prob- 
lems of plane JB- and /f- polarized waves incident on cylinder from direction allo- 
cating the AP observation point. The distribution of surface current density is 
approximated by step functions with unknown coefficients. The effect of surface im- 
pedance on singularities of excited electromagnetic field structure in far zone is ana- 
lyzed. The results of numerical investigations are presented. 

Keywords: contour with arbitrary cross section; impedance boundary condition; 
surface antenna; antenna pattern. 

1. INTRODUCTION 

The radiating aperture based on load-carrying con- 
struction is one of the fundamental antenna structures 
which have various practical applications. Many 
works are devoted to the investigation of radiation 
characteristics of such structures (see, for example, [1- 
4]). However, in the works mentioned above a gener- 
alized case of impedance cylinder with arbitrary cross 
section is not considered. At the same time it is the 
investigation of radiating aperture based on the cylin- 
drical surfaces with impedance boimdary conditions 
that is more interesting from the point of view of the- 
ory and urgent in technical application. The typical 
example is the open end of waveguide placed on the 
impedance surface with arbitrary cross section. 

The solution to the problem of excitation electro- 
magnetic field of surface antenna located at the im- 
pedance surface with an arbitrary cross section and 
satisfying Lyapunov conditions, proposed in this pa- 
per, is obtained in rigorous formulation. The method 
of integral equations composed with a respect to the 
longitudinal components of current densities distribu- 
tion is used here. 

2. SETTING THE PROBLEM 

The setting of the problem is formulated in the fol- 
lowing way. Let the antenna aperture be placed on the 
impedance cylindrical surface S with an arbitrary 
cross section L and satisfying Lyapunov conditions. 

The distribution of tangential field component in aper- 
ture supposed to be known and is described by vectors 

Ea and Ha. The component x (X = ^i y') of elec- 
tric field strength at the arbitrary space point may be 
determined as it is shown in [1] by using the integral 
relations and Green's function spectral representation: 

EAr)- 
.•(1) = J{E{r')J^ {r,r') - H{r)M^ {r,r')]ds 

Here E{r'), H{r') are the impressed strength of 

electric and magnetic field respectively excited by the 

antenna on the cylindrical surface  S;  J^ [r,r'). 

M^ {r,r') are the densities of electric and magnetic 

currents excited on the cylindrical surface by auxiliary 
electrical dipole oriented along the unit vector x • As 
it is shown in [1] in the case of an impedance cylin- 
drical surface the impressed fields outside the aperture 
are connected by boundary conditions: 

Mf (?) = ZEJ^{7), M^{f) = -ZHJH?), (2) 

(ZE     0 
is the surface impedance ten- where Z = 

0     Z, H 

sor; ZE , Zjj are the wave impedance in the classes of 
E — and H — waves, respectively. 
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3. SOLUTION TO THE PROBLEM 

3.1.  COMMON EXPRESSIONS 

Let's assume the cylinder surface 5 as a sum of the 
aperture area 5„ and the outside area 5 - 5„. In this 
case if we superpose the same boundary conditions 
both with the impressed field and with the auxiliary 
source field then it is possible to pass from integral (1) 
to expression: 

S.v(r) = /{i„(r')J,(r,r')- 

(3) 

Here E^, H^ are the distributions of tangential field 
component of electrical and magnetic fields in an- 
tenna aperture, respectively. 

In order to find the antenna pattern the auxiliary 
dipole is disposed ad infinitum and its disposition in 
the spherical coordinate system is determined by the 
radius vector f = {R,6,ip] (Fig. 1). In this case the 
calculation of currents distribution density can be car- 
ried out on the basis of diffraction problem of plane 
wave incident on the cylinder from direction defined 
by the determined angles. This corresponds to the 
approach proposed by [5, 6]. 

3.2.  FIELDS REPRESENTATION 

The determination of vector AP components of sur- 
face antenna in this case corresponds to the cases of 
£■- and H- polarized waves diffractions as in paper 
[2]: 

\EV'{x,y,z)' 
sin 9 X 

and magnetic currents on the cylinder surface. Since the 
geometrical and electromagnetic cylinder parameters 
are constant along the cylinder element, the principle of 
variation of the incident and scattering fields from such 
a coordinate determines the same factor exp(i7o^). 
Using the interdependence of transversal electromag- 
netic field components, the set of integral equations 
with a respect to the longitudinal components of the 
electric Jf'^"'>{p) and the magnetic M^^"^{p) cur- 
rents is written. These currents are the solutions of the 
plane wave diffraction problem. 

3.3.  THE APPROXIMATION OF THE SURFACE 

CURRENT DENSITY 

The solution of this integral equations set is based on 
the way of approximation of surface current density 
distribution. In order to find the unknown longitudinal 
components of electrical and magnetic current densi- 
ties the initial contour L has the form P -gon in this 
paper. In this case the distribution of current densities 
in transversal plane is approximated by step functions 

p 

= E ■i<A^-ep),   (5) 

where i^, is the distance between the p-th comer of 

polygon and the initial point of reference along the 
contour (p =: 1,...,P); A is the length of polygon 

side; Aj^^"\ B^^"'> are the unknown decomposi- 

tion coefficients; 

m"{x,y,z) 

xexp{iaux + i0uy)exp{iyi^z) 

(4) 

where EQ, HQ are the strength of electrical and mag- 

netic fields at the incident wave front; 
»() = k sine cos <p;/3o = A; sin 5 sin y;; 7,, = kcosO; 

k = 2TT/X is the wave number of free space; A is 

the wave length; i is an imaginary unit. 
In each of these cases we'll suppose the presence of 

z -component of both electric and magnetic field in the 
scattering field at the same time. This corresponds to 
the exciting of longitudinal components of electrical 

[0 at £^[e^,;e,+A], ■ 

Using the Krilov-Bogolyubov method with the dis- 
position of P collocation points in the middle of the 
corresponding decomposition intervals as in Tikhonov 
and [7] further we transform the integral equations set 
to the linear algebraic equations set as 

(   ikWT^, - Z, sin-'eD^^)A^m- 

-ZE{Wsine)-'C^XW=F^f'f), 

-IFcos^sin-2 0    nA^^"^ + 
(6) 

Fif"^ =exp[i(ro,p„)]x 

:;r\\.aE 
A: IF sin 

ZE COS 6 

(7) 

k sni 6 

Eif"^ =exp[i(?j„p,,)]x 

Hn Z„- 

Fig. \. Problem geometry 

k sin 6 
^n _ 

(8) 
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"■PQ 

■  C. pq 

D, >><! 

= 0,5iTT J d/dn 

d/dr 

iri\\Pp-p'\)M'm 

d' 
1   for  E-Y>o\., 

0  for   ^-pol.' 
d" = 

0 for  E-Y>o\., 

1 for   J?-pol.' 

X is the unit vector of cylindrical coordinate system; 
W = 1207r Ohm; n^ is the basis vector of an exte- 

rior normal at the p-th collocation point; Hf'{)is 

the second-kind Hankel function of order 0. 

3.4. RELATIONS OF THE DIAGONAL MATRIX 

ELEMENTS 

When calculating the diagonal (p = q) coefficients 
in (9) the integrals become improper (see, [7]), be- 
cause Green's function and its derivatives at p^ = p' 

are discontinuous of second kind. However these in- 
tegrals exist and after passing to the limit they may be 
written in closed form: 

T,,=A{Hi'\A) + 
+ 0,57r(ffP(A)ffo(A) - Hi'\A)H,{A))} 

(10) 

Cpp — 0,5. (11) 

The coefficients Dpp in formula (9) are equivalent to 

zero in the meaning of main value. In expression (10) 
A = 0,-5A;   Ho(-), Hi{-)   are  Struve's  functions; 

i/[^'() is the second-kind Hankel function of order 1 

(see [8]). 

3.5.  RELATIONS FOR THE ANTENNA PATTERN 

The solution of set (6) by using the expression (5) and 
by accounting the omitted factor exp(i7o^) lets us 
determine the longitudinal components of both sur- 
face electrical and magnetic currents densities and 
transversal components corresponding to them. 

The field distribution in surface antenna aperture is 
described by trigonometric functions aggregate in 
which we'll assume the complex amplitudes as 
known. In this case the expression for the antenna 
pattern looks like 

x{Ea{r')-ZHa{r')})ds 
(12) 

in which integrals of z value are tabular as it is 
shown in [9]. 

4. THE RESULTS OF THE SIMULATION 

In this paper the obtained solution analysis is carried 
out. To illustrate the effect of geometrical and electro- 
magnetic parameters of cylindrical surface on the sur- 

face antenna pattern, the realization of antenna as a 
rectangular waveguide with sides a = 0,5A (along the 
element of cylinder) and 6 = 0, lA placed on the cyl- 
inder with square cross section is considered. The side 
of square is equivalent to 1,2 A. The distribution of the 
transversal field components in waveguide aperture is 
determined by fundamental type harmonic as in [10]. 

The results of the simulation are given in Fig. 2. 
The functions that were obtained under symmetrical 
concerning square comer disposition radiator are 
shown in Fig. 2,a. In Fig. 2,b the functions were ob- 
tained under the displaced waveguide at distance 
0,3A from the comer. Curves 1 in both cases illus- 
trate the plane 6 = 60° section of AP excited by 
waveguide in case of a zero cylinder impedance 
{Z = 0). Curves 2 and 3 that were obtained in case 
of a surface impedance Z^ / W = 0, li represent the 
fundamental (E^-component) and cross-polarized 

(Eg -component) components of waveguide AP. The 
reference of angle (p in both cases is chosen from the 
normal to the waveguide aperture plane. Cross- 
polarized AP component is normalized to maximum 
value of the fundamental AP component. 

It is not difficult to note that the presence of surface 
impedance leads to the increase of fundamental AP 
component fluctuation. Cross-polarized component 
value that was obtained under the symmetrical radia- 
tor disposition vanishes at ip = 0° . At the same time 
such effect does not occur under the radiator dis- 
placement. 

dB 
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Fig. 2. Antenna pattern of waveguide radiator based 
on cylinder with square cross section 

International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine     143 



Dmitri D. Gabrid'yan, Marina Yu. Zvezdina, and Oleg S. Labunko 

5. CONCLUSION 

The solution of the problem of excited electromag- 
netic field of surface antenna placed on the impedance 
surface with arbitrary cross section is obtained in rig- 
orous formulation by using Lorentz lemma. The cal- 
culation of currents distribution density in this case 
may be carried out on the basis of diffraction problem 
of the plane wave incident on the cylinder from direc- 
tion defined by AP observer angles. The determina- 
tion of the vector AP components of surface antenna 
in this case corresponds to the cases of £- and H - 
polarized waves diffractions. The solutions of diffrac- 
tion problems of these polarizations are described by 
two sets of integral equations with the respect to the 
unknown density of a surface electric and magnetic 
currents. In order to find the unknown longitudinal 
components of current densities, the initial contour 
has the form of P-gon and the distribution of current 
densities is approximated by step functions with un- 
known decomposition coefficients. These transforma- 
tions make it possible to apply the Krilov-Bogolyubov 
method with the disposition of P collocation points 
in the middle of the corresponding decomposition 
intervals and to transform the set of integral equations 
to set of linear algebraic equations. The expressions in 
the closed form were obtained for diagonal matrix 
elements. 

The received results show that the presence of a 
surface impedance leads to the increase of fundamen- 
tal AP component fluctuation and to the appearance of 
cross-polarized AP component. 
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Abstract 
Solution to the problem of electromagnetic waves scattering by the complex spa- 

tial lattices of resonant magneto-dielectric spheres is given. 
Expressions for the fields scattered by the lattices, which take into account the in- 

fluence of the lattices' topological structure, are derived. These expressions can be 
used for studying the near and far zones of the scattered fields. 

Keywords: magnetodielectrical sphere, integral equation, lattice. 

Let us consider a complex spatial lattice consisting of 
C sub-lattices c {c GC). These sub-lattices corre- 
spond to the coordinate representation having the fol- 
lowing form in the Cartesian coordinate system: 

x,^, =[s-0,5{(-\r -\}]d-i-iy-^x,^,=o 
(s = 0,+l,+2,...), 

y,^, =[^-0,5{(-l)' -\}]h-(-\y-^y,j^o 

(/ = 0,±l,+2,...), (1) 

_nP-l, Zc,p -iP-0,5{(-l)^ -1}]/-(-1)^-'2,^^=0 

(p = 0,±\,±2,...), 

where values d, h, I are defined by the conditions 
x = Q,x = d;y = Q,y = h\z-Q,z-l, and Xc^s=f)■> 

Vc 1=0»^c n=o ^^^ coordinates of the node generating 

the sub-lattice c and being within the domain 

0<y,^t^O<h, (2) 

Coordinates x^ ,,y^,,z^ „ define location of the 

lattice nodes c beyond the domain (2) limits and are 
the functions of        the coordinates 
x^^g-Q,y^i-Q,z^p-Q. Each node of the c sub-lattice 

(1) is correlated with the ordered three numbers - 
c{p,s,t\ the chosen node of the lattice will be de- 

noted by c'[p',s',t'). Setting the maximum value for 

the numbers {p,s,t) in (1), it is possible to consider 
the finite and infinite lattices. 

The cell of the lattice is formed of C nodes within 
the domain (2), which will be repeated beyond the 
domain (2) limits by the coordinate representafion (1) 
in the form of the spatial lattice. 

A distance between the nodes (1) define as 

^c'{p',s'/lc{p,s,t) - 
(3) 

=vkv -Xc,sY +(vcv' -yc,if +w,p' -^cpf- 
The nodes of sub-lattices (1) incorporate the cen- 

ters of spheres with permittivities B^/psr)^ and per- 

meabilities l^'dpsi)' ^^^^ ^c{p,s,t)' volumes 

^c(p,s,t)' which further on will be denoted by 

8^, |i(,, flg ,Fg . The lattice spheres are in the medium 

with permittivity 8 Q and permeability HQ . 

For solving similar problems, it is convenient to 
use integral equations of electromagnetics [1, 2]. Here 
the integral equations presented in [2] will be used, 
and the problem will be solved in two stages. In the 
first stage, the internal field of the scattering spheres 
will be found. In the second stage, we will find the 
field scattered by the spatial lattice of spheres. 

The field scattered on the lattice over the known in- 
ternal field of scatterers will be defined through elec- 

tric n^ and magnetic H^ Hertz potentials 

■'pace 

H 

yV + A:%^io 

yv+k' ^ol^o 

-iJqiQ 
(4) 

Hertz potentials of the field scattered by separate 
spheres will be presented in the form 

0-7803-7881-4/03/$! 7.00 ©2003 IEEE. 



A. I. Kozar' 

(5) 

471 y  (,£0 ; 
' c ^ 

1 ^ 

{rA- 

where ^"(p,,,)(FV),#°(p,,)(r',/) are the internal 

fields of the scatterer, F^ is the scatterer volume, the 

function /(j/^-^'l) is the solution of the equation 

^f\r - P|)+ Ar^Eo^o/d^ -?'!)= -4)I5(|F - F'|} 

that meets requirements of radiation on infinity and is 
written as 

p s t 

c'(p,s,t):^c'{p',s\t') 

An \^0      j 
K\p,sA^)K\p.s,i^'A- 

-%o 
471 H    ) Kl,,p)"\p,j)i^'A 

c( 
-I 

c=l 
zzilf VV+^2g^^^ 

4TC ,^0 

4--l) = 
^-fe-^e^l^-r'! 

IF-F'I (6) 

It is possible to show that for the points beyond the 
sphere {r>r'), the sphere volume integral of Green 
function (6) has the form 

471 ^-'fe.,)W"5,.v)(^-'.') .   (8) 

47t / --ik\r 
(7) 

where ATJ = k^jl^,k = 27c/>.o , z" defines the dis- 

tance from the center to the points beyond the sphere. 
Let us present the field in the form 

E{7,t) = E{py^', H{r,t) = H{ry^'. 

Assume that beyond the sphere a^. />. «1, where 

^ ~ ^o/V^Ol^O 's the wavelength beyond the 
sphere, but within the sphere, there is possible the 

resonant case a^/^^ >], and Xg = A-Q/VECMC 'S 

the wavelength in the sphere. 
In the beginning, calculate the internal field of the 

scatterers for the case when inside the sphere 
ac/Xg«\ and outside it o^/A,«l, and then 

generalize the results of calculations for the resonant 
case when a^/Xg > 1 within the sphere [3]. 

The internal field c'{p',s',t') of the sphere will be 
found from the system of quasi-stationary inhomoge- 
neous equations, which will be built on the basis of 
the integral equations [2]. The inhomogeneous equa- 
tion for the internal electric field of the random sphere 
c'{p',s',t') is as follows 

where   EQ,'(^p',s'/){^'AHoc-(p',s'/){r\t)   is  the 

field of the incident wave; 

^cip\s',f)^^'A^c'{p',s'/)^^'A   '^   ^'^^   '"^^'^3' 

field       of      a       c'{p',s',t')       sphere;       and 

^c{p,s,t)^\t\ Hc{p,sj)^'A are the internal fields 
of the other spheres. 

The  values   W^^^^^,^{7'\w-^^^^^{r')  are  ob- 

tained from (3,7,8) 

(-,\    An ^ 
K{p,s,ti^') = ^i^^'^^\"c-hac^o^hac)'' 

fc'{p',s',f),c{p,s,i) 

rM       t-,\      An 

^'^    ' kx 

-*l'i'(/,'//),c(p,.v 

'■c\p\s\f),c{p,s,t) 

The equation for the internal magnetic field of the 
sphere c'{p',s',t') looks like equations (8), if to re- 
place the electric values by the magnetic ones. 

Equations (8) represent an algebraic system of vec- 
C 

tor inhomogeneous equations 2N -2^,^^ , where 
c=l 

A^ is the general number of the lattice spheres and A^^, 
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IS the number c of sub-lattice spheres. Solution of this     (;c„ „, v„ .,z. „ ) are the coordinates of the center 

point of the scattering sphere (1). Then, taking into 
account (10) and (11) and using (4) we will find the 
sought field scattered on the lattice spheres 

c ~ 

system of equations for the sphere c'{p' ,s\t'^ yields: 

Cyp ,S ,t )^ ' .3M 

C r 

c=\ \u 
p     s     I    1^1 

(9)       X. 4^cV^,r) (''')-'■% 

C=I 

xZZ 
c=\\u 

where A""' is the determinant of the main matrix of 
the system of equations (8). 

The obtained solutions (9) are true when 

a^lX«\ outside and a^/Xg «l within the 

sphere. But they can be generalized for the resonant , . 

''K'fl^,,f\tYlfE^,,ir',%        <-^)lK.Ar'¥"-"- 1 (13) 
_      c r 2 

p    s     I   "-x 

Mo V ^*"        J 

case a^jXg > 1, if the effective permettivity and per- 4-zfef 

meability [3,4,5] are introduced instead of e^ and lu^ . eo V "u       y 

(yt/3   /p  M   \ where Zc and Pc are functional matrices of the form 
^cef=^cF' 

where 
Lc = 

^ \jr \T/ 

^ m m 

T        T        *F 

(14) 

Pc = 

0      ^,.    T 
/O 

zc      '■yc 

^ XJ/0 Q 
Hertz potentials (4) of the field scattered by the lat- 

tice spheres can be presented taking into account (9) 
and (10) in the form of superposition of the lattice The values making part of the functional matrices 
separate spheres' Hertz potentials (5) (14) have the form (1), (12) 

C 

c=\ 

1 /. 

p   S    t   K^ 

—(sinAria^ -k^a^ cosArjaJx vf/^^ = ^^eoMo + i^-^c,sf-rc{p,s,t) 

{p,s,t) 

V ^0      y 
c(p,s,t)^   ' ' 

-ihrc{p,s,i) 

c(p,s,t) 

^c{p,s,t) 

ki(x-x,J    .,^ i^-^c,sf-^c{p,s,t) 
■ + ik 

C 
n^'(F,r)=-E 

c=\ 

c{p,s,t) c{p,s,t) 

p s   t K^ 
-{smkia^-k^acCOskiac)x                      \       o           ^'-^   yC''f''^cip,s,t) 

kf ^yyc"^— -k &Q\yQ+ —- 

C. \ 
M-C3^ 

V^^O       J 

-1 *°(w)(^"'-') 
-'k>-c{p^,,) 

''c{p,s,t) 

c{p,s,t) r'(     A c[p,s,t) 

(1^)     ''Jy-y^^f,,, '(y-ycjf-ip,s,) 

Here c{p,s,t) c{p,s,t) 

'cipM) =l^-^c,sfAy-yc,tf4-^c,pf,(^2)    w   ^__L_^2,^^^^i^-'cj 

where {x,y,z) are the coordinates of the observation 

point of the scattered field outside the lattice sphere, 

^c{p,s,t) 

c{p,s,t) 

c(p,s,t) 
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-^^IkiifJ^^, <---c,,N4,,) 
c{p,s,t) c{p,s,l) 

•^xyc ~ ^ yxc 

{p,s,t) 

li^-^csh-yc,,)^.^ 3(x-x,^,Jy-y^,) 

c{p,sj) 

I v-/»   —   X TV/1 —Z —  — 

c{p,s,t) 

•^xzc - ^ zxc 

(p.s,') 

<^(A*-0 ^c{p,s,l) 

u,   -«/   _3(y-^c,/)(^-^c,p) 
^ xyc ~ ^zyc ^  

^c[p.s,t) 

'VI +ZKI ^ 

c(p,5./) c(p,5,0 

^xc        3 +«! -^ , T^c = -^;cc' 
c(p,s,/) c(p,s,0 

c(p,5,/) 'c(p,s,r) 

^c 3 Jo '     ^ zc        ^zc-< 
c{p,s,l) c{p.s,t) 

The field at the random point of space outside the 
sphere will be presented in the form (13) 

^(r,/)=£„(F,/)+£_(F,/), 

where E(){r,t) is the incident wave undisturbed field. 

Expressions for internal and scattered fields of the 
magnetodielectric spheres lattice are derived in the 

considered problem, they are true when a^/X«\ 

outside the spheres and ka^.y[z^>\  within the 

spheres. 
The given solution can be usefiil when developing 

devices for antenna radiation field control and creat- 
ing anisotropic composition materials. 
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Recently a new method for analytical solving of 2-D 
diffraction problems was introduced in [1], [2]. As an 
example analytical solution for diffraction of electro- 
magnetic wave on 2-dimentional perfectly conducting 
finite thickness half-plate based on this method was 
presented in [3]. In this paper main features of final 
version of the method are formulated. 

The purpose of the method is to solve 2-D Helm- 
holtz equation boundary value problem for perfectly 
conducting scatterers of arbitrary shape. Key point of 
the method lies in usage of integral representations 
received for special "generalized eikonal" function 
satisfying Laplace equation in one region (named here 
as "supplementary region") as a solution in another 
region (named here as "main region") of boundary 
value problem for Helmholtz equation with variable 
wavenumber. "Generalized eikonal" function is 
named in such way because it is developed from inci- 
dent wave eikonal function by adding a supplemen- 
tary radial coordinate. Usual radial coordinate with 
usual angular coordinate form "main region" while 
supplementary radial coordinate with the same angu- 
lar coordinate form "supplementary region". In "main 
region" "generalized eikonal" flinction satisfies 
Helmholtz equation with variable wavenumber while 
in "supplementary region" it satisfies Laplace equa- 
tion. "Main region" is a full complex plane. Upper 
and lower half - planes of this plane represent two 
copies of conformal transformation of scatterer exte- 
riorify on a half- plane. Upper and lower half- planes 
are "pasted" along horizontal axis which corresponds 
to the border of the scatterer. Non-scattered incident 
wave is defined in upper half - plane and non- 
scattered reflected wave is defined in lower half - 
plane. Scattered parts of both waves are defined in 
whole complex plane. "Supplementary region" repre- 
sents similar full complex plane but with another de- 
pendence of "generalized eikonal" function on radial 
and angular coordinates. "Main region" and "supple- 
mentary region" intersect along the special curve. On 
this curve variable wavenumber from Helmholtz 
equation is a constant value. Also, on this curve val- 
ues of incident wave function and "generalized eiko- 
nal" function are the same. This curve includes 
observation point as well as saddle points of "general- 
ized eikonal" function. Applying Cauchy's residue 
theorem the value of "generalized eikonal" function in 

observation point can be represented as an integral 
along a closed path in "supplementary region". Select- 
ing in "supplementary region" parts of the closed path 
where incident wave function gets smaller while 
wavenumber gets higher one can construct solution 
for scattered wave in "main region" taking in account 
the fact that integrals over parts of the closed parts can 
be expressed in terms of values in saddle points of 
"generalized eikonal" function. Saddle points are 
common for "main region" and "supplementary re- 
gion". Asymptotic expressions may be received in 
convenient compact form. 

Fig. 1 depicts 2-D half-infinite perfectly conduct- 
ing scatterer of arbitrary shape exited by plane wave 
-P(^2, V^) = exp [ iS{r, ,(p,)] where S(r, ,ip,) = 

= —kr^ cos(¥3^ — Vo) is eikonal function. Exteriorify 
of the scatterer named as "region z ". Pj and P2 are 
incident and reflected waves, ZQ is observation point. 

Fig. 2 depicts upper half-plane named as "re- 
gion w ". Region w and region z are cormected by 
conformal transformation z = Z{w). WQ is observa- 
tion point. 

Fig. 3 depicts "region d ", where d = r^ ex.p{i(pd) 
determined by equation dz/dw = d . Condition r^ = 

= const = r^Q determines circle r^o '" region d and 
curves named as "curve r^o" shown in Fig. 1 and 
Fig. 2. 

Fig. 4 depicts region In d, do is observation point. 
Fig. 5 depicts introduction of additional radial vari- 

Fig. 1. 
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Fig. 2. 

Fig. 3. 

Fig. 4. 

0 
^o>"- "'^^/jo \ / \ / \ / \ 

t 

t 

\ 
1 

s 9. 

71 

dof 

In'jo       Inr, 
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able fit. This variable is being included into angular 
variable      ip^      by     the     following     equation 

<Pd = <Pd - Jln(rrf/7;;o). Fixing r^ = r^o and replac- 

ing (pj by ifd in variable d one can get new variable 

Fig. 6. 

d = 7doexp(i(/>ri)      or     what      is     the     same 

d = fit exp{i(pj). Replacing (pj by (fft in eikonal 

function one can get so called "generalized eikonal 
function" S"{rj,fj,ip,i) which gives the name to our 
method: 

Sh{rd,tpd),'Pzird,(Pd)] = -krz{rd,'Pd) x 

Xcos{ip,{rd,(p'd) - ¥'o] = S"{rd,fdMi)- 

Fixing      fd = Tdo       gives       ^pd = ipd       and 

P"{rd,rdQ,(pd) ^ Plr,{rd,ipd),(p,ird,ipd)]  while fix- 
ing Trf = Trfo gives new function of complex vari- 
able (pd : 

P[rzird(),tPd),<Pz{rdQ,'Pd)] = exp{-jfo-,(r,,(„yj5) x 

xcos{(p,{rdo,iPd) - Vo]} = P''{rdn,fd,ipd) = P'i^d)- 

It may be shown [1], [2] that P''(v?5) satisfies 

Laplace equation in region d while P{r^,ip,) satis- 
fies Helmholts equation with variable wavenumber in 
region d . Thus in accordance with Cauchy's residue 
theorem one can write: 

i    r     1 
exp US''(Wi))] = —^ d> exp f iS'' (w) 1 dw 

2m J w — w^) 

where connection between variables w and d is es- 
tablished by the same relations which connect vari- 
ables w and d. 

Fig. 6 depicts region w with closed contour placed 
in this region. Extracting from closed contour pieces 
on which P''{'Pd) gets smaller while wavenumber k 
gets higher and integrating over these pieces one can 
receive asympthotic solution for scattered field: 

U{k,r,„(„<p,„n,(po) = ^ 
n=l 

1 

2n[S'-iw,„)] W.S,,  - Wo 

xexp[iS''{w„, 'f + i'u ] 
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where parameters A^ and ip,^ depend on initial condi- 
tions of the problem. Here w^jj are saddle points of 
function P'^{iPd) which are disposed on the curve 

r^o. Curve r^o 's common for regions w and w . 
Method of generalized eikonal makes it possible to 

use standard approach in wide range of diffraction 
problems and leads to analytical solutions with rela- 
tively simple analytical formulas. 
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Abstract 
The results of the computer simulation of videopulse scattering on the conductive 

cyhnder objects buried in inhomogencous media are presented in this work The fi- 
nite difference time domain method (FDTD) and Mur's absorbing boundary condi- 
tions of second order were used to regularize the problem. The analysis and the 
comparison of the scattered electromagnetic fields obtained at different dielectric pa- 
rameters of the media and different sizes of the conductive objects were carried out. 

Keywords: videopulse, GPR, computer simulation, FDTD-method, profile. 

1. INTRODUCTION 

The ground penetrating radar (GPR) is of a great in- 
terest, and continues to attract more and more atten- 
tion all over the world. The solution of the problems 
of detection and recognition of objects with different 
shapes buried in complex inhomogencous dispersive 
and absorbing media, and the investigation of the 
composition and texture of the layered structures is a 
complex and, at the same time, actual problem for 
many spheres of the national economy (e.g. detection 
of pipes, cables, pipeline breaking, cavities, fractures, 
archeological findings and landmines in soil). The 
theoretical work in this area is carried out in two di- 
rections: the solution of direct problems of pulse dif- 
fraction by the subsurface objects and the inverse 
problems of determining the object shape and position 
from some existing echo. 

The inverse problem solution is remarkable in that 
it answers the question of which shape and position 
the sought-for objects have. However, the methods of 
the problem solution are only under development. 
Therefore, the solution of the direct problems of dif- 
fraction takes on a special significance. Simulation of 
the desired situations and determination of regularities 
will help to understand the essence of existing proc- 
esses and give answers to many questions of interest. 

2. THE PROBLEM DEFINITION 

The objective of the given work is to simulate the 
process of a continuous survey of a flat country seg- 
ment on the way cross backfilled trenches, which do 
not contain foreign objects, as well as ditches having a 
bottom pipeline (Fig. 1). 

To simplify further analysis of the simulation re- 
sults, we used the following assumptions: 
1. The sounded ground surface is completely plane; 
2. The trench, in its cross-section, has a trapezoidal 

fonn; 
3. The ground inside the trench is 

• either homogeneous, and differs from the ground 
outside the trench in a higher or lower humidity; 

• or inhomogencous, and represents an accumulation 
of ground blocks which differ, as in the previous 
case, from the ground outside the trench in their 
dielectric characteristics. 

The sounding electromagnetic field, in the form of 
the Gaussian pulse time-derivative (Fig. 2), is excited 
by the point source located at the height h^ above the 
ground. The pulse duration at the level of 3 dB equals 
2.5 ns, and the amplitude is I Vpm. 

The observation point is at the height /ij over the 
ground and at the distance h2 from the source. 

motion direcHon 
air 

Fig. I. The general geometry of the problem 
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Fig. 3. a) Position of the electric and magnetic field 
vector components about a square unit cell 
of the Yee space lattice; 
b) Space-time chart of the Yee algorithm. 

The calculation of the scattered fields is carried out 
by the finite-difference time-domain method (FDTD), 
which is one of the direct methods of solving Max- 
well's differential equations [1,2]. This method is 
used in the program Grider, developed by the author 
of the given work [3]. 

The main ideas of tlie used FDTD method: 
1. All the calculations are performed using the 

space-time grid imposed upon the spatial and 
time-domains concerned; the grid cell sizes, in 
time and space, are in a special relationship pro- 
viding numerical stability of the algorithm. 

2. The spatial and time derivatives in Maxwell's 
differential equations are replaced by finite dif- 
ferences. 

3. Yee algorithm realization [4]. 
The Yee algorithm centers its components E 

and H in the space in such a way that each com- 
ponent E is surrounded by four circulating com- 
ponents//, and each component H is 
surrounded by four circulating components E 
(Fig. 3a). 

The Yee algorithm centers its components E 
and H in time in the so-called "leapfrog" order 
(Fig. 3b). 

The Mur's conditions of second order [5] are used as 
the absorbing boundary conditions. To reduce the com- 
puter time and volume, we consider a two-dimensional 
spatial region, which should be quite wide nevertheless, 
in order that the absorbing boundary conditions could 
not influence the desired solution. 

3. THE OBTAINED RESULT DESCRIPTION 

In the course of the simulation, we examined several 
types of the ground inside and outside the trenches as 
well as the bottom pipelines with different diameters. 
Some of the most noteworthy and significant results 
are shown in Tables 1 and 2. The medium characteris- 
tics and object sizes are specified for every case in 
these Tables. 

In the given examples the source is at the height 
hi = 25 cm above the ground, and the distance be- 
tween the source and the point of observation is 
h^ — 60 cm. The observation interval is 30 ns in all 
of the cases. The radar probing is carried out over the 
ground spot with length of 2.80 m, and with some 
structure of interest in the center (Fig. 1). The number 
of the signals falling down over this length equals 35. 

The data visualization method utilizes the profiles 
plotted by means of the variable density method [6]. 
The color scale used to show the profile is repre- 
sented in Fig. 4. 

The zero level of the signal amplitude is repre- 
sented by the gray color, the negative amplitude from 
0 to -1 is shown by the light shades up to the white, 
the positive amplitude from 0 to 1 - by the dark 
shades up to the black. 

The profile images were obtained by means of the 
georadar data processing program GPR Pro View [7]. 

The data processing itself included only subtraction 
of a chosen signal (one of the first three signals) from 
the whole profile. 

It follows from Table 1: 
1. The profiles, which represent empty trenches, are 

characterized, first of all, by the distinct reflections 
from its upper and bottom boundaries. In the pre- 
sented cases, the side boundaries are hardly notice- 
able. 

2. The reflection pattern depends essentially on the 
ground humidity in the trench: 
• If the ground humidity in the trench is lower 

than the ground humidity out of it (Fig. 5.1.a. 
Fig. 5.2.a), the french bottom boundary is repre- 
sented, in the profile, by the hyperbolic reflec- 
tion, which is rather oblate at the top on the full 
width of the ditch. 

• If the ground humidity in the trench is higher 
than the ground humidity out of it (Fig. 5.1.b, 
Fig. 5.2.b),), the trench bottom boundary is rep- 
resented in the profile by a more bright, than in 
the first case, almost plane reflection. 
In this case the ditch is a good resonator, there- 
fore the "ringing" responses following the bot- 
tom-boundary reflection are clearly seen in the 
presented profiles. 

3. Because of the media with different permittivity, 
the upper-boundary reflections come at different 
speed: they arrive faster in the ground with lower 
humidity (Fig. 5.1.a. Fig. 5.2.a), and, respectively, 
they arrive slower in the ground with higher hu- 
midity (Fig. 5.1.b, Fig. 5.2.b). 
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Table 1. Trenches without conductive objects 

1. Homogeneous trench. 

^<h 1^2     \h<hih/W 

drb 

2. Trench, backfilled with 
blocky ground. 

E, CT, M, h?3\h^ e.,o,v, 
Ik 

4. In case that the trench is backfilled with ground 
blocks, reflections between its upper and bottom 
boundaries have an explicitly random nature. 
In case of trenches with a bottom iron-pipe, we 

have obtained the following results (Table 2): 
1. The reflection from the upper boundary of the 

trench is clearly seen for trenches of different 
kinds; 

2. The reflection from the pipe surface in the form of 
the classical or a little distorted hyperbola is clearly 
seen for trenches of different kinds; 

3. Reflections from the bottom boundaries of trenches 
are overlapped by the reflection of a much higher 
amplitude fi-om the pipe; 

4. Reflections from the pipes with different diameters 
differ in their intensity and curvature of the hyper- 
bolic curve (the larger diameter the higher in the 
intensity and the slighter in the curve). 

*                        1 

V   <Mt|j|Ui^f^ ;'^ 1 d|, = 80cm, 
di), = 60cm, 
di = 60 cm: 

^ £1=1, 1'   • £2 = 9, 

Hi,f- 63=12: 

O| = 0, 

Mk^. a, = 0.005, 
ffiP-' oj = 0.005; 

S: M:=M2=M3=I; 

IHIHH 

  i 

>•' 

Fig. 4. The color scale 

Thus, we can conclude that the profiles which rep- 
resent the trenches of different kinds with the bottom 
pipes inside are characterized, first of all, by a clearly 
visible reflection from the upper boundary of the 
trench and by the intence hyperbola from the pipe. 

4. CONCLUSION 

The considered above investigations will help to in- 
terpret a wave pattern, been obtained in the course of 
georadar ground investigations. 

The presented results can be used as a sample for 
recognizing such objects as regions with a disturbed 
ground structure (trenches, ditches, pits), with or 
without a bottom pipe. 
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Table 2. Trenches having a bottom pipeline 

1. Homogeneous trench 
with a bottom pipe. 

^"•1^     h<h\h    d,, 

;■ i"    ■'       'll'l;'^     'it- 

i    .'"■■..,. 

'€■;■; 
d|, = 80 cm, 
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61 = l, 
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63 = 6, 

64=1; 
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04=10'; 

Hl=|i2=H3=l 
H4= 1000; 
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Fig. 6.1.a Fig. 6.1.b 

2. Trench with a bottom 
pipe and bacicfilled with 
blocky ground. 
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d,b 
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Abstract 
On the basis of a method of the integral equations of macroscopic electromaanet- 

ics concemmg a uniaxial anisotropic medium the task of electromagnetic waves scat- 
termg of by a smgle wire and system of two parallel thin linear wires arbitran- 
situated relatively the axis of anisotropy of the medium is considered. From integral 
equations of electromagnetics the singular integral equations for density of currents is 
received and it is solved by a method of partial averaging. The analytical expressions 
for the electromagnetic fields and radiated power in far zone are obtained. 

Keywords: linear wire, current, electromagnetic fields, anisotropic medium. 

1. RADIATION OF THE LINEAR WIRE IN 
ANISOTROPIC MEDIUM 

The task posing. In an anisotropic medium (mono- 
crystal, plasma), described by permittivity tensor e 

£1     0     0' 

£  =     0      £i       0 

0      0     £3 

under any angle 7 to the axis of anisotropy (optical 
axis, OZ axis), the thin linear wire of length 2L , ra- 
dius b, and complex surface impedance Z is located. 
One has to find the distribution of the current, the 
electromagnetic fields of radiation and the density of 
the power stream in far zone at a symmetric excitation 
of the wire, and to determine the conditions of the 
effective transfer of energy from the wire to medium. 

The solution of the task is carried out within the 
framework of a method of the integral equations of 
macroscopic electromagnetics. It is shown that for any 
orientation of the wire the electromagnetic field in far 
zone represents two waves - the ordinary and unordi- 
nary ones. In the specific case of a wire parallel to the 
axis of anisotropy, the electromagnetic field is charac- 
terized only by the unordinary wave. With a symmet- 
ric excitation of the wire the power pattern in a plane 
perpendicular to axis of the wire, as well as in an iso- 
tropic medium, represents a circle whose radius is 
defined by the length of the wire and the equivalent 
permittivity 

^eq = e,Aj) = yfT. 3sin^7 + £icos^7 x 

x|V£3sin^7-i-eiCos^7cos2 7 -f 757sin^ 7} 

Thus, the anisotropy of the medium alters the pattern 
shape only in the plane containing the wire. The effect 

of the anisotropy of the medium on the patterns is a 
change in the level of the radiating power, in width and 
quantity of the lobes, a redistribution of the energy 
from one lobe to others; and is largely dependent on the 
length of the wire and its orientation in the medium. 
For example, for the wire located along the axis of ani- 
sotropy, the change of the component £;, in tensor i 
does not result in a change of the number of lobes in 
the pattern. At a deviation of the wire from this axis, 
the number of lobes in the pattern alters; which is 
caused by the dependence, in these cases, of the period 
of the function of the current distribution in the wire 
versus £3. In the impedance wire, the essential influ- 
ence on it pattern is performed by values of the real and 
imaginary parts of a surface impedance. The presence 
of the imaginary part renders the same influence on the 
pattern, as well as the variation of length of the wire, 
the anisofropy of the medium or the orientation of the 
wire in this medium. The real part of the surface im- 
pedance of the wire, caused by the thermal losses, re- 
sults in the disappearance of zero in the pattern of the 
wire, both in an isotropic and in an anisotropic medium. 

2. SYSTEIVI OF LINEAR WIRES IN 

ANISOTROPIC MEDIUM 

2.1.  PARALLEL WIRES 

The task posing. In an anisotropic medium, two paral- 
lel thin linear wires and a component any angle 7 

with an axis of anisotropy are located. The lengths of 
wires are 2Zi, 2L2, the radiuses 61, fc^ , the distance 
in between isrf. One has to find the distributions of 
currents in each wire, electromagnetic fields of radia- 
tion and density of a stream of power in far zone. 

It is shown that the anisotropy of the medium es- 
sentially alters the dependence of an input current (or 
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the distribution of it) in one wire against the length of 
other wire, and against the distance d between the 
wires. The effect of the anisotropy shows up in the 
change of the ampHtude and period of these 
characteristics, which also depend on the orientation 
of system of the wires concerning the axis of 
anisotropy. The influence of the anisotropy of 
medium and of the orientation of wires in the medium 
on a period of function of distribution of currents 
established in each wire, is united in itself by such 
integral characteristic, as equivalent permittivity of 
medium  e^^. In wires located under angle  7   in 

uniaxial anisotropic medium, the distribution of a 
current is established, which the space period is the 
same as it were, if the wires were placed in an 
isotropic medium with permittivity e = £<,j. 

It is known, that for wires located in isotropic me- 
dium, the amplitude of an input current of each wire is 
a periodic damped function of distance d between 
wires. In anisotropic medium the character of this 
dependence is kept up, but not for distance d, and for 
some equivalent distance d^^, including, apart from 

distance d, the dielectric parameters si, £3 of ani- 
sotropic medium and orientation of wires in this me- 
dium. For example, for wires laying in one plane with 
an    axis    of   anisotropy,     d^^     has    the    form 

dgg = d^s^s^S^. By each concrete system of wire 

with the given geometry in anisotropic medium can 
put in conformity some equivalent antenna system in 
isotropic medium, by choosing in appropriate way its 
geometrical sizes (this conclusion concerns only the 
currents, instead of the fields of radiation). 

The electromagnetic field of antenna system in far 
zone represents ordinary and non-ordinary waves. The 
pattern on power in a plane, perpendicular to wires 
does not, practically, depend on the anisotropy of me- 
dium. Anisotropy has essential influence on the pat- 
terns in the plane of wires. The character of this 
influence is equivalent to change of distance between 
wires and depends on orientation of wires in medium. 

2.2.  PERPENDICULAR WIRES 

The problem posing. In a uniaxial anisotropic medium 
two thin mutually perpendicular antennas of arbitrary 
length are placed, where 7 is the angle between the 
axis of the first antenna and the axis of the anisotropy 
of medium. The antennas do not cross (have no com- 
mon points). It is necessary to find the distribution of 
current in each antenna. 

The solution of the problem is obtained on the ba- 
sis of a method of integral equations of electromag- 
netics. The system of the integral equations for 
currents is solved by averaging. The simple expres- 
sions for currents are obtained at symmetric excitation 
of antennas. 

It is shown, that the period distribution of a current 
in each antenna is determined by an equivalent permit- 

tivity eeq(-f) ■ Parameter £^5 (7) varies for each an- 

tenna, as it is determined not only by the permittivity of 
medium, but also by the orientation of the antenna con- 
cerning the axis of anisotropy of medium. Hence, in 
two identical antennas, the different distributions of 
current are established. The distribution of the current 
in the first antenna corresponds to the distribution of 
current in the antenna working in an isotropic medium 
with permittivity £5^ (7); and the distribution of cur- 

rent in the second antenna corresponds to the distribu- 
tion of current in the antenna working in the isotropic 
medium with permittivity £6^ (7 -I- 90°). Thus, the 

distribution of currents are established in the antennas 
as if those worked in various media. 

It is well known that two perpendicular antennas in 
an isotropic medium have no effect on the current in 
each of them. In an uniaxial anisotropic medium, a 
variation of distance between the perpendicular an- 
tennas results in a change of the amplitudes of current 
in the antennas, when the orientation of antennas does 
not coincide with the axis of anisotropy of the me- 
dium. If one of the antennas is focused along the ani- 
sotropy axis, the variation of distance between the 
antennas does not affect the distribution of current in 
them. The obtained result can be used for the reveal- 
ing (indication) of the anisotropy. 

3. CONCLUSION 

The anisotropy of medium essentially alters all the 
characteristics of antennas. The functions of distribu- 
tion of the currents along the antennas is determined 
by the equivalent permittivity £5, and the equivalent 

distance between antennas d^,, which depend on the 

values of components £1, £3 of the permittivity ten- 
sor and on the orientation of the antenna system in the 
medium (angle 7). Hence, these factors determine 
the shape of patterns. It is possible to arrive at the 
conclusion on the two ways of the design of the an- 
tennas: the electrical (varying the working frequency, 
that is £1 Co;), £3(0;)) and the mechanical (varying 
the orientation in the medium). It is known that if one 
of the components of the permittivity tensor is nega- 
tive; then with a certain orientation of the antenna 
system relatively to the axis of anisotropy, the current 
in the perfectly conducting antenna is not excited. The 
excitation of significant currents in the impedance 
antenna in this case is possible, provided that the sur- 
face impedance is selected so that it does compensate 
the reaction of the surrounding plasma. If one puts 
El = £3 in the expressions for the fields of radiarion 
and currents, we obtain the appropriate formulas for 
the isotropic medium. By removing one of the wires 
to infinity, we obtain the formulas for the single wire. 

Thus in the present work, a high efficiency of the 
method of integral equations is shown up; which has 
enabled us to have solved the problem of the excita- 
tion of two linear wires in an anisotropic medium. 
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Abstract 
The analytical and numerical method for solving a problem of electromagnetic 

waves scattering on a complex slotted perfectly conducting conical structure is pro- 
posed. This method uses the Kontorovich-Lebedev integral transforms and the semi- 
inversion method. By virtue of it the 3-D scattering problem is reduced to solving al- 
gebraic equations system of the second kind. The analytical solution is obtained for a 
single semi-transparent cone. The applying this method for solving an excitation 
problem for an imperfectly conducting cone is discussed. 

Keywords: complex cone antenna, integral transforms, semi-inversion method, 
analytical solutions, imperfectly conducting cone. 

1. INTRODUCTION 

The separable variables method is the traditional one 
for solving electromagnetic boundary problems. Us- 
ing the Kontorovich-Lebedev integral transforms 
simplifies solving boundaries problems for the wave 
equation in homogeneous cone region (an isotropic 
cone)[l]. Solutions of excitation problems for spiral 
and radial conducting cones have been obtained by 
these transforms in [2]. The method for solving elec- 
tromagnetic boundary problems for 3-D slotted coax- 
ial cone structures is proposed. This one is based on 
using the Kontorovich-Lebedev integral transforms 
and the semi-inversion method that was applied to 
investigating diffraction problems for 2-D unclosed 
screens [3]. 

2. STATEMENT OF THE PROBLEM 

The cone structure E under consideration consists of two 
perfectly conducting thin circular infinite cones Ej and 
E2 (E = El U E2) with a common tip and periodical 
longitudinal A'' slots. We denote by 2-yj the opening 

angle of the cone E^ (j = 1;2), by / = 27r/Ar, the pe- 

riod of the cone E^, by dj the slot width of the cone E^. 

In the spherical coordinate system r,e,ip (the cones tip 
coincides with the origin) the cone E^ is defined by the 

equation 0 = 7^. The field source (a harmonic dipole) is 

located at the point Mo (ro, ^o, </'o) • 

The total electromagnetic fields those are sought 
satisfy Maxwell equations, the boundary conditions at 
the perfectly conducting cone structure, infinity condi- 
tions, the condition of finite stored energy. The elec- 
tromagnetic fields may be written in terms of two 
scalar Debye potentials v^^'> (an electrical potential) 
and t;''^' (a magnetic potential) which satisfy: 

•   the scalar homogeneous 3-D Helmholtz equation 

A/')(r)-5V')(r) = 0,s = l;2; 

where r e R^ \'Ej,r ^ ro; q = -ik is for the time 

dependence  e'^,  q ^ ik is for the time depend- 

£2:6=7, 

Fig. 1. A Complex Cone 
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ence e"^, ^ is a wave number; 

•   the boundary condition 

+00 

dv^'\   -n. 
dn 

• the principle of ultimate absorption; 

• the condition of finite stored energy. 
Define the Debye potential w^*^ of the total electric 

or magnetic field as 

where %' correspondences the field in the absence 

of the cone structure, vj' is the Debye potential for 
the scattered field. 

The method of the Kontorovich-Lebedev integral 
transforms 

-foo 

GCT-) = J g(ir:i -dr., 
Vr 

gcri = 4r   f TShTTTGiT)      '^^^'''dT 
■jT   'J Vr 

(2) 

(3) 

is an effective one for solving boundary problems 
with cone geometries. By following the method de- 

veloped in [4] we represent the potential v{' in the 
form of the the Kontorovich-Lebedev integral (2), (3) 

H-oo 

Vr 

where 

U,,.^ 
m=—00 

+O0 

E «!;:li':'i;2f,:r(cos^)e'("'+"^'^,o < ^ < 71 
J.=—oc 

+OC 

E[/5^-P^i/2+,:.(cose)-f 
i=—oc 

+ ^,P:!^(-cose)]e'('"+"^)^7i <e<j„ 

+00 

E   6^P-l}'uir(-^'^)^' 
i{vi-\-nN)ip ,72 <6l<7r, 

Kf^fzy is the Macdonald fiincfion, P^/.j^.;^ (cos^) 

is the Legendre' function, 6,^;'^'^ are given (p = 1 is 
for ^0 < 7i and p = 2 is for 72 < ^0) coefficients, 

a,m,. A™ ,6wi ^Vimi are unknown coefficients. 
After using boundary conditions (1) and field conti- 

nuity across the slots we obtain the following two cou- 
pled systems of dual series equations for coefficients 

z)nl'^ (unknown coefficients are expressed via 4mi )'■ ■(») j ^- 

J2 4^lV"^^ =/t^•'(7,)e"""^^s1ripsofE,.,(5) 
71 =—00 

+00 

(1)    E[^(" + ^>P"-(i-4') 

{^AfS"'^'i^- •72,7r-7i )f    -slots of Ej ,(6) 

^{«) '4e"^^"(7t,7.)r}e-^=0, 
/j^' is defined by the source field, -fz = rriQ + u, 

mo is the nearest to m/N , —1/2 < i/ < 1/2, 

Xcs) = (-iri, 

{n + iy)N 

hf^''^''^\x,y) = ^ 
T-^-l/2+ ( COS X ) 

^Pi-:r(cosy)' 
dy -1/2 

It should be noted that system coefficients inde- 
pendence on the wave parameter q guarantees un- 
known coefficients independence on this parameter. 
Investigation of the large-index behavior of the ele- 

ments eiv reveals that 

1 
.      9 1- (7) 

For the cone surface consisting of a slotted cone 
and an isotropic one, a symmetric bicone structure 
(72 = "■ - 7i )> a single cone (Sj or S2) coupled 
systems of duel series equations (5), (6) become de- 
coupled. 

For the single cone S2 that is excited by a mag- 
netic dipole (72 < ^0) duel series equations are trans- 
formed to the following ones (s = 2,j = 2,p = 2) 

+00 

J2 4mV^e'"^^ = e™"""^, -Kdifl <\N(p\ <Tr ,(8) 
n=—00 

+00 
J2),2 

n =—oo 

provided that 
+00 

E  ^f^{i-e^)e-^^ Q,\N^\<'Kd,/l,i9) 

y- _,(2),2   1   !!i!fi_g(2n = Q (10) 

Function equations (8)-(10) can be reduced to an infi- 
nite linear algebraic equations systems of the first 
kind like these 

Ax = b. (11) 

The solution of (11) can be unstable. That is why 
one should find another way to solve it. It is the semi- 
inversion method, which was successfiilly applied to 
investigating 2-D electromagnetic diffraction prob- 
lems [3]. By using this method we obtain an infinite 
linear algebraic equations system of the second kind 

{I + B)x = b, (12) 
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where B is a compact matrix operator in the space 
^^ X e C^, b e f. Hence, the needed solution ex- 
ists, is unique and can be approximated by solving a 
truncated matrix equation. For semi-transparent cones, 
narrow slots, narrow conic strips the operator norm is 
less than the unity, ||S|||,,< 1, and the solution of 
the system (12) can be also derived with the iteration 
method [3,4]. 

The main feature of the considered boundary prob- 
lem is independence of the boundary problem spec- 
trum on the wave parameter q. This is caused by the 
specific geometry of the problem. 

3. RESULTS 

•For a single semi-transparent cone T,2 (a model of a 
wire cone antenna) that is excited by a radial magnetic 
dipole and is defined by existence of the limit 

lim 
/V-.+OC 

1   ,       .     TTCf; 
- -— In sin 

N 21 
= W>0,       (13) 

the Debye potential v^'^^ is represented in the form 

t;(2) =p(2)l(0,y,),O<e<7.a (14) 

^^'^ = €2. + /^^■' (TT -'e.v?), 7.^ < 0 < TT (15) 

X P-\/-Uir (-COS0,, )/':;/2+.v ((-1)' cos^)e""^; 

a,„r, 4?'"' are given, ? = 1;2; v^l, is the Debye 
potential for total fields scattered by an isotropic per- 
fectly conducting cone (a cone with no slots), 

fl^^''^ (.r,0,ip)is caused by presence of the slots. 
If W -^ +00 then the semi-transparent (13) be- 

comes an isotropic perfectly conducting cone and the 
limiting expression for z;^^) (14), (15) coincides with the 
solution for an isotropic perfectly conducting cone [1 ]. 

The potential v^'^^ satisfies the average boundar>' 
condition 

[^^^']|: 
dn h-ar)W'%, (16) 

„(2) 

C(?)^ 

= 7 + 0-^' 

1 

,(2) I 9 = 7-0 

(17) 
4rirsin72 ' 

The boundary condition (16) can be treated as the 
third modified boundary condition. Thus, the solution 
for this type of a semi-transparent cone can be ob- 
tained by solving the third modified boundary prob- 
lem for an infinite circular cone which surface 
properties is defined by the parameter ({r) (17). The 
boundary conditions like (16) are met in wave diffrac- 
tion on resistive structures. 

4. CONCLUSION 

The method for solving the electromagnetic boundary 
problem for a complex perfectly conducting slotted 
cone have been presented. This one exploits the Kon- 
torovich-Lebedev integral transforms and the semi- 
inversion method. By virtue of using this method the 
original problem is reduced to solving the linear alge- 
braic equations system for Fourier coefficients of scat- 
tered field components. Analytical solutions have 
been derived for a semi-transparent cone. Taking into 
consideration results obtained one can conclude that 
this method is also applicable to solving wave diffrac- 
tion problems for resistive cone surfaces. 
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Abstract 
The problem of radiation of the coupled horizontal wire antennas with a specified 

current distribution, located near to a planar interface between two media is consid- 
ered. Expressions for evaluation of a mutual impedance, mutual radiation resistance 
and mutual resistance of losses between dipoles above the ground are obtained. The 
results of numerical evaluations of the mutual resistances between two half-wave di- 
poles as functions against a distance between them are presented in graphical form. 

Keywords: wire antennas, mutual impedance, radiation resistance, resistance of 
losses, interface between two media, imperfect ground. 

1. INTRODUCTION 

The impedance approach to the analysis of antenna 
arrays is an effective means of investigating various 
wire antenna systems [1]. It allows to present all pow- 
ers, associated with a radiating system, as an Hermi- 
tian forms, coefficients of which are the appropriate 
mutual resistances between radiators and variables are 
complex amplitudes of the input currents [2, 3]. It 
enables simply to analyze power characteristics of the 
antenna arrays, in particular an antenna gain, a radia- 
tion efficiency and a polarization losses factor. The 
impedance approach is especially favorable when it is 
necessary to fiilfill the multiple analysis of an antenna 
array at various distributions of the mputs currents 
exciting of the radiators. Such cases arise, for exam- 
ple, in the phased antenna arrays at a beam scanning. 
It appears also effective and at solving problems of 
optimizing the antenna arrays excitation for achieve- 
ment of any power parameters maxima [4]. A neces- 
sary condition for application of the impedance 
approach to the analysis of a concrete antenna system 
is presence of the convenient mathematical expres- 
sions or an acceptable procedure for calculation of the 
mutual resistances between the array elements. 

In full measure all of mentioned above can be ap- 
plied to the antenna arrays located near to the interface 
between two media. Unfortunately, methods of calcula- 
tion of the mutual resistances between elements of such 
arrays are developed not so well, as in a free space. In 
works [5, 6] the calculation procedure of the mutual 
resistances between the vertical dipoles [5] and be- 
tween the horizontal Hertzian dipoles [6] located above 
interface is described. This paper presents a technique 
for calculation of the mutual impedance (including its 
components: the mutual radiation resistance and mutual 

resistance of losses) between two horizontal linear ra- 
diators with specified current distributions, located 
above the interface between two media. 

2. THEORY 

2.1.  STATEMENT OF THE PROBLEM 

Let's consider radiation of two linear wire antennas 1 
and 2, located in the infinite space divided in two by a 
plane z = Q (Fig. 1). Upper the half-space, where 
antennas are located, contains a medium 1 which is a 
perfect dielectric (conductivity CTI = 0, permittivity 
£1, permeability /Xj), and the medium 2, that fills the 

lower half-space, has the parameters e-2-,iH^(^2- The 
wire 1 (2) has a length l^ (L2), its axis is placed m a 
plane z = z^ {z = z-i) and is rotated through the 
angles ^pi (1^2) with respect to the a;-axis. 

Let a driving point Qj of antenna 1 is on the z - 
axis, and a driving point Q2 of antenna 2 has coordi- 
nates X2,y2,Z2. The antennas are excited by harmonic 

currents with complex amplitudes /i°2  (a time de- 

Fig. 1. Geometry for a radiating system 
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pendence e^'^ is assumed). In this case the current 
distribution along the wires can be written in form: 

where Xi.iiO are normalized functions of the current 

distributions; ^i% = 5° cos ^,2 +2/° sin 9712 are the 

unit vectors of the wire axes; (x°,y°) are basis vec- 
tors of the Cartesian fi-ame. 

We restrict our attention to the mutual impedance 
Z12 between these antennas, and possibility to split 
its real part into the mutual radiation resistance Sft^ij 
and the mutual resistance of losses 5Rrf]2: 

The resistances of radiation are some kind of meas- 
ures of the useful power P^, which an antenna system 
radiates into the upper half-space, and the resistances 
of losses are measures of its power of losses P^ 
which transfers into the lower half-space and is scat- 
tered in medium 2. 

2.2. PROBLEM SOLUTION 

2.2.1.    Fields Representation ■ 
The strengths of electric and magnetic fields in the 
upper half-space due to dipole n (n = 1,2) may be 
written as the sums: 

E„ = Ef + AE„, H„ = H^ + A#,.,    (I) 

where the augends correspond to a case, when the 
medium 2 is an perfect conductor (uj -+ 00), and the 
addends are the correction terms which are taking into 
account real parameters of the lower medium. 

We present the electromagnetic field due in the up- 
per half-space to the n -th wire as a spectrum of pla- 
nar waves [7] and separate out the correction terms 
AE„ and AH„ [6]: 

oc   oc 

A^« ..„.. = / / Ae„ ,,y,, e-^* duji,^,    (2) 
—oc -oc 

oc   oc 

AF„ r.y.z = J J Ah,, ,,,,,, e->* dujiy^,    (3) 

Ah.     -    K  "^^^I^^ELZIA. AA,, J, - -K„ 5— 2 ' 
^l+^l 

hkt K,.='^s,Xa,u)e^-- 

272^1 

% = 

7l«^2 + 72^1 

271^2 

• T  = 

• T  = 

272^1 

7i/^2 + 72W ' 

27i/'2 
71^2 + 72^1 '   "'■      71/^2 + 72M1 ' 

j^ = jki{u^x + pyy) -I- 7i2:; 

3^1,   = Jhit'x^n  + jVyVn) - llZ„ ; 

^1,2 = ^yjhMKi ; 7i,2 = 4^\i^'^ - kli ; 

I' = yfi^n^; £1,2 = £1,2(1 - jo-i ,2 /uEi^i) ■ 

le „ is effective length of wire antenna n ; s„{a, v) is a 
spectral density function of the current in wire n , viz. 

s„{a,v) = i- f x„(Oe^*'^"™^'"-^""^ rf? .     (4) 

In particular, for a dipole antenna having the sine- 
wave current distribution, viz.: 

XM) 
■sinfci(/, -I- ^)/sinA;i;„   -/; < ^ < 0; 

sin ky {k - ^) / sin k^l„   0 < ^ < ^, 

theflinction s,,{a,v) can be written as: 

8(aiA=   t'osK'i/, cos(a - if,)] - cosk^l, 

2.2.2.    Mutual Resistances 
The mutual impedance Z„,„ between wire antennas 
m and n can be estimated, using the induced EMF 
method, viz. 

(6) 

where 

Ae„ , = Z,,K„u^T,;Ah„ , = -jK„ ^f„; 
7i 

Ae      --,-'7   y  ^^^yi^lT,+l^f,,) 

Ah„, = K„^^^^''^^" ■ 

Z„„,^~{E„t^„,{Od^ = 

All 

To find the addend we substitute (2) - (3) into (6). 
After needed manipulation a result can be expressed 
in the following manner: 

^4m, - -3 -^ j {-riZ ■ I,{v) - 
0 (7) 

Ae„ y = jZoiK,, 
^HT,-ulklf, 

1 ^^ 

where 

[COS(Q -(/?,„ )cOs(Q-y3„)] 

[sin(Q-(/5,„)sin(a-9?„)J 

P"m  = yJix,,, -X„y +{y,„ -y„Y ; 

(8) 

da: 
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Vvm = arct . Vm       Vn 

•^m ~ Vn 

To avoid the numerical integration in (7), we repre- 
sent a product s,„,j(z/,a) = s,„(z/,a) • s„{u,a) in (8) 
as a Fourier series: 

oo 

s,„„(i/,a) = c„ + J2{a, sinia + hi cosia).   (9) 

Using (9), equation (8) reduces to the following form: 

4W] \ cos (f'n cos ipn 

, ,  .     =fiJo(M)      .       ,     .       , 
I^Sy)\ smy),„smvj„ 

■ + 

1   °° 

1 °° 
±TZ)(-1)' {"•ii [J2i+2(w) - J2i-2(w)]}sin(¥?'„ + V,')- 

■i=l 

(10) 

J,(M) is being the Bessel function of order i. In ex- 
pression (10) the upper sign relates to 4 > but the 
lower sign relates to 7,j. 

Now we find the mutual resistance of losses Sft^,,,,, 
and the mutual radiation resistance 5Rj:„j„, using the 
following relation [4]: 

^^,<l run  =   TfJT J {[E^X]S° + [E:,,,Hjs^)ds , 

where S^ is a hemispherical surface of radius 
i? —» oo, which cover over the radiating system from 
above, and its centre is coincided with an origin of the 
coordinates; S^ is a surface conterminous to the plane 

interface xOy, s° is a unit normal to these surfaces. 
Applying the expression (10)-(11) in the last equa- 

tion, it is easy to determine the required resistances: 

SR„„„ = MZZ) + A9??L + ASR^^,   (11) 

where ASR*f„„ and A3?w^^ are the parts of AZ,„„, 
which are caused by radiation of the wires into the 
upper half-space on the E- and //-polarized waves 
respectively, viz. 

^■^mn J/„(i^){Re(^,e-^A(^-+^"))- 

^ J J   71 
dv: 

r 
1.0 

0.5 

0.0 

•0.5 

''A Zi=0.25A, 
!r'\ . ! 'si2.; P,=0 

■' r' 

*   V '**. 
/ 

\.-..   r: ^ 

'12 

. V / 
/" 

1 

"" 

0.0     0.5        1.0       1.5       2.0       2.5  zJX 
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0.0^ 
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P,=0 

/>- A 
'12 

. 

^ 

I -0.5 
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b) 

Fig. 2. The mutual resistances versus z-i / A 

5R, d mn 
Zoiki { 

A-K 

I,X'^)lm 

oo 

^/|4(z.)Ii 
(12) 

-7l*i2m-7l*l2n   j/^^ 

The obtained expressions are a solution of the 
considered problem. The integrals in (7) and (12) 
enough fast converge, because their integrand quickly 
decrease with growth v due to the factor 
exp{--fiki{z,n + z„)}. Indeed, if z^ + z-i > \)/2, 
then its module falls more than three order already at 
1/ = 10. In the sums (9) it is required to take into 
account no more than 2u items for achievement of 
the same accuracy. 

3. NUMERICAL EXAMPLES 

Here we apply the considered procedure for analyzing 
the mutual resistances between two horizontal half- 
wave dipoles located m air near to the surface of a im- 
perfect ground as functions of a distance between them. 
The results of calculations reduced below accomplished 
for frequency of 6 MHz under the assumption that the 
ground  has  the   following  parameters:   e^j = 10, 

(7, = 0.01 (Q • m)-^, /x,.2 = 1. 
In Fig. 2 a,b the components of the mutual imped- 

ance between parallel half-wave dipoles, centers of 
which are on the z -axis, are plotted against a height 
of dipole 2 when the height of dipole 1 is fixed: 
zi = A/4 (Fig. 2a) and ^j = A/2 (Fig. 2b). It is 
necessary to note, that here all resistances are normal- 
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Fig. 3. The mutual resistances versus P12/A 

2.5 P^^/l 

ized to the resistance of the single radiator in the free 
space, viz. 

•^12 /^o = 12 = ^5:12 + 'riij; 

^U2 /i?oo = fi:i2 = 7^12 + Fn ; 

3?,/]2 /Boa = ran = rdi2 - j'n" • 

Fig. 3 shows the components of the normalized 
mutual impedance between two half-wave dipoles, 
both of which are parallel to the y-axis, as functions of 
the radial distance p^ = \x2 - x^] between them. In 
this figure the curve q" absent (r^ =0), because 
here Zj = Z2 . 

It is interesting to compare the mutual impedance 
between two half-wave dipoles and between two 
Hertzian dipoles [6]. Fig. 4 gives the plots of the nor- 
malized components of the additional term 
^Zu/Eoa = Ari2 + jAx^ (7) for both types of 
radiators. Here the components relating to the mutual 
impedance between two half-wave dipoles are indi- 
cated by solid curves and components relating to the 
Hertzian dipoles are indicated by dashed curves. 

From the figure follows, that the curves Ar^ (and 
A2:i2) are close to each other for two compared 
cases, however their components differ among them- 
selves, what especially noticeably on a curve ran 
near to a point zi = z-^. 

4. CONCLUSION 

The offered technique may be useful to analyzing effect 
of the imperfect ground on the mutual resistances be- 
tween elements of wire antenna arrays, including an- 
tenna arrays for HF-band communication systems. 

AZ12 
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0.1 

0.0 

-0.1 

-0.2 

H" 
z,= 0.5?.;P, 2=0; 

 X/2 Dipoles 
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r^<- >fC^ A \y/\/ <x^ ̂ .^^ 

/y A- p^ 
AX,, . 

0.0    0.5      1.0      1.5      2.0 2.5 zJX 

Fig. 4. A comparison of the mutual resistances be- 
tween two half-wave dipole and between 
two Hertzian dipoles 
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EFFECT OF MUTUAL COUPLING IN CRUCIFORM 
DIFOLE ON SCATTERING PERFORMANCES 
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Abstract 
The expressions for determination of characteristics of radiation and scattering by 

symmetrical cruciform electrical dipole are found on the basis of mathematical model 
of this radiator. The influence of excitation of asymmetrical harmonics of current in 
other arm of radiator in stimulation of cruciform dipole one arm is considered. The re- 
sults of numerical research of the current distribution on the dipole arms and the pattern 
of scattering are considered for various lengths of arms and directions of wave falling. 

Keywords: the cruciform electrical dipole, the current distribution, the pattern of 
scattering, the characteristics of scattering, length of dipole arm. 

1. INTRODUCTION 

The development of antenna theory and techniques 
and more wide application of antennas in the radio 
engineering systems of various purposes leads to the 
necessity of new parameters in addition to well- 
known generally accepted performances. One of the 
new parameters is the effective surface of scattering 
(ESS). The symmetrical cruciform electrical dipole is 
widely used both as an independent antenna and as an 
element of the phased antenna array. 

Consequently creation of new mathematical model 
and methods of calculation of various characteristics 
including the used characteristics of scattering of this 
type radiators is very important problem. 

2. FORMULATION OF THE PROBLEM. 
MATHEMATICAL MODEL 

The mathematical model of the cruciform electrical 
dipole from [1] is used for realization of investigations. 
The geometry of the problem is presented in Fig. 1. 

Let the system of N cruciform electrical dipoles 
be excited by plane electromagnetic wave. The direc- 
tion of wave falling is defined by angles OQ, ipo. It is 
necessary to define scattering performances of this 
system of radiators. 

2.1.  MATHEMATICAL MODEL 

The current distribution in the cruciform electrical 
dipole excited by the incident plane electromagnetic 
wave is found in accordance with the mathematical 
model from [1]. 

The current distribution in the cruciform electrical 
dipole excited by plane electromagnetic wave in every 

arm may be determined as a sum of frigonomefrical 
harmonics with unknown coefficients. 

If the current disfribution in radiators is knovm, the 
vector pattern in free space may be determined with 
well known expressions. 

The final formula for components of vector pattern 
may be presented in the following form 

Fe{e,v) = E 
)j=i 

JMx 

OOBecOS^Y}^^.'^^.  +B'nM + 

M. (1) 

+ cos0sin¥,2Kc?;+£;;£:;] , 

FA^^v) = E- 
n=l 

M, 

-sm<pY:[^.<^k+Biks:nA + 

M, (2) 
+ COS<PJ^[A:,C-,^ + B:,^S:^^ 

Fig. 1. Problem geometry 
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where 

C,"^ = exp{ik{x„ sin 0 cos ^ + y„ sin 0 sin 1/5)) x 

t/2 

cos( , ) exp{ikx' sin 6 cos </5)rfx', 
-e/2 

S",^ = exp{ik{x„ sin6cosy; + y„ sin0siny))) x 

1/2 , 

sin(—j—) exp{ikx' sin 6 cos (f)dx', 
-(/2 

C"   = exp{ik{x„ sin 0 cos ^ + y„ sin 6 sin 99)) x 

e/2 
ir{my - 0.5)2/' 

cos( ^^— ) exp{iky' sin 0 sin (p)dy', 
-(/2 

5,"^ = exp(ifc(a;„ sin0cosy? + J/„ sin0sin 1^)) x 

e/2 , 
cos(—j—) exp{iky' sin 6 sin <^)rf2/'. 

In expressions (1) and (2), A;^,^ , B",^ and A",, B^^ 

are complex amplitudes of components of current in 
X -arm and y -arm, respectively, in the n -th radiator. 
This complex amplitudes are defined by correlations 
from the solution of the system of linear algebraic 
equations given in [I]; x„,y„ are the coordinates of 
center of the n -th radiator; k — 2IT / \ is the wave 
number; i is the length of dipole arm. 

3. RESULTS OF RESEARCH 

These correlations can be used for calculation of the 
current distribution and the pattern of scattering of the 
cruciform electrical dipole for various lengths of arm 
and directions of wave falling. The number of radia- 
tors in the considered case equals one. If the length of 
arm is 0.25A, the current distribution is independent 
of the direction of wave falling. The current amplitude 
only depends on this direction. 

In accordance with this, the pattern of scattering in 
this case preserves its form. In the case of larger 
length of electrical dipole arm, when the wave falls 
not normally, changes of the current distribution both 
in shape and amplitude are observed. The results of 
calculations for the case of incidence of 6 -polarized 
plane wave are presented in Figs. 2-5 by curves 1-4. 
To calculate the performances of the current distribu- 
tion in arms of dipole and the pattern of scattering the 
cruciform electrical dipole with ^ = A is considered. 
The number of considered harmonics in every dipole 
arms of the cruciform electrical dipole is chosen to be 
equal to 10. Fig. 2 illustrates the dependencies of the 
current distribution in the x -arm of the dipole and 
Fig. 3 - in the y -arm of dipole. 

The 6 -component of the pattern of scattering in 
case V? = 0° is presented in Fig. 4 and in case 
^ = 90° - in Fig. 5. 

-0.5 0 0.5 

Fig. 2. The current distribution in a;-arm of dipole 

l(y),A 
0.015 

0.01 

0.005 

-1 -0.5 0 0.5 yit 

Fig. 3. The current distribution in y-arm of dipole 

F(e.<p) 

-90 -45 0 45 Q,ipad 

Fig. 4. The pattern of scattering in case </5 = 0° 

F(e,<p) 

-90 -45 0 45 &,2pad 

Fig. 5. The pattern of scattering in case 9 = 90° 
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Fig. 6. The power scattering pattern in case 6^ = 60°, 

In these pictures, the curve 1 corresponds to the case 
of the direction of 6 -polarization wave falling ^o = 0°, 
ipo = 0°, curve 2 - ^o = 20°, i^o = 0°, curve 3 - 
^0 = 40°, vo = 0°,curve4- OQ = 60°, ip^ = 0°. 

The given results are normalized to a maximum 
value of scattering field, which is obtained in the case 
of^o =0°,</.„ =0°. 

The carried out research demonstrates that in the 
case of OQ = 90°, (^o = 0° of wave falling, the cur- 
rent distribution in x -arm has symmetrical character, 
but in perpendicular arm ( y -arm) is equal to zero. If 
the angle QQ differs from 90°, the current distribution 
changes its character and becomes nonsymmetrical, 
but in y -arm, current appears and has asymmetrical 
character. Accordingly its contribution to the output 
voltage of dipole is equal to zero. 

The current distribution in x -arm has parameters 
coinciding with those for linear dipole from [2]. In the 
same time, the occurrence of the current in perpen- 
dicular arm changes the scattering pattern and scatter- 

ing performances of a cruciform dipole as compared 
with a linear dipole. 

In support of this, the results of investigations of 
power scattering pattern of the cruciform electrical 
dipole are illustrated in Fig. 6. 

4. CONCLUSION 

In the process of the research it has been revealed, that 
in the case of the direction of wave falling in plane of 
one dipole arms (in plane xOz ) appearance of the 
asymmefrical component in the current disfribution 
along this arm causes appearance the asymmetrical 
component in perpendicular of dipole arm, what leads 
to changes in the pattern of scattering and cross-section. 

Thus, the presented results demonstrate that in the 
time of studying the characteristics of scattering of 
cruciform electrical dipole the consideration of the 
mutual coupling between the arms of radiator is nec- 
essary for obtaining correct results. 

The results presented in this paper can be applied 
in the investigations of the antenna input resistance as 
well as in modeling the feeders and antenna scattering 
performances. 
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FOR CALCULATING OF THE AXISYMMETRIC 

ANTENNAS CHARACTERISTICS 
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Abstract 
The paper considers the expediency of using of metiiod of statistical tests for cal- 

culation of statistical characteristics of axisymmetric antennas. The analysis of aver- 
age performance of circular antenna arrays is carried out. 

Keywords: antennas, circular antenna arrays, directional diagram, amplitude phase 
distribution 

Modem aircraft performance characteristics are the 
reasons of high requirements to quality of rate of up- 
dating of the environment information. It causes ap- 
plying of the active antenna .arrays (AAs) and new 
methods of area survey, used in survey systems. 

In the most of modem radars vi^ith electronic scan- 
ning the plane antenna arrays are used, which have a 
number of disadvantages at omnidirectional scanning, 
and so plane antenna arrays are proposed to be substi- 
tuted for axisymetric ones, specifically circular an- 
tenna arrays (CAAs). Such arrays are preferred for 
realization of such survey methods as parallel survey 
or ultra high-speed scanning. 

The question arises as to level of technical re- 
quirements to manufacturing accuracy and operating 
conditions of antennas systems with CAA. 

The founder of the antennas statistical theory is 
Shifrin I. S. The problems as for linear AAs [I, 2, 3, 
4,5] are widely covered in his works and works of his 
followers. However, the issues of this theory as ap- 
plied to CAA are not studied enough. 

Antenna anrays with the great relation L/X and 
complicated multichannel feed system are usually 
used in such systems. As a result the role of factors, 
which are generating the random spread of antennas 
parameters, considerably increases, thus causing the 
necessity of study of their statistical characteristics. 

The various statistical methods are used to study 
real antenna characteristics. The characteristic fiinc- 
tions method is the most fiilly developed and mostly 
used one. It is rather universal and suitable at analyti- 
cal study when the errors are multiplicative. It is rea- 
sonable to use a spectral representations method when 
the errors are additive. If a source of errors is some 
specific mechanism (for example, inaccuracy of 
mounting of feed element in reflector antenna) or un- 
known characteristic of directional diagram (DD) is 
expressed by the functional equations (which are un- 

solvable in general form), the canonical decomposi- 
tion method or asymptotic approximation method are 
respectively used. 

When using the characteristic functions method for 
the complicated antennas types (e.g., convex) analy- 
sis, the obtained expressions are intricate and this 
complicates their correct physical interpretation. 
Therefore, for such antennas at the presence of pri- 
mary formulae, which describe antenna field with 
errors, it is reasonable to use the statistical tests 
method by entering data about the amplitude phase 
distribution (APD) errors or antenna design parame- 
ters by means of random-number generators with de- 
sired distribution laws. 

Arisen unstability can cause the errors (amplitude, 
phase and frequency) both in whole antenna system' 
and in its separate elements. Thus, the errors can have 
different correlation radiuses that should be taken into 
account when analysing the system. 

The phase errors exert essential influence on the 
characteristics of antenna systems. 

When considering the main issues of statistics of 
CAA field with occasional phase errors, the average 
antenna characteristics such as average DD, average 
directivity factor (DF), dispersion of principal maxi- 
mum direction drift as well as some fluctuation char- 
acteristics, particularly the errors of angular 
coordinates measurement were analyzed. 

The following primary formulae for undistorted 
DD were used: 

•   when parallel survey: 

xcos(n-fo -(f)- cos{n-6a -9?o), 

where cos{n-6a - (po) is the DD shift in relation to 
the center in 0.7 of it's width. 

(1) 
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/V-—- 
/^^r^^^^ i 

■          jfl^^°^ 
'^^-^^y/T    ^^^^^^^ 
^Of^X/ ,   ,   , \XXSK^. 

Fig. 1. Dispersion diagram I{ip) at different values 
of errors correlation radius 

the expression under the sign of sum is determined as 
follows: 

• for MQS: 

• for real DD: 

/(¥>) = 
_ y^^        Q ^jaAip„^jkr[cos(n-6a-'fi)-cosin-6a)] ^ o\ 

X cos(n ■ Sa — ip)- cos(n • 6a) 

where A</?„ - the occasional phase error in the n -th 
CAA's element. 

The analysis of average directional diagram makes 
possible to determine the influence of error on the DD 
form, to what extent the magnitude of power emitted 
in the main maximum direction decreases and how 
average DD changes when errors correlation radius 
varying. 

|77^f = (1 - a' )|/o {<p)f + a'H^)     (5) 

When Aifl < 1 the average power DD represents 
the sum of undistorted DD with the coefficient 
A; ~ (l - o-^) and dispersed power diagram I((p) at 

different relative correlation radiuses C, given in Fig. 1. 
As one can see, at small correlation radiuses G, 

the dispersion diagram /(<^) is insignificant and "di- 
rectional characteristics" of this function are poorly 
expressed, i.e. . / (</5) represents almost constant 
"background" of lateral radiation. The magnitude of 
this background at the specified magnitude of error 
dispersion is determined by the relation of the error 
correlation radius to the length of system. When cor- 
relation radius increasing the magnitude and "directiv- 
ity" of/(i/?) function increases. 

In order to find out the "mechanism" of reduction 
of the antenna average DF it is expedient to take into 

1.0 

0.92 

0.5 

0.2        0.4 0.6       0.8 1      c 

Fig. 2. Reduction of the average DF at different cor- 
relation radiuses 

Fig. 3. The dependency of the main maximum direc- 
tion dispersion from the correlation radius 

account the character of the main lobe width depend- 
ency on the error correlation radius. Here, system av- 
erage DF dependency on the error correlation radius is 
presented on Fig. 2. 

This figure shows that magnitude of the average 
DF relative reduction is reduced at correlation radius 
increasing. Thus, DF reduction is equal to the reduc- 
tion of power which is being emitted to the main 
maximum direction. 

At uncorrelated errors magnitude of A depends on 
the amount of emitters and error dispersion. At corre- 
lated errors the average DF reduction depends on the 
correlation radius as well. The obtained dependencies of 
the the DF reduction at errors presence can be explained 
by two effects which are the main petal broadening and 
lateral radiation level increasing. DF reduction caused by 
the first effect is insignificant in the considered case. So, 
lateral radiation average level increasing brings the main 
contribution into DF reduction. 

The most essential effect at phase distribution dis- 
tortion along the antenna is the main maximum direc- 
tions shift. This effect is one of the most unpleasant 
results of the phase error presence, which further lead- 
ing to the angular coordinates measurement errors. 
Therefore, antenna fluctuation parameters analysis is 
the next step of antenna field statistic analysis after 
antenna average characteristics consideration. The 
results of estimation are presented on Fig. 3. 
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TTie researches of the error correlation radius influ- 
ence to the main maximum direction dispersion revealed 
as one would expect that error dispersion tends to zero 
when correlation radius tends to zero or to infinity. 

It's physical sense is explained in the following way: 
at very small radius the number (N) of garmonics, in 
which DF is decomposed, is great enough. It is on sym- 
metry reasons that direction of field maximum Atp is 
highly close to the direction yj = 0 in this case. The 
system is practically in-phase at very big radiuses and for 
the in-phase systems y? = 0. The maximal main maxi- 
mum shift dispersion is to be observed when aperture is 
comparable to the correlation radius. 

The research of the influence of phaseshifters dis- 
creteness on the pelengation sensivity (PS) is accom- 
plished also. The obtained results had been compared 
with the PS of flat A A and with the PS of CAA of the 
same size. 

The results received shows that when using the 
phaseshifters with great discreteness (discreteness - 
0°-22.5°) pelengation sensivity in CAA is worse than 
in the equidistant AA. This inadequate is smoothed 
when phaseshifters with smaller discreteness (dis- 
creteness - 0°-l 1.25°) are used. 

Thus, it is possible to conclude that there are two 
basic mechanisms of errors formation in circular an- 
tenna arrays depending on used survey mode. 

• At the parallel survey the resulting error comprises 
of errors in each channel and common error in the 
CAA aperture. 

• At superfast scanning the resulting error comprises 
of diagram-forming unit' errors and terminal an- 
tenna waveguide channel errors. 

The feature, which connected with applying of the 
statistical theory to the CAA, is substitution of gener- 
alized angle " tp ", which is used for the linear antenna 
arrays for the real one " (p ". 

The statistical analysis results allow to claim the 
following: 

• different mechanisms of errors differently influ- 
ence on the circular antenna arrays statistical char- 
acteristics; 

• the character of these dependences differs some- 
what from the similar dependences for the linear 
antenna arrays; 

• these differences are comparatively insignificant at 
small errors and at the big antennas radius to wave 
length ratio. 

Thus, the errors in CAA elements affect its statistical 
characteristics the same way as in the linear antennas, 
so requirements to manufacture accuracy and elements 
stability are the same as for the linear antennas. 

Applying of the statistical tests method allows to sim- 
plify the complex types antennas statistical characteris- 
tics estimation and analysis to the maximum degree. 
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Abstract 
It is shown that owing to the relativistic effect, there is the electrical field opposite 

in the direction of the impressed field inside the moving conductor that is possible to 
treat as the negative permittivity. The evaluation of the effect being used and conclu- 
sions concerning its practical value are given in the present work. 
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Let's consider the system represented in Fig. 1. As one 
can seen from this figure, it is a flat capacitor - two 
parallel XOZ metal planes, the distance between 
which is equal to D . The surface charge density on the 
bottom and the top plates is equal to +a and —a re- 
spectively. This surface charge density creates the ho- 
mogeneous electrical field Ey between the capacitor 

plates, which size is determined by the expression [1]: 

Ey = cr/so. 

There is a metal plane with a thickness d placed also 
inside the capacitor (see Fig. 1). The given plane 
moves along the axis x with the speed V^. With the 
coordinate axes X'Y^Z\ on which the conductor is 
fixed, the homogeneous electrical field E'y being 

created inside the capacitor plates will be equal to: 

where   a' = 7CT = a/-Jl -V^ /c^   is the surface 

£..■ 
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Fig. 1.  The flat capacitor with a moving metal plate 
in a gap. 

charge density on the capacitor plates in the coordi- 
nate system X'Y'Z', that has changed according to 
the Lorentzian length reduction in the moving frame, 
c is the light speed. In addition to the electrical field, 
the magnetic field with the intensity H \ is also gen- 
erated between the capacitor plates. 

Knowing the surface density of elecfrical charges 
a ',„ in the coordinate system X'Y'Z' ,\tis possible, 
using the invariant property of an elecfrical charge 
and Lorentz fransforms, to find the surface density of 
elecfrical charges u,,, on the metal plane surface in 
the coordinate system XYZ : 

7(7' 7 

Using the expression foru,,,, we can write down 
ratios for calculation of values of the elecfrical and 
magnetic fields in coordinate system XYZ inside the 
moving metal plane: 

H^ = EylW-{VJc)/{l-V!lc') 

B^=Ey/c-{V,/c)/{l-V^/c^) 

(I) 

(2) 

(3) 

Thus, inside the moving metal plate the elecfrical 
field is non-zero and directed opposite to the external 
impressed elecfrical field. Generally, the value, that 
shows how much the elecfrical field inside the mate- 
rial is weakened, in comparison with the elecfrical 
field in vacuum, is named the relative permittivity of 
the given material. In other words, it is possible to 
speak about the appearance of the relative permittivity 
e ofthe moving metal: 

E^ 
Ey. 

(4) 

As we can see the negative permittivity e has the 
negative sign, and its value depends only on the metal 
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Fig. 2.   The investigated capacitor in the coordinate 
system, in which the metal plate is fixed. 
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Fig. 3.     The   electrostatic   relativistic   dynamo- 
machine. 

speed and varies from -00 to 0 at changing the speed 
V^ from 0 toe. The appearance of the additional 
magnetic field makes a bianisotropic medium out of the 
moving metal [2]. The negative frequency-independent 
permittivity means that the medium has changed from 
passive, in which only a signal propagation occurs, into 
active, in which a signal amplification is possible. 
Since e is the velocity function, it is possible to assume 

that the medium becomes active because of the pres- 
ence of the metal speed. That is, the energy of me- 
chanical motion by means of this mechanism can be 
transformed into the electrical energy. 

Such transformation can be carried out, for exam- 
ple, in the system shown in Fig. 3, where the consid- 
ered above capacitor creating the homogeneous 
electrical field Ey is presented. 

The metal plane is placed between the capacitor 
plates and moves perpendicularly to the electrical 
field with the speed V,.. As a result, in the fixed coor- 
dinate system XYZ we observe the EMF 
U = E-^-d between the top and bottom boundaries 
of the metal plane. The given EMF is taken off with 
the help of sliding contacts 1 (see Fig. 3.). We shall 
describe the resistance of the most metal plane r as 
the internal resistance of the voltage source, and the 
external circuit will be characterized by the resistance 
R. Let's estimate the possibility of using the sug- 
gested converter of the mechanical energy into the 
electrical one. As a moving conductor at the room 
temperature we shall take a copper plate with the 
thickness rf = 10 mm and the area 0.001 ml In that 
case, the internal resistance of the chosen metal plate 
is r = 1.56 • 10"'' Ohms. At the external electrostatic 
field intensity E^ = 20 kV/m the EMF obtained at 

the speed lOm/s will make 0.22-10"" V, that re- 
sults in the smallest useful electrical power. Neverthe- 
less, in principle it is possible to measure the current 
and thereby to confirm or deny the presence of the 
electrical field in the moving metal. 
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Abstract 
The hypothesis of creation of Rx-electromagnetic formations around rotating cylin- 

drical nonuniform magnets is considered in the given work. During investigations de- 
vices of stream Rt-grids, Lorentz transforms and hysteresis effects in magnets are used. 

Keywords: Negative permittivity, relativistic effect. 

1. INTRODUCTION 

According to the literature [1] stationary magnetic cylin- 
drical formations of small thickness with a sharp reces- 
sion of the magnetic field mtensity at borders are formed 
around rotating nonuniform magnetic systems. In the 
given work it is assumed that similar cylindrical forma- 
tions can be considered as quasistatic concentrators of 
the electromagnetic energy that arise in layers of the 3D 
stream i?r-grids [4], simulating the electrodynamics 
processes in time domain. In the stream /?r-grids, in 
contrast to finite-difference grids, not the E and H 
fields are modeled by some point pattern in a small vol- 
ume, but the vacuum as an infinite grid of volumes A^ 
(Fig. la) with small dispersion of the flat wave velocity 
during their distribution to any directions. An operator of 
the 3D stream RT -grid is the 12-ports circuit in the vol- 
ume A'', formed of the system of ideal transformers and 
video signal delay elements r = A /(4c), where A is 
the volume size, c = l/v^o/^o is the light speed (see 
Fig. 2). The operator is matched in all 12 ports, has no 
signal of direct leakage and transmits an input videopulse 
with unit amplitude duration r to four neighboring in- 
puts with the amplitude double reduction. Similar pulses 
are transmitted with the double light speed. 

Owing to balancing properties of the circuit of elemen- 
tary volume the stream RT -grid allows one to form en- 
ergy-isolated stationaiy electromagnetic formations in net 
vacuum that cannot be detected by external observers. In 
physics the stationaiy electromagnetic formations have 
been investigated as elementary particles (an electron, a 
positron, a proton, neutrino, etc.) tiiat are characterized by 
a specified value of energy, weight and other parameters. 

In the iZr-stationary electromagnetic formations 
the energy storage level is not limited, since the inten- 
sity of macroscopic fields E and H is not quantized. 

In the present work it is supposed that because of 
the weak connection with the RT -stationary cylindri- 
cal electromagnetic formation the rotating nonuniform 
magnet can create a rotating electromagnetic field and 
transform noise external fields into the ponderomotive 
energy of magnet rotation. 

2. CREATION OF STEADY 

ELECTROMAGNETIC FORMATIONS IN 

THE RT GRID PLANAR LAYER 

A simplified version of the full stream iZr-circuit 
(Fig. 2) is shown in Fig. 3a. The circle with the designa- 
tion M represents a system of 12 ideal transformers, 
which internal windings are crossed at 6 points (black 
circles in Fig. 2). Thick lines designate pairs of orthogo- 
nal two-wire lines, which input terminals are shown in 
Fig. 3a by thin lines with indexes fi-om 1 to 12, in con- 
formity with Fig. 2. A layer of the infinite three- 
dimensional grid in the plane XZ (Fig. 3b) is formed of 
circuits Fig. 3a. Projected dual lines focused along flie 
axis Y are shown in the center of the circles M . 

If to apply unit in-phase pulses having the duration 
r = A/{lyjEQiio) fi"om the inputs 1 and 3 to the circuit 
Fig. 3a, then unit in-phase pulses will also appear in the 

Fig. 1. 
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shoulders 10 and 12 with the time shift T / 2 (see Fig. 2). 
TTiere will be no pulses at the output of all other shoulders 
of flie circuit Fig. 3b. The pulse propagation from the 
shoulder 1 to the shoulder 12, and from the shoulder 3 to 
die shoulder 10 is shown in Fig. 3b by bent arrows. Since 
the power is divided into halves, the pulse amplitudes for 
tfie arrows will decrease by factor of 1 / V2 . It is essential 
also that pulses in tiie shoulders 6 and 8 will be absent, 
which determines the power isolation of the layer of vol- 
umes A^ in the section XZ (see Fig. 3b). 

On the circuit Fig. 3b unit pulses approach in pairs to 
tfie units M as on a chess-board. As a result, it is possible 
to reduced the circuit Fig. 3b to the circuit Fig.?, in which 
one can see closed circuits with the geometrical length 
4A and the electric perimeter 2A (taking into account 
flie pulse motion with the double light speed). As the drive 
pulses had the time length r = A/{2^/e^), the video 
pulses with duration of 2r are along the length of the 
closed circuits in Fig. 4 (thick lines with arrows). 

"Ring" videopulses have the identical intensity of the 
electric E and magnetic H fie]ds(E/H = VSTTEO ) 
along the whole length. The ring videopulse contains an 
identical quantity of the stored electrical WE = eo^^^A"^ 
and magnetic W^ = ^j^^A'' energy. 

Fig. 4. 

As for the ring videopulse the E and H fields 
phase does not change along the ring, it can be consid- 
ered as a stationary electromagnetic formation. The 
pulse energy motion with the double light speed cannot 
be directly detected. It becomes apparent only in the 
direction of the magnetic field H. Granting this the 
circular arrows show the direction of the Pointing II 
vector for orthogonal E and H fields (see Fig. 3b). 

Hanging ring videopulses are placed on the whole 
surface of the layer of volumes A'^ in Fig. 3b. For all 
electromagnetic formations in Fig. 3b the direction of 
the electric field Ey is identical, and the fields H^, 
H, have the ring direction with "chess" coloring. The 
constancy of the field E^ direction allows one to as- 
sume that this field can be connected with the external 
electrostatic field focused along the axis Y. 

3. CREATION OF CYLINDRICAL 

ELECTROMAGNETIC FORMATIONS 

As concentric rings are formed around the rotating 
magnet, the elementary volume form should be prop- 
eriy changed (see Fig. lb). The volume sizes A?;, 
Azi and 7iAe in coordinates R, Z and 0 should 
be determined by the ratio: 

Ar = A;  A2 = A;   r.AG • 

Ae = 27r/n 

= A    (1) 

(2) 

(3) 

When going from the circuit Fig. la to the circuit 
Fig. lb it is supposed that the equivalent i?T-circuit of 
the stream cubic element Fig. 2 remains constant in 
form. The time delay conservation r / 2 for lines along 
the axis r; A9 is attained by introducing the anisotropy 
with respect to s and n only in this coordinate. The val- 
ues eoA) remain unchanged in coordinates r and 2:. 
The ratio (1) provides the equating of the volume elec- 
tric length r;A0 Fig. lb to the value A . The ratio (3) 
provides the wave resistance identity along all axes. 

When meeting the condition (2) the whole n number 
of elementary volumes Fig, lb is along the length of the 
ring circle 21^^ in a circle with any r,. Substituting (3) 
into (I) we shall obtain the ratio in order to determine r, 

(4) riA0Ve,/eo = A 
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Fig. 6. 

It follows from (4) that when r^AG > A it is re- 
quired to introduce a dielectric with Si < EQ and a 
magnetic with ^,; = SifiQ / SQ along the axis TJAG. 

The considered approximate model of bend adjustment 
along the axis r^AS allows one to save the equivalent 
circuit Fig. 2 and its unique balancing property. Taking 
into account the possibility of formation of sector elemen- 
tary volumes A^ (see Fig. lb), the plane ZX can be bent 
with the radius R, forming a cylindrical surface Fig. 5 
with the electrostatic field Eery directed along the axis 
r . The magnetic field H(y,©), dependent on coordi- 
nates Y, r0 forms loops, alternating in the direction, on 
the cylinder surface (see Fig. 5). The electric field £ (r) 
intensity does not depend on time, as well as the electro- 
static field according to the Coulomb equation for a 
charged metal string located on the cylinder axis. 

However, the electrostatics cannot answer how the 
field E'er) was created, because the energy along the 
field is not transferred. The energy through the ring thick- 
ness A for static fields can "be caught" only by inserting 
two metal cylinders with the diameter difference A . 

In case of the model Fig. 5 the energy though the 
thickness A is "caught" without metal cylinders. In our 
case these metal cylinders act as the balancing RT- 

operator Fig. 2 and create a divide wall between the layer 
of elementary volumes A'^ and the external space. 

If to enter a tapered compression into the cubic 
volume (see Fig. 4a) not along one axis (Fig. lb), and 
along two ones (Fig. 4a), going to spherical coordi- 
nates, then the volume layer Fig. 4a will permit to 
form a spherical object (Fig. 4b) with thickness A . 

- d .1 

w :\. *    * 

 i ^^ 

iinii. E. 

a) 

b) 
Fig. 7. 

4. EXITATION OF THE AXIAL MAGNETIC 
FIELD IN THE CYLINDRICAL RING 

To simplify the analysis we shall turn round the cylin- 
drical surface Fig. 7 with the radius R and present it as 
a section of the planar grid with the length d = pA 
that is formed of p elements like in Fig. 3a. The whole 
number of q sections is along the cylinder circle Fig. 5 
with the length 2TTR , i.e. d = 2TrR/q = pA. 

Let's assume that some heterogeneity M, moving 
along the segment d on the axis X with the speed V, 
changes the wave resistance Zi in the line directed along 
the axis Y, for example, for one i -th element of the 
grid layer. When changing Z^ = 4JkT^i we shall 
keep the videopulse delay time along the line with the 
length A constant with 
T = A2VJP7 =_A/ 2V7ip^. The equality violation 
^. ^7^ Zg = y/fjQ /BQ in one of the grid elements Fig. 6 
will lead to some structure disturbances of stationary 
fields in the ring grid Fig. 5 that will be periodic along 
the cylinder circle with the period q = 2TTR/pA. A 
similar field disturbance in the steady state mode will 
move along the circuit of the cylindrical resonator Fig. 5 
with the speed V, i.e. with the cylinder speed P. 

The change of Z.i will lead to radiation of a part of 
the electromagnetic energy through the element sec- 
tions A X A on either side of the ring surface. 

, We can suppose that it is due to the presence of a 
component of the electric field Ez in the radiated 
fields that moves along the ring surface on the axis X 
with the speed V and stimulates the field Hy. 

To simplify the analysis the three-dimensional prob- 
lem of the flat layer Fig. 3b, in which electromagnetic 
fields are isolated, will be replaced by the two- 
dimensional problem of the electrostatic condenser 
Fig. 7. The electromagnetic field isolation is provided 
by metal surfaces with a charge surface density of ±q . 
TTie electric field is equal to Ez = g/eo • If there is a 
gap d in the bottom surface (that is equivalent to the 
change of Zi in the layer Fig. 3b), the field E'z with a 
smaller intensity will appear outside of the aperture 
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(Fig. 7). As both surfaces of the condenser move with 
the speed V, then according to the Lorentz ratio the 
magnetic field will appear near the aperture: 

H{- =-^-£'2 ;  7==T//c 

It is possible to assume that in rings like in Fig. 5 the 
electric field intensity can considerably exceed fields of 
the electric breakdown in the air that allows one to receive 
very high values of the field i/j- when V/c ~ 10"", 
which is characteristic of mechanical systems. 

5. DYNAMICS OF SYNCHRONIZATION 
PROCESSES OF CYLINDER AND MAGNET 
ROTATION SPEEDS 

On the basis of approximation of the RT -cylinder Fig. 5 
by the condenser-type cylinder Fig. 7a we shall form a 
design like in Fig. 8 where the electrode of the condenser 
cylinder with slots d rotates with the speed V„ around 
the magnet rotating with the speed H • We shall connect 
the constant-voltage source e creating the radial constant 
electric field E^ to two electrodes of the condenser cyl- 

inder. The non-uniform magnetic field Hi' rotating as 
the elecfrode with the speed V„ is excited in a gap be- 
tween the magnet and the electrode with slots. The field 
HI- maximums being near slots excite domain forma- 
tions HO (hysteresis areas) in the magnet, in which the 
field By intensity changes in comparison with the aver- 
age value of the field BQ in the magnet volume. 

It can be supposed that the fields Hy and By are 
described by cosinusoidal functions like in Fig. 7b: 

where HQ and B^ are average values of the fields, 
H,i, and B,„ are cosinusoid amplitudes, d is the dis- 
tance between apertures, V = V^ = V^ is the syn- 
chronous speed of rotation of the ring and domain areas 
in the stationary mode, XQ is the geometrical displace- 
ment of the field By curve with respect to the field 
Hy curve because of the delay under hysteresis mag- 
netic reversal. In (5) it is supposed that the field Hy 
maximums are in centers of the slots d. The angular 
displacement of sinusoids equals to Go ='ITX jd-x^. 

In the work [2] the degree of the angle G is esti- 
mated by the formula: 

e = arcsin(P,rr/i7,„5„) (7) 
where 

P,T =kH,B,J-K (8) 
- is the energy dissipated in the magnet for one time 
cycle of the sine-wave magnetic reversal T in a unit 
of the magnet volume, T = 1/ f = d/\\; H,„ is 
the amplitude ofthe magnetic field modulation; B^ is 
the average value ofthe magnetization induction; H, 
is the coercive force by induction. 

The hysteresis characteristic like in Fig. 9 corre- 
sponds to the magnetic field approximation and mag- 
netization in the form of sinusoids (5) and (6). We 
introduce a similar approximation by analogy with [2] 
allowing for constant components 5(, and HQ . 

It is supposed that the field Hy of cosinusoidal form 
penetrates into the magnet and changes the field By there 
according to the curve in Fig. 9. We shall assume that the 
size a ofthe hysteresis area is equal to the width ofthe 
slot 0 and much less than rf, and the value of By in the 
magnet volume is practically constant and equal to BQ . 

Any point ofthe curve B = f(H) in Fig. 9 corre- 
sponds to the steady-state mode of magnetization. The 
dynamics of interaction of the moving field Hy and 
moving magnetization areas is similar to the dynamics of 
interaction of the moving electromagnetic wave and 
bundles of electrons moving in the same direction in 
travelling-wave tubes. In the steady-state mode of the 
flow velocity of two streams, V„ = Vi, are equalized. 
Each ofthe streams can be a source ofthe energy trans- 
ferred to the second stream. For example, if magnets are 
accelerated by applying the mechanical force then the 
moving field By excites a wave with the field Hy, 
accumulating the magnetic energy in this wave. 
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The Stream Hy, influencing the field By, creates the 
ponderomotive force F, which will rotate the magnet. 
To describe the specified processes we shall set up a 
differential equation connecting the mechanical force F 
with the speed V^ — Vj, and the fields Hy and By . 

To simplify the analysis we shall replace hysteresis 
areas (Fig. 10a) with the section axh and the height h 
by the wire loop of the same section with the current / . 

For ferromagnets the intensity of the magnetic po- 
larization M exceeds essentially the intensity of the 
regulating field Hy. The value of M for the magnet 
is equal to the product of the number of focused di- 
poles (domains) in a volume unit and the magnetic 
moment m of each dipole [2]. At that, it is not impor- 
tant what keep the dipole direction save: applying the 
external field Hy or spontaneous self-organization of 
domains. In our case the magnetic polarization inten- 
sity can be considered equal to the field By , i.e.: 

M KBy (9) 
The change of the internal field M of the magnet 

material and accordingly By is regulated by the 
hysteresis curve Fig. 11. 

If the field By is supposed to be equal in the section 
a X 6 both for the hysteresis area and for the loop, then 
the value of the current / is determined by the ratio: 

/ = Byh (10) 
The input field Hy tends to move apart the loop 

wires with the opposite current / (see Fig. 10c). If the 
cosinusoid Hy is located symmetrically to the magnet 
center, the resultant force F = {F^ - F2), effecting on 
the loop, will be equal to zero. For other positions 
(a; vt 0 in Fig. 7b) the resultant force F is not equal to 
zero and can have various directions on the axis X, 
accelerating or slowing down the structure rotation ve- 
locity Fig. 8. Taking into account the small value a in 
comparison with the sinusoid period d, the value of the 
force F (the Lorentz force) is determined by the ratio: 

F^I-a-b{dHy/dx)^^^^ (11) 

Differentiating (6) with respect to x we shall ob- 
tain the force effecting on one domain area: 
F = H,„-I-2TT/d-a-b- sin27r(a; - Xo)/d     (12) 

Substituting the value of the current / Irom ratios 
(10) and (6) into (12) we shall obtain: 
JF = a • 6 • ft[J5o + i?,„ cos2-K/d{x - XQ)] X 

X H,n2-K /d sin 27r(a; — x^)/d 
In turn the force F is determined by weight and 

acceleration of the structure with magnets: 
F = mdv/dx (14) 

where m — -yabhN is the total weight of the magnet in 
the system Fig. 8; 7 is the relative density of the magnet 
material; v is the system speed of rotation Fig. 8. 

From (13) and (14) we shall obtain the differential 
equation describing the interaction of two moving ele- 
ments of the system Fig. 8 with close speeds ¥„ « VJ,: 

'fdv/dt — 27r/dH,n sin2'K/d{x — %) 

[ Ba + B„j cos(27ra; / d) ] 

where x = Vit; XQ = ©0 d/2Tr; rf, 7 are specified 
parameters. 

According to (7), (8) and taking into account the 
fact that the period T = d/v, -we shall obtain the 
additional ratio: 

© = arcsin{kHcBjnd I TtH,nBQv) (16) 

TTie quantity ffo does not obviously appear in (15) and 
(16). Granting this, specifying the fixed quantify H^ is 
enough to solve the differential equation (15), subject to 
(16), entering some speed value u, as an initial condition. 

6. THE POSSIBLE MACHANISM OF 
FORMATION OF THE RADIAL ELECTRIC 

FIELD 
To provide a constant rotation of the ring with slots in the 
system Fig. 7 that is in the stationary mode of rotation 
(1/ r= Fj) it is necessary to sustain a certain level of the 
radial electric field. It is possible to assume that in the ra- 
dial RT-rmg (Fig. 5) tiie rotating heterogeneities M 
(Fig. 6) excite the rotating magnetic field Hy not only on 
the intemal surface of the ring about the magnet (Fig. 8), 
but also on the extemal surface. We can assume that the 
field Hy will stimulate the input of some electromagnetic 
field formations moving chaotically in vacuum and self- 
organizing into radially directed fields to the radial RT - 
ring. Thereby the stationary mode of rotation is sustained 
near the extemal area of the ring. A similar mechanism of 
self-excitation of the magnetic field in a conducting me- 
dium (with zero density of the distributed charge) is con- 
sidered in [3]. The effect is named «1he turbulent 
dynamo». In the loop in the conducting medium it is spon- 
taneous because of small casual distortions being accom- 
panied with the occurrence of weak electric and magnetic 
fields, can intensify on the average owing to the worl and 
at the madium certain sizes and microturbulences, and 
create the constant magnetic field. 

7. CONCLUSION 
The considered self-sustaining mechanisms of rotation in 
systems with magnets should be regarded as theoretical 
hypotheses that require an experimental check and more 
detailed mathematical simulation, in particular on the basis 
of programs of the RT -grid analysis taking into account 
the body motion and hysteresis effects in magnets. 
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Abstract 
The problem of plane electromagnetic wave diffracted by a conical structure with 

longitudinal slots is considered. The plane wave propagates along the cone axis. The 
problem solution method uses the Kontorovich-Lebedev transform and the analytical 
regularization procedure. It is shown, that electromagnetic problem is equivalent to 
the solution of the linear algebraic equations system for Fourie coefficients of scat- 
tered field components. The numerical algorithm for solving this system is con- 
structed. Two cases of electromagnetic plane wave polarization are considered. 
Scattered field patterns are given to investigate slot effects. 

Keywords: conical antenna, slots, plane wave diffraction, scattered field patterns. 

1. INTRODUCTION 

Conical structures have some special features. They 
are omnidirectional and super-wide-band in radiation 
pattern and matching. 

The excitation problems of this structure by radial 
dipoles have been considered in the previous works 
[1]. However, the solution of the diffraction problem 
for such structure is of a great interest from the stand- 
point of antenna technique and radar applications. 

The task of this paper is to find numerical solution 
for plane wave field diffraction problem and to ana- 
lyze slot effects on scattering characteristics. 

2. PROBLEM FORMULATION AND 
SOLUTION METHOD 

Let a homogeneous plane electromagnetic wave be 
incident on a thin perfectly conducting semi-infinite 
circular cone with N longitudinal slots (Fig. 1). Plane 
wave propagates along the cone axis. The time de- 
pendence is given in the form c"*^'. In the employed 
spherical coordinate system {r,e,ip), with the origin 
at the cone tip, the conical surface E is defined by 
the equation 5 = 7 . The period I = 2Tr / N and the 
slot width d are angular values. 

The presence of a cone with longitudinal slots leads 
to arising of a scattered field ^(■•"-),#(■"■). The total 

field for E, H has the form: 

E = £(■") -t- £(-), ij = #('") -I- #("^), (I) 

where E^'"\ H^'") denote the primary plane wave 
field. We will express the components of the electro- 

magnetic field in terms of the electric U^ and magnetic 
U2 Debye potentials and then reduce the initial electro- 
magnetic problem to two scalar boundary-value Dirihlet 
and Neumann problems for the Ui and I/2 potentials. 

We will treat two cases of polarization of the pri- 
mary field, namely, 

^'"'•) = {Ei",0,0),   H("') = {0,HJr\Q), 

i?!"'' = -4"'-' = e'*--'; 
B 

2.1.  CASE A 

In accordance with the representation of Debye poten- 

tial [/]""■' (j = 1,2) for plane wave field we will 

E:e=Y 

Fig. 1. Cone geometry 
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look for the solution in the Kontorovich-Lebedev in- 
tegral transform [2]: 

(2) 

m 

/■/(■«•) _ r/(«c-)    I   r/(sc.) 
3 j,div.  ^^ ^ j,cnv. 

r/(sc.) _ _ r 
^j,div.  -      J 

0 

Hl^ikr) E 
0        ^      m=-l;l 

m 
m 

i-i 

— = mo + f, -1/2 < z^ < 1/2, mo is an integer 

closest to m/N, a{j) = (-iy~^ Coefficients 4{l 

are independent of the wave number k and are esti- 
mated at (n + v)N » 1, 

,(3) 

(^7 
+0C 

j-1 ■'-1/2+tT 
(cos7)t/,(,^^ dr 

•«   =0 "1)1,71 (n + i^y-'TV' J 
(11). 

u^= E a;. 'm+nN 

X • 
-1/2+tr'' ' „t{m + nN)ip 

7rrP:'l|^f,v(±cos7) 
^7 

rr(s(;.) i   sinfcr rf^ 

pj(m+tiiV)¥) ' 

^('"D^ 
E - 

n! = -l;l 

.  m 
m 

7-1 (5) 

c/(f) 

The coefficients xlil„  do not depend on the wave 

number, and this is convenient for studying field pattems. 
One should modify the system (8), (9) of paired 

equations to apply a regularization procedure that 
exploits the Riemann-Hilbert problem method. After 
using this procedure we obtain the two independent 
Fredholm infinite system of linear algebraic equations 

(ISLAE) of the second kind for a;l{l (i = 1> 2) in the 

following form: 
+00     I      I 

Arto = T^'""(")+ E ^-^siZv'i^)y^P (12) 
^=—oo 

U^  =     E   ^^nN X 
11 = —oo 

Po-I'"^"^l(±cosg)      ,,,„^, 

d7^-i 

'■{m+nN)ifi' 
(6) 

-\in+nN\ 
(± COS 7) 

y(l) 

where 

+00  I   I 

where P//' (cos 6) is the associated Legendre fiinction, 

x^^' and ^^■'^ are unknown coefficients related by ex- 

pression: 

d-') =   lim  4^'. (7) 
^'^ ir-.l/2   ^ 

The upper signs in (4), (6) correspond to the 
0 < ^ < 7 range, and the lower signs correspond to 
the 7 < ^ < TT range. 

The boundary condition imposed on the cone and 
the field continuity condition on the slots yield a sys- 
tem of dual serious equations: 

+00 

X; 4fj«e"'''^ = e"""^", TTrf/Z < liV^I < 7r,(8) 

„(1)    — C_lV>-'no 
S/m,n V     '■I 

DM 

p=-~-oo 

n -\- u    \n\ 

(13) 

+ y%Pniu), 

\^       ^m,n )'^in,nA^^) 
mo -f-1^    n 

 2P^_lC—M)  

i/(P,(—U) + P,_i (-«))' 

and 1-^(1)   = 
1-, 

.(1) 
u = cos- -T, 

n——00 

+00 

Y: [N{n + i.)f^^ i|i(l - 4l)44e"''" = 0, 
n=—oc 

\Nip\ < nd/l, 

where eli\i are known coefficients: 

(9) 

[iV(n-Fi/)f«i^(l-4{U = n 
^_lfi+v)N+i-i^^^^ r(l/2 + tr + (n + u)N) 

7r(sin7)^-"«      r(l/2 +ir-(n + i/)iV) 

1 
X—— —  

x(10) 

V,f-/(")' ^^''(^)' ^n~-i(«) are known functions. 
The infinite system of linear algebraic equations of 

the second kind for a;*,?-',, is obtained in [2]. 

The solution of the matrix equation exists, is unique, 
and can be approximated by solving a truncated matrix 
equation for arbitrary problem parameters. 

2.1.1.    Numerical results 
To demonstrate the slot effect on the far field scatter- 
ing pattems, we place pattems for an isotropic cone (a 
perfectly conducting cone without slots) and a slotted 
cone both. Thus, Fig.2 depicts a pattern for an iso- 
tropic cone (7 = 45'',6'= 99°). Pattems for this 
cone with one slot are shown in Fig.3. It is observed 
that the slot width varying leads to the transformation 
of the scattered field. The narrow slot (d < 5°) has 
little effect on the scattering pattem. 

2.2.   CASES 

The stmcture of the potentials and their representation 
in the form of the Kontorovich-Lebedev integral are 
analogous to (2)-(7), as in case A. The unknovm Fou- 
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Fig. 2. (p -plane scattering pattern for an isotropic 

cone(7 = 45°, 6 = 99°) 
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Fig. 3. v?-plane scattering patterns. Scattered far 
field dependence on the slot width d 
(7 = 45°, e = 99°)l. rf = 5°, 

2. rf = 30°,3. d = 60°,4. rf-120°, 
5. rf = 180°,6. rf = 240°,7. rf = 300° 

rier coefficients a;f,{^,  satisfy the same dual serious 

equations (8H9) and two ISLAEs (I2)-(13). 

2.2.1.    Numerical results 
The ip -plane scattering patterns for the case of H - 

polarized plane wave are shown in the Figs. 4-5. 
Thus, Fig. 4 depicts pattern for an isotropic cone 
(7 = 22,5°, e ^ 54°). Patterns for this cone with 
one slot are shown in Fig. 5. 

3. CONCLUSION 

The solution to the problem of electromagnetic plane 
wave diffraction on a conical structure has been ob- 
tained with the Kontorovich-Lebedev integral trans- 
form and the analytical regularization procedure. 
Numerical results have been presented to show the 
variation of the scattering patterns when the slot width 
is varied. Results show that a narrow slot has little 
effects on scattering patterns. 
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Abstract 
Foundations of measure theory, the Hausdorff-Besicovitch measure, fractal no- 

where differentiable Boltzano, Weierstrass, Cantor, Riemann, Darboux, Van-der- 
Waerden, Koch, Sierpinski, Besicovitch, and Weierstrass-Mandelbrot functions, and 
also some atomic functions possessing fractal properties are considered. For the first 
time, the atomic-fractal functions are constructed. The theory proposed and justified 
is illustrated on problems of synthesis of fractal radiating structures by means of 
modeling the corresponding physical processes. 

Keywords: fractals; antenna arrays; antenna theory; antenna radiation patterns; low- 
sidelobe antennas; array signal processing; atomic functions; R-functions. 

1. INTRODUCTION 

The name 'fractal', from the Latin 'fractus' meaning 
broken, was given to highly irregular sets by Benoit 
Mandelbrot in his foundational essay in 1975 [1]. 
Since then, fractal geometry has attracted widespread, 
and sometimes controversial, attention. The subject 
has grown on two fronts: on the one hand many 'real 
fractals' of science and nature have been identified. 
On the other hand, the mathematics that is available 
for studying fractal sets, much of which has its roots 
in geometric measure theory, has developed enor- 
mously with new tools emerging for fractal analysis. 
This paper concerned with the mathematics of fractals 
and application to antenna theory [2-9]. 

Various attempts have been made to give a mathe- 
matical definition of a fractal, but such definition has 
not proved satisfactory in a general context. Here we 
avoid giving a precise definition, preferring to con- 
sider a set E in Euclidean space to be a fractal if it 
has all or most of the following features: 

(i) E has a fine structure, that is irregular detail at 
arbitrarily small scales. 

(ii) E is too irregular to be described by calculus 
or traditional geometrical language, their locally or 
globally. 

(iii) Often E has some sort of self-similarity or self- 
affinity, perhaps in a statistical or approximate sense. 

(iv) Usually the 'fractal dimension' of E (defined 
in some way) is strictly greater than its topological 
dimension. 

(v) In many cases of interest E has a very simple, 
perhaps recursive, definition. 

(vi) Often E has a 'natural' appearance. 

Examples of fractals abound, but certain classes 
have attracted particular attention. Fractals that are 
invariant under simple families of transformations 
include self-similar, self-affine, approximately self- 
similar and statistically self-similar fractals. Certain 
self-similar fractals are especially well-known: the 
middle-third Cantor set, the von Koch curve, the Sier- 
pinski triangle (or gasket) and the Sierpinski carpet, 
see Fig. 1. Fractals that occur as attractors or repellers 
of dynamical systems, for example the Julia sets re- 
sulting from iteration of complex fiinctions, have also 
received wide coverage. Fractal geometry is the study 
of sets with properties such as (i)-(vi). Many of the 
questions that are of interest about fractals are parallel 
to those that have been asked over the centuries about 
classical geomefrical objects. These include: 

a) Specification. We seek efficient ways of defining 
fractals. For example, iterated functions systems pro- 
vide one way of specifying fractal of certain classes. 

b) Local description. Locally a smooth curve looks 
like a line segment. Whilst fractals do not have such 
simple local sfructure, notions such as densities and 
tangent measures provide some local information. 

c) Measurement of fractals. The usual way of 
'measuring' a fractal is by some form of dimension. 
Nevertheless dimension provides only limited informa- 
tion and other ways of quantifying aspects of fractality 
are being introduced. For example, 'lacunarity' and 
'porosity' are used to describe the small-scale 
preponderance of 'holes' in a set. For such quantities to 
have more than just descriptive use, their definitions 
and properties need a sound mathematical foundation. 

It may be argued that there is too much emphasis 
on dimension in fractal analysis. Certainly, dimension 
(with its various definitions) tends to be mathemati- 
cally tractable and can often be estimated experimen- 
tally. Moreover, the dimension of an object is often 
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Fig. 1. First four stages of constructing the Sierpinski carpet (a) and Sierpinski gasket (b) 
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related to other features, for example the rate of heat 
flow through the boundary of a domain depends on 
the dimension of the boundary, and the dimension of 
the attractor of a dynamical system is related to the 
dynamical parameters such as the Liapunov expo- 
nents. However, many fractal aspects of n object are 
not reflected by dimension alone and other suitable 
measure of fractality are much needed. 

d) Classification. We seek ways of classifying frac- 
tals according to significant geometrical properties. 
One approach is to regard two sets as 'equivalent' if 
there is a bi-Lipschitz mapping between them Qust as in 
topology two sets are considered equivalent if they are 
homeomorphic) and to seek 'invariants' for equivalent 
sets. For example two sets that are bi-Lipschitz equiva- 
lent have the same dimension, but dimension is far 
from a 'complete invariant' in that, except for certain 
rather specific classes of sets, there can be many non- 
equivalent sets of the same dimension. 

e) Geometrical properties. Properties of orthogonal 
projection, intersections, products, etc., are often of 
interest. 

f) Occurrence in other areas of mathematics. Frac- 
tals arise naturally in many areas of mathematics, for 
example, dynamical systems or hyperbolic geometry. 

The general theory of fractals ought to relate easily to 
these areas. 

g) Use of fractals to model physical phenomena. 
There are many 'approximate fractals' in physics and 
nature, and these can often be modeled by 'mathe- 
matical' fractals. Ideally the mathematical theory 
should then tell us more about the physical situations. 
One of the effective methods for description of ob- 
jects with fractal properties of boundaries is the 
method of R-functions [10]. For the first time, it was 
applied for constructing equations of boundaries of 
the Sierpinski carpet and gasket (Fig. 2). 

So, last years of the last century were marked by in- 
tensive investigation in fractal geometr>'. It should be 
mentioned that fractals appeared more than one hun- 
dred years ago were met with caution as it was also 
many times in the history of other new mathematical 
ideas. The report consists of some parts. First four of 
them are devoted to the foundation of measure theory 
measure of Hausdorff-Besicovitch [1-4], fractal no- 
where differentiable functions constructed by Boltzano, 
Besicovitch, and some AF possessing fractal properties' 
The effectiveness of application of both classical fractal 
functions and new atomic-fractal functions [5, 9] in 
problems of antenna synthesis is shown in the last part 
by means of the numerical experiment. 
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2 ATOMIC AND ATOMIC-FRACTAL 

FUNCTIONS 

By definition, AF are the compactly supported infi- 
nitely differentiable solutions of differential equations 
with a biased argument, 

M 

Lfix^ = XY2c(k)f[ax-b{k)), \a\ > 1, (1) 
jt=i 

where L is a linear differential operator with constant 
coefficients. Main classes of AF, their properties and 
applications are described in [5-9]. Using the afore- 
mentioned results and taking into account ideas and 
results presented in [5-9], let us consider the construc- 
tion of the new class of atomic-fractal functions 
(AFF). To understand the proposed approach we will 
describe its main stages. The operation of multiplying 
the distribution (for example, up(a;), 7r,„(a;)) by a 
number or an ordinary function (in our case, the Bolt- 
zano, Van-der-Waerden, Besicovitch, and Weier- 
strass-Mandelbrot functions) is well-known. Note that 
a multiplication of AF by the classic fractal function 
is a direct product of two or more functions. This im- 
plies the following statement. 

Statement 1. Let R" and i?"' be two Euclidean 
spaces of dimensions n and m respectively, and 
X = {XT,,X2,...,X„) and y = {yx,y-2,-,ym) e R"' be 
the points in these spaces. Then the Cartesian product 
of these spaces i?" x R" = i?'"+" is a new Euclid- 
ean space of dimension n-Vm . The pairs (a;, y) = 
= (a;i, a;.2,..., a;,,, j/i, 2/2, • • ■. Vm) are the points of these 
spaces, and coordinates are written in the proper order. 

Statement 2. Let f{x) and g{y) be two numerical 
functions, and x £ R", y € i?"'. By definition, the 
fijnction 

u{x,y) = f{x) X g{y) = fix) ■ g{y),        (2) 

defined on R"+"', is called the direct product of func- 
tions f(x) and g{y). 

Therefore, the direct product of two flinctions coin- 
cides with an ordinary product', and is commutafive, 
associative, and distributive with respect to the sum of 
functions defined on the same space. Note that if, par- 
ticularly, functions f{x) and g{y) are locally inte- 
grable from R" into/?'", then their direct product 
u{x,y) is a function that is locally integrable on 
R"+^'. Taking into account the statements 1 and 2 
(the strictly justification demands a separate investiga- 
tion), we constructed AF multiplied by classical frac- 
tal funcdons [9]. 

3 SYNTHESIS OF ATOMIC-FRACTAL 

RADIATION PATTERNS 

Unlike the traditional techniques [4, 9], when smooth 
antenna RP are synthesized, the fractal synthesis is 
based on the idea of realization of radiation character- 
istics with a repeating structure in arbitrary scales. 
Such an approach allows the new regimes of operat- 
ing to be constructed in fractal problems of antenna 

To the point of observation 

Fig. 3. The linear antenna array with 2N equally- 
spaced elements 

synthesis [4-9]. A family of functions, called the gen- 
eralized Weierstrass functions [2-5] are known to play 
a pivotal role in the theory of fi-actal radiation pattern 
synthesis. These funcfions are everywhere continuous 
but nowhere differenfiable and exhibit fi-actal behav- 
ior at all scales. This class of functions can be repre- 
sented by 

fcx^ = J2^('''''^"g{rj"x), (3) 
n=l 

where l<P<2,gisa suitable bounded periodic 
fimction, and rj > 1. 

The element spacing provides a third variable, in 
addition to the amplitude and phase of the array exci- 
tation currents, with which we can control the radia- 
tion pattern. The array factor for the nonuniformly but 
symmetrically spaced linear array of 2N elements 
illustrated in Fig. 3 may be expressed in the form 

/(^) = ^X^li-^n cos(fc d„, cose + a,,).    (4) 

Here, k = 2'K/\, /„ and a„ are amplitude and 
phase excitations, respectively, d„ represents the ar- 
ray element locations. Suppose the factor of an array 
with infinite number of elements to be expressed by 
the generalized Weierstrass function (3) with cosine 
function g and random phase a„ as 

fcuy = 2Y^'^^^r]^'^-'^^"cx>s(arj"u + a„),   (5) 

where a is a constant. The current amplitude and ele- 
ment location satisfy the following conditions: 

In  = V' 
,(D-2}n k dn = arf\ (6) 

where u = cos 6 . The fractal RP defined by (5) pos- 
sesses the self-similarity at the infinite range of scales. 
In practice, physically realizable arrays consist of a 
finite number of elements, i.e., here, we have a trun- 
cated series 

h (u) = 2X;^^i'7^''-''" cos(a7?"zi + a„ ). (7) 

Expression (7) represents the array factor for a non- 
uniform linear array of 2N elements with current 
amplitudes and phases given by (5). Thus, in this case 
the Weierstrass partial sum (7) may be classified as 
band-limited since the resulting RP only exhibits frac- 
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tal behavior over a finite range of scales witli lower 
bound 2Txlarf . The range of scales may be con- 
trolled by the number of elements N in the array. That 
is, the addition of two or more elements to the array 
has the effect of enhancing the fine structure in the 
RP. The maximum value (7) for angle ^o is 

h^v^)-i^l__^r -2)« 
(8) 

and is determined by the choice of the excitation cur- 
rent phase a„ = -arf'v^ for v^ = cos^o. Series (8) 
represents a geometric progression, therefore, 

/A'(«O) = 27/^-2) 
1 - 7?<^-2' 

(9) 

and a normalized form of the Weierstrass array factor 
can be obtained by dividing (13) by (15) that yields 

JD-i) 
p,v < w) = 

1 V' 
1 _ „(D-m 

N 

22i„cos(ar]"u + a„),(\0) 

where the normalized excitation current amplitude is 

i, =V"-^""-". (11) 
Comparing (6) and (11), we can see that the fractal 

dimension of the RP can be controlled by the array 
element current distribution. The distance between 
any two consecutive array elements is given by 

27r 
'^.1+1 - d„ = 

Since 77 > 1, it follows that if > 77 for n > 1. 
Therefore, 

rf„+i -d„ > d^-di, n = 2,3,...,N -1. (13) 

Let T be a constraint which is imposed on the 
minimum separation between any two consecutive 
elements of the array. There are two possible cases 
satisfying the given condition, 

^2 - rfi = r      and    rfj > r/2    (case 1), 

di = T/2 and     di - d^ > T (case 2). ^'"^^ 

From (13) it follows that if (14) is satisfied, then 
the spacmg between all other pairs of consecutive 
array elements will automatically satisfy the minimum 
separation criterion r. An expression for a as a func- 
tion of r and rj can be derived by solving (6) and 
(14). The result is 

^Y),l<'?<3,a = |l,,7>3.(15) a = 
niv 

^"      n       •',1-], 

a„ = 770,, _i, 

4, = ndn-i, 

oti = -at]v^y,    (16) 

A,7i = l,2,...,7V-1.(12) 

where n = 2,3,...,N . 

Further, we shall consider the Weierstrass array 
with r = A/2, T = X/8. Then, from (15) for 
a = 1 it follows that 77 = 2.34 , and for o = 2 pa- 
rameter 77 = 1.3. Values of 77 for other r and a are 
presented in [9] and used in (15) for determining the 
spatial locations of array elements. Let us investigate 
now, the long radiating system L with continuous 
current/(2:). For a linear source of infinite length, 
characteristics of radiation F<.u> and current distri- 
bution 7(2) are connected by the pair of Fourier 
transforms 

F(u->=j     /(S)exp(z-27r u s)rf5, 

7(5)=/     Fiu:>exp{-i-2-K S u)dtL 
j -00 '    ' 

where s = z/A. Any fractal frinction is constructed 
by using recursive algorithms with an appropriate gen- 
erating function. Suppose that the RP of a linear radia- 
tor of infinite length may be represented as a band- 
limited generalized Weierstrass frinction of the form 

Note that the parameter 77 governs the conver- 
gence of the Weierstrass array factor. The closer 77 is 
to one, the slower the array factor will converge and 
the more elements will be required in the array. At the 
same time, the spacing between consecutive array 
elements is decreasing as 77 approaches unity. On the 
other hand, it should be noted here that amplitudes /„ 
and phases Q„ of the excitation current, as well as 
spacings rf„ between elements may all be obtained by 
an iterative procedure 

(18) 

with generating fijnction pcw). Here, we assume that 
ff(w) is periodic and even, i.e., g{u -f 2) = p<w), 
5 (-u) = p (u). In our case, the newly obtained fam- 
ily of generating functions has the following form: 

'• ffA'(M) = 7r,„(u) is a compactly supported AFF 
(V.F. Kravchenko frinction), 

2. 9K{V) =■ 7r,„(«) • up(3;) is a V.F. Kravchenko 

function (the product of fractal function 7r,„(u) with 

"mother" AF up(3;)), 

3- 9KB{U) V.F. Kravchenko-Boltzano function (the 

product of "mother" AF up(3:) with the Boltzano 
function), 

4. gv(u) is the classical Van-der-Waerden fractal 
function. 

Any of these synthesized functions (1^) can be 
expressed by series 

5(U) = -|--t-^||^^^a,^^cos(77Z7r«),      (19) 

whose Fourier coefficients are determined as 

°-m  = 2 /    5 ( U ) cos ( 77l7r« ) du . 
^ 0 

Then, substituting (19) into (18), we get the expres- 
sion for the RP in the form 

F(U) = 
OQ 77' XD-l)N -1 oc   N-\ 

XCOS 

'' ^      .H=i«=o (20) 
(7n7r77"u). 
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n (20) one may substitute M +1 for M . The result is 

1 

oo 

m=l 

■jv-i 

E 77(^-2'" cos(m7r7?" (u + 1)) 
n=0 

(21) 

flm "=2/   5(« — l)cos(m7rM)dM , 

where 77 > 1 and 1 < D < 2. Expression (21)repre- 

sents the Fourier expansion of the fractal RP Few) 
with respect to the basis of AFF in combination with 
the band-limited cosine Weierstrass function. This 
representation is called the Fourier-Weierstrass ex- 
pansion. The current distribution for a linear source, 
required for obtaining the given RP, using (17) is 
written as 

/<5) =   /    Fcu'>exp(—i2Trsu]du.      (22) 

Here, Fcu:> for AFF is found with the help of series 
(21). Thus, we have 

/cs) = Op    ^n-9^—7-sinc(27rs) -|- 
V 

(D-2) 1 
00   N-l 

+ E E «mV^^-'>" {exp(i mTT77" ) X     (23) 
m=l ;i—0 

X sinc(27rs — rmrr]" ) -|- 

-I- exp (—i m-K 7?" j sine (27rs -|- rmrrf^) !■. 

Expression (23) represents the required current dis- 
tribution for an infinite line source. For a finite line 
source, 

7cs) = /(s), \s\ < —, /cs) = 0, \s\ > ■rr-(24) 
2A 2A 

Corresponding expressions for the synthesized 
AFF RP for linear radiating system L are expressed 
by using (17) and (24) as 

JD-2)N 

27r r7'^-2' n 
7r-(l-|-«) + 

+ Si .|o ■u) 

00  JV-l 

■" m=\ n=0 

xjcOS mTTTj" (M -hi) 5m„(«) -|- 

-|-sin 7n7r77"(M +1) C„„, (u)|, 

where functions 5,„„ (7i) are C,„„ («) are defined in 
[9] and 

a) 

;V = 8 

V = 1.3 
D = 1.5 

I(s) 

W\MM^ 
b) 

I(s), dB 

C) 

Fig. 4, The fractal array RP (a) and current distribu- 
tion in ordinary (b) and logarithmic (c) 
scales. The Kravchenko generating fiinction 

To illustrate the synthesis procedure for the linear ra- 
diation source, we considered some examples with the 
generating distribution [9]. The directivity of the atomic- 
fractal array with generating fiinctions of 
V.F. Kravchenko, V.F. Kravchenko-Boltzano, and Van- 
der-Waerden, are expressed by formulas (14) and (15), 

2/;?(MO) 
G'.4FF(WO) = (26) 

where /N AFF{'>J-) is determined from (21), and coeffi- 

cients a„, are those for the expansion of AFF with 

respect to the basis of band-limited cosine Weierstrass 
fiinctions. 

To illusfrate the synthesis procedure for the linear 
radiation source, we considered some examples with 
the generating distribution. 

Using the properties of the AFF generating fiinc- 
tions     (the     V.F. Kravchenko,     V.F. Kravchenko- 

7 = 0.57721....   It   can   easily   be   shown   that     Boltzano, and Van-der-Waerden functions), let us 
present examples of normalized RP for linear sources 

^irn^FcM) = f (M) and Sicoo) = 7r/2,      F(.U:> with given D, rj, and N shown in Fig.4 

Ci(oo) = 0, 5„„, (A;0 = 27r, C,„„ (oo) = 0. (V.F. Kravchenko generating fiinction gji{u)). 
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»* *>» y 

Fig. 5. Linear two-dimensional antenna array with 
M X N equally-spaced elements. 

4.   TWO-DlMENSIONAL FRACTAL ARRAYS 

Consider the case of a two-dimensional flat symmetric 
phased antenna array with radiators equally-spaced at 
distances 4 along x axis and d^ along y axis. We 

shall study two-dimensional antenna arrays con- 
structed on the base of combinations between atomic 
function and classical fractal functions. Such arrays 
belong to the class of non-equally-spaced arrays with 
non-uniform amplitude distribution. The expression 
for evaluating radiation pattern F{ip,,,ipy) has the 
following form [5,9]: 

^Z)„=212„,=2^""' cos(m^Jcos(nV'j,) 

_    for   (2A/ -1)'^ elements; 

'*E!1IE1/- cos((m -1/2)^,) X 

xcos((n-l/2)^,) 

for   (2A/)'^ elements, 

where 

ip^ = kd,.{sin6cosip - sin^y cosy),,); 

^y = kdy{sin9sm(p - sin9^) sinipn). 

Further we calculate a (2M)'^ -element array. Here, 
the latter expression will take the form 

xcos{{n-l/2)%), 
,„=/>"" cos((m-l/2) V^Jx 

with parameter /,„„ defined by a form of a fractal 
function 

■* ti>«    '~~ 

fl, B^i < 0; 

0,B„ >0. 

Some antenna arrays (the Van-der-Waerden and 
Kravchenko-Van-der-Waerden functions   fyay   and 

a) 

b) 
Fig. 6. Section of RP by OX plane (a) and current 

distribution for the function fKVDv{x,y) 

fKVDVi) have narrow main lobe and low, for fractal 
antennas, sidelobe level (up to -30 dB). 
Non-equally-spaced arrays, based for example on the 
Kravchenko-Besicovitch function, allow one to in- 
crease rf > A/2 at small values of the aperture mean- 
square width, i.e., additionally enlarge directivity 
without increasing number of elements. Such effect is 
useful for antennas with electrical scanning. 

Table 1 represents the aperture mean-square width 
L^, the ratio between first sidelobe level and maxi- 
mum sidelobe level ^, dB, and directivity for some 
two-dimensional distributions. 

5. CONCLUSION 

Fractal antenna engineering based on atomic-fractal 
functions represents a relatively new field of research 
that combines attributes of fractal geometry and theory 
of functions with antenna theory. Research in this area 
yielded a rich class of new designs for antenna ele- 
ments as well as arrays. The overall objective of this 
report has been to develop the theoretical foundation 
required for analysis and design of fractal arrays. It has 
been demonstrated here that that there are several de- 
sirable properties of atomic-fractal arrays, including 
frequency-independent multi-band behavior, schemes 
for realizing low-sidelobe design, systematic ap- 
proaches to thinning, and the ability to develop rapid 
beam-forming algorithms by exploiting the recursive 
nature of fractals and properties of atomic functions. 
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Table 1. 

Function N 4 Directiv- 
ity dB ^ 

fKB{x,y) 32 2.0467 33.3642 -13.8 

fvDv{x,y) 32 1.6977 33.8851 -21.94/-18.41 

fKVDv{x,y) 32 1.0722 30.9002 -29.7090 

fKVDVli^^V) 64 1.7685 41.3202 -33.15/-15.9 

fKVDViix,y) 64 1.7488 41.5400 -21.41/-17.39 

fKEz-l{x,y) 128 1.5975 46.4948 -12.58 

fHan{x,y) 128 2.1833 49.5705 -14.99 

fHan2{x,y) 128 1.4756 47.1863 -29.79 
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Abstract 
The problem of electromagnetic wave radiation from an arbitrarily shaped 

waveguide is studied. The solution process consists of two stages. At the first stage 
the mternal electromagnetic problem inside a waveguide is solved with the use of the 
R-function method and the field in the waveguide open end is determined At the 
second stage, the fields in the far, intermediate, and near zones arc evaluated using 
the Kirchhoff approximation. 

Keywords: open-ended waveguide, Ritz-Gaierkin method, R-function method, 
general solution structure, electromagnetic field radiation. 

1, INTRODUCTION 

An open end of a waveguide can be considered as a 
basic antenna structure [1]. The radiation from open 
rectangular and circular waveguides is well studied 
unlike the case of complex-shaped apertures. That is 
why it is of some interest to examine radiation charac- 
teristics of waveguides with arbitrary cross-sections (H- 
shaped, cross-shaped, etc.). This needs solving the 
Dirichlet (for longitudinal E-waves) and Neumann (for 
longitudinal H-waves) eigenvalue problems with corre- 
sponding boundary conditions that can be done with the 
help of numerical approaches only. The variational 
Ritz-Galerkin method with an appropriate set of basic 
functions is one of the most universal variational tech- 
niques for solving boundary-value problems. The main 
difficulty is to choose basic flinctions satisfying bound- 
ary conditions exactly. V.L. Rvachev [2] solved the 
inverse problem of analytical geometry and developed 
the R-function method (RFM) for constructing the im- 
plicit real-valued function of an arbitrarily-shaped do- 
main boundary. Given such a fiinction, we can obtain 
basic functions for the Ritz-Galerkin scheme, satisfying 
boundary conditions exactly. 

Our algorithm consists of two stages. At the first 
stage, we evaluate eigenflinctions of TE- and TM- 
fields by solving the internal electrodynamic problem 
for a waveguide. To satisfy boundary conditions ex- 
actly, the RFM general solution structure is used. 
Given approximate eigenvectors and eigenvalues, at 
the second stage, we can evaluate external radiation 
from an open end of a waveguide and study its main 
radiation characteristics. 

2. THE R-FuNCTiON METHOD 

Consider the domain ?l c R^ with piecewise smooth 
boundary dCi. The inverse problem of analytical ge- 
ometry is in finding the ftinction oj{x,y) positive in- 
side n, negative outside fi, and vanishing on dCl. So, 
ijj{x,y) = 0 implicitly determines the boundary equa- 
tion. Let fi be composed of original domains 
fii,..., n,„ with the help of theoretical-set operations of 
intersection « D », join « U », and negation « -.», i.e., 

n = f({fi:,...,0,„},{n,n,-}). (1) 

Suppose original domains have simpler geometry 
than n, and equations of their boundaries w,{x,y) = 0 
(i = l,...,m) are known. The R-fiinction method [2] 
allows one to obtain the analytical expression 
w{x, y) = 0 for the domain n boundary on the base of 
its theoretical-set description. The function whose sign is 
totally determined by signs of its arguments is called the 
R-function corresponding to the partition of the real axis 
on intervals (-oo;0) and [0;oc). Each R-function cor- 
responds to an accompanying Boolean function with the 
same number of arguments. So, the fiinction 
^ = f{x, y) can be called the R-fijnction if a Boolean 
fiinction F exists such that S[z{x,y)] = F[S{x),S{y)], 
where the two-valued predicate S{t) = 0 for i < 0 
and S{t) = 1 for < > 0 . The most popular in practice 
system of R-fiinctions is 

xAy = x + y- y/x^ + y\ 

\/y = x + y + Vx^ +y\ (2) 
-'X 
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Substituting in (1) Clforu;{x,y), fij  for (^i{x,y) 
{i — l,...,m), and symbols {n,U,-i} for symbols of 
R-operations  {Ao,V„,-i}, we obtain the analytical 
expression determining the equation of boundary dfl, 

w{x,y) = 0. (3) 

Equation of boundary (3) is called normalized if 
doj/d''\Q^ = -1, where " is the vector of the ex- 

ternal normal to dQ. The normalized flinction 
u){x, y) can be constructed on the base of an ordinary 
function u;{x, y) in the following way: 

U) = 
U) 

yjCuJ^+  I  VW 
= 0, (4) 

where C — const > 0. It is important to note that 
the fiinction ui{x,y) constructed from normalized 
functions u)i{x,y) with the help of R-operations of 
system (2) will also be normalized. This fact allows us 
to simplify the process of constructing the normalized 
equation of a boundary composed of segments of 
lines, circles and other algebraic curves of the second 
order whose normalized equations are well-known. 
Let us find the solution of an operator equation inside 
a bounded domain fi c i?^ with given boundary 
conditions on dVl. The general solution structure 
(GSS) of a boundary value problem is determined by 
the expression 

u = F{^,w,Wi,(p),   ■ (5) 

satisfying the boundary conditions exactly under an 
arbitrary choice of the undetermined component $. 
Here, F is the operator depending on the geometry of 
the domain Q. and parts of its boundary 90;, and cp is 
the known function entering the right part of the 
boundary condition. Thus, the GSS is a continuation 
of boundary conditions inside the domain. GSSs for 
the Dirichlet {u\dn = ip{x,y)) and the Neumann 

{du/d'" Lo = vi^, y)) boundary value problems are 

u = t<;$ -|- if 

and 

w = (1 - wD)$ 

respectively. Here, the operator 

(du d 

u)ip. 

D = 
duj d 

, dx dx     dy dy dn 

d_ 
dQ 

and the equation w(a;, y) = 0 for the Neumann condi- 
tion must be normalized. Structures for boundary 
conditions of other types (3rd kind, for example) are 
also developed. The undetermined component $ in 
(5) is approximated by a series 

M 

^ = ^Cn,A, (6) 
n=l 

where tp,i{x,y) are elements of any full system of 
basic functions (see Appendix), such as algebraic or 
trigonometric polynomials, splines, atomic functions 
[3], etc., and c„ are unknown coefficients found with 

the help of one of variational or projective methods. 
R-fimctions also can be used for smoothing sharp 

comers of domains. The expression f\ /\a h — £ is 
not the R-conjunction because there exist points in- 
side the domain fi such that /i > 0 and /2 > 0 but 
/i ^a /2 - ^ < 0 • At the same time, the function 

/i ^a h ~ ^ is positive inside a subdomain Q.' of 
the domain fi, i.e., on a set contained together with 
its closure in fi; if e < /^ A„ ^ then the set dQ.' 
where /j A^, /2 - e = 0 is not empty. The function 

whose sign everywhere in B} differs from the sign of 

an R-fiinction on a set Q* of sufficiently small meas- 
ure ixU* is called the almost R-function. The almost 
R-conjunction /i A^ /2 -e and almost R-disjunction 
/i V„ /2 - £ are denoted by i A% ^ and i V^ h, 
respectively. Here, a constant e determines measure 
of the set fi . The almost R-functions converge to 
corresponding R-functions as e —> 0, i.e., 
lim/i A^, h = /i A„ k, lim/i \J% f^ = f, V„ i. 
£->0 £-»0 

histead of using the almost R-operations, one can 
construct an equation of a smoothed boundary directly as 

aj,{x,y) = oj{x,y) - e = 0. (7) 

The latter function vanishes on the boundary of the 
domain Q^ c Cl and positive inside it. The fiinction 

u)^ is smooth on dCl^ . Analogously to (), the normal- 
ized equation for the boundary of the domain ft^ has 
the form 

u> — e 

4C{U 
= 0. 

eY+   Vui 
(8) 

As an example, let us smooth the comer formed by 
two lines intersecting under an arbitrary angle. Let the 
original domains be 

ill ={x>0),n.2^{y- kx > 0), 

where k > 0. Applying the almost R-conjunction to 
normalized equations of these domains, we get a new 
domain with boundary described by the equation 

y = k{x-e) + s{k + VT+F) + £-VTfF-J— .(9) 
2 X — £ 

Equation (9) have asymptotes x = e and 

y — kx + s-Jl + k^ . Maximum curvature is 

achieved at the point i^XQ,{k -\- 4I+1^)XQ ), where 

X() =:£(1 + 1/V2). Here, the minimum curvature 
radius is 

Aniu   = e(fc' - Wl + fc^  + 1)3/2/Vl + fc2^ (10) 

and the curvature center is situated at the point with 
coordinates 

y, =e[fc + (l-FV2)VF+T]. 
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f'' y = kx + eyl\+k^ 

Fig. 1. Smoothing the angle between two h'nes 

From (10) it follows that p,^,,, w e at it < 1 and 
Anin « e/A; at /;; » 1. Taking into account the fact 
that k is the cotangent of the angle 6 between original 
lines, expression (10) can be rewritten as 

Anin = e>/l-cos6> /(! + cos 61).        (11) 

Fig. 1   illustrates the aforementioned process of 
smoothing the angle between two intersecting lines. 

3. RADIATION FROM A WAVEGUIDE 

In the theory of regular waveguides the partial solu- 
tions to the homogeneous Maxwell equations are 
studied. They are obtained for the internal part of a 
waveguide under the condition of vanishing tangential 
electric field on waveguide walls. These solutions are 
separated into two main groups: H-waves or TE,„„ - 
modes and E-waves or TM,,,,,-modes. In the first 
case, the longitudinal component of the magnetic field 
H, is given and E, = O.Here, H, = H,{x,y)e-''^'; 
axes Ox and Oy are oriented in the plane of the 
waveguide open end (aperture) and axis Oz is per- 
pendicular to this plane. The amplitude H, satisfies 
the Helmholtz equation 

AH,+g^H,=0 (12) 

with Neumann boundary condition on edges of the 
aperture dQ 

dHjdpy,= Q. (13) 

In the second case, we know the longitudinal 
component of the electric field E, = E,(x,y)e-'''', 
^, = 0, and 

AE,+g^E,=0, (14) 
E^\dn=0. (15) 

In (12), (14) g = 4^~^ and k = 27r/A . Rep- 
resent the unknown solution u to problems (12)-(13) and 
(14)-(15) in the form of a corresponding GSS. Using the 
Ritz-Galerkin technique, we obtain the generalized ei- 
genvalue problem with respect to the vector C of unde- 
termined coefficients of expansion (6): 

AC = -g''BC. (16) 

Solving    (16),    we    obtain    eigenvalues     g^ 
(k = 0,1,...) and corresponding eigenvectors 

Uk 

w 

1-UJD El,^v^- 
Other components of electrical and magnetic fields 

are found from the Maxwell equations. Now we can 
evaluate radiation from the aperture taking into ac- 
count reflection by the waveguide aperture edges. The 
approximate expression for reflectance is 

r = (fc-7)/(/.--H7). (17) 

We must multiply the found electric and magnetic 
field components by (1-t-T) and(l-r), respec- 
tively. The tangential components of the radiated far- 
zone field are evaluated as 

Eo{0,ip) = -T- / i^l'off, cos6'sinw + kE, sinw) x 
^^^n (18) 

xexp[-ik{x sinO cos(p + ys\n9sin(p)]dxdy, 

^^(^,9) = T~ f(u>lJi)H, cos If + kE, cos 0 cos w) x 
^'^'n (19) 

X exp [ -ik{x sin dcoscp + y sin 0 sin (f) ] dxdy, 

where 6,ip are the spherical coordinates; cj = ck , c 
is the velocity of light; H, and E, are tangential 
field components in the aperture. 

4. WAVEGUIDES WITH LOSSES. 

IMPEDANCE BOUNDARY CONDITIONS 

In the case of finite (but relatively large) conductance 
a, the non-zero tangential component of the electric 
field ET presents on the boundary between two me- 
dia. Here, the approximate impedance boundary con- 
ditions must be satisfied: 

Er = ZsH, , (20) 

where Zg = Rg - iXg = (1 - OV'^A) /{^(r) is the 
surface impedance. Condition (20) for E- and H- 
waves takes the form 

'dE, 

and 

iVsE, 

+ ir]HH, 

= 0 
OQ 

= 0, 
dn 

(21) 

(22) 

respectively,     where      VE = g'^Z^/{kZg)      and 

VH =9^Zs/ikZo). 
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Fig. 2. Contour plot for the normalized equation (30) 

Spectral problems with impedance (3rd kind) 
boundary conditions (21) and (22) are non-self-adjoint 
in L^iQ). For arbitrary domains, the existence of ei- 
genvalues and eigenfunctions can be proven but, in 
general case, the systems of such functions may be 
incomplete in L2(Q). It can be shown that if a » 1 
then the non-self-adjoint operators can be considered 
as small regular perturbations of self-adjoint ones. 
Their spectrum is also discrete and has the only limit 
point at infinity, and their eigenfunctions form func- 
tional systems complete in L2{Q). The only differ- 
ence is that eigenvalues of non-self-adjoint operators 
are shifted in the complex plane. 

Under presence of attenuation in the waveguide 
walls, the longitudinal wave number is complex- 
valued, i.e., 

j = P-ia, (23) 

where a is the attenuation factor. The transversal 
wave number is also complex-valued and 

9 = 9' + iff" ■ (24) 

Since conditions (21) and (22) depend on the un- 
known wave number g , the solution of a boundary 
value problem for the Helmholtz operator becomes 
more complicated. The simpler procedure is usually 
used in practice, when one assumes approximately 
that the tangential component of the magnetic vector 
H^ coincides with the analogous component evalu- 
ated on a perfectly conducting surface. For majority of 
metals the error caused by such assumption is very 
small. This approach is called the energetic method. It 
is correct when a <^ fi in (23). An approximate ex- 
pression for the attenuation factor has the form 

a = P,/{2P), (25) 

where 

Pi =^^|H, \ds (26) 

is the power of losses in metal per unit length of a 
waveguide and 

^      ReZ, 
- Jl Hx P dxdy (27) 

is total power carried over a waveguide. Here, H^ and 

Hx are the vectors of tangential to the boundary and 
transversal components of the magnetic field, respec- 
tively. Expanded expressions for the attenuation factor 

Fig. 3. Surface plots of the membrane functions for 
HiQ (a) and En (b) modes 

can be rewritten in the form 

p   ;„ (p   I du" I d\ ? ds 
a 

2^0 /3    f \ \/u' p dxdy 
(28) 

for E- and TEM-waves and 

p    J(£   \du"'/dTf ds 
i^s P  Jan'        '      ' 
2^0 A;      r I v«"' p dxdy 

a + 

+ f    k 
,,m   |2 ds 

(29) 

^^ f I Vw'" p dxdy 

for H-waves. Values /3 and g are found from solu- 
tions of problems (12), (13) or (14), (15). It should be 
mentioned that the attenuation factor sharply increases 
at frequencies close to critical ones. Here, the condi- 
tion of applicability of the energetic method 
(a < /5) is not satisfied and expressions (28) and 
(29) have no sense. 
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Table 1. The polynomial function set forL = 3 

40  60  80 100 120 140 1(50 180 a) 

180 b) 

Fig. 4. Radiation patterns in H- (solid line) and E- 
(dashed line) planes for H^o (a) and E^ 
(b) modes 

5. NUMERICAL EXAMPLE 

Consider the symmetrical H-shaped waveguide with 
length 21, height 2h, whose cross-connection has 
length 2a and height 2p. The normalized equation of 
its boundary can be written as 

w(a;,y) = [(/' - x')/{2l) A {h;' - y')/2h\ A 

A[-{a'-x')/2aV{p'-y')/2p]. 

Fig. 2 demonstrates the contour plot of the function 
z = w{x,y). First, we solve problems (12)-(13) and 
(14)-(15) by the R-fiinction method to evaluate TE- 
and TM- waves in the waveguide. The set of trigono- 
metric polynomials is used in the capacity of basic 
functions {xpj}. The H-shaped waveguide has pa- 

rameters / = 11..5 mm, ft = 5 mm, a = 4.6 mm, 
and p = 1.81 mm. Calculated critical wavelengths 
areA(Fio) = 71.353 mm and \{En) = 11.319 mm. 
Fig. 3a,b shows surface plots of the membrane fianc- 

(30) 

tions for /Tjj, and £'ji modes, respectively. These 
results are in good agreement with those obtained 
experimentally. Fig. 4a,b illustrates radiation patterns 
for i7jo and ^j, modes, respectively, calculated by 
formulas (18)-(19). 

i 

3 y' 

2 y' xy^ 

1 y xy x^y 

0 1 X x' x' 

0 1 2 3 j 

6. CONCLUSION 

Results of numerical experiments performed for dif- 
ferent types of waveguides with complex-shaped 
cross-sections proved the efficiency of the new 
method in comparison with other numerical and nu- 
merical-analytical techniques. 
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APPENDIX 

Application of multidimensional polynomials in prac- 
tice yields some computational difficulties connected 
with necessity of their ordering. Consider an algebraic 
polynomial basis {A} = {x^y^}, i,j>0, 
i + J < L, where L is the degree of a polynomial 
space. Such a set for i < 3 is shown in Table 1. 

It is naturally to introduce the ordering of the se- 
quence {x'yJ} terms along diagonals of the table, 
along which i + j = const, i.e., 

l,x,y,x^,xy,y\x^,x\xy^,y\... 

(Here, the ordering with priority with respect to x 
variable is used). With this ordering it is possible to 
enlarge the degree of a given space by 1 by simply 
labeling the diagonal of terms of degree L + 1 with 
the next L + 2 integers. This procedure does not up- 
set the previous ordering. Thus, the number of any 
element (the ordering function) of the sequence 
{A}k=o is expressed via indexes i and j in the fol- 
lowing way: 

KiJ) = {i + j){i + j + l)/2 4- j,      (Al) 

and K = {L^ +3L)/2. 

Consider the inverse problem of finding indexes i 
and j by known integer A;. The commonly used ap- 
proach is in organizing the loop with respect to i and 
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Table. 2. The k «-^ {i, j) mapping for L = 2 

k 0 1 2 3 4 5 

{^,j) (0,0) (0,1) (1,0) (0,2) (1,1) (2,0) 

j where at each step condition (Al) is checked. An- 
other variant is to store a matrix determining a map- 
ping from a linear ordering variable k into the set of 
ordered pairs {i, j) as given by (Al). For example, the 
mapping for L = 2 can be constructed simply by 
inspection of Table 1 (see Table 2). 

For large values of L such approaches are not conven- 
ient. The analytical relations between k and pairs {i, j), 
i.e., the inverse analog of formula (Al), can be established. 
The proposed method consists of three stages: 

i) finding the diagonal number: I = i + j ; 
ii) finding the index j:j = k — l{l + l)/2; 

iii) finding the index i:i = I — j. 
The latter two stages are obvious. It can be shown that 

(/2 +l-2)/2 = [{l- If + 3{l - l)]/2 < A; < 

<{f +31)/2 

Taking into account that / > 0, after solving this 
system of inequalities, we get 

(VOTM -3)/2<l< (V9 + 8k - l)/2 

or, because I is integer, 

/ = f(V9T^-3)/2l, (A2) 

where   \p]   means  "the   smallest  integer  greater 
than p ". Analogously, using the evident inequalities 

{l^ +l)/2<k<{l + l)il + 2)/2, 

we obtain another estimate for/: 

(^/^T8fc - 3)/2 < I < (vr+^ - l)/2, 

i.e.. 

/ = [(VrT8fc-l)/2j, (A3) 

where we use [p\ to mean "the greatest integer less 
thanp". One can establish more general expressions 
for/: 

/ = f(Vp + 8k - 3)/2lif (1 <p<9) 

and 

/ = [{^p + 8k- l)/2jif(l <p<9). 
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SOLVING AN ARBITRARILY SHAPED FLAT 
RADIATOR SYNTHESIS PROBLEM 

BY THE R-FUNCTION METHOD 
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5 Vtoraya Baumanslcaya St., Moscow, 107005, Russia 

Phone: +7 (095) 263 62 16, E-mail: <bmic70@pochtamt.ru> 

Abstract 

A numerical method for solution of the problem of a planar radiator synthesis is 
proposed. The specific property of the problem is in the requirements posed on the 
aperture field which must satisfy boundary conditions so that equivalent electrical 
and magnetic currents in the aperture do not generate pointwise or linear charges. 

Keywords: planar radiator, radiation conditions, method of moments, R-function 
method. 

1. STATEMENT OF THE PROBLEM 

As is known [1], the main equation of the problem of 
a planar radiator synthesis has the following form: 

k c"'*'^ 

N =  f Fe'''"'"''^"'""-''+""'"'''•') dxdij. 

°4#- 

(1) 

(2) 

(3) 

where S is the aperture surface; r is the distance be- 
tween the radiator and an observation point; j,., ^, 9 are 
flie unit vector and coordinate angles of an observation 
point; n is the unity normal to the aperture; a is the 
coefficient proportional to the wave impedance; /u and 

e are the magnetic and dielectric constants; k = 2Tr / X 
is the wave number, A is the wavelength; F is the com- 
ponent of the electric field, tangential to the aperture 
plane, or the aperture current vector; x and y are coor- 

dinates of a point on the aperture. The fector i—Lll. 
2-K r 

is not essential that is why we omit it. Denote the expres- 
sion in square brackets (I), which is the RP of a flat aper- 
ture, by D. Introducing the far-zone coordinate system 
with orts qi ,q2,q.j, connected with orts of the spherical 
coordinate system 3,,j,),j,. with formulas 

qi = h cos xl> - j^,, sin V--, 

q2 = jflSin^-j^,, cos^, (4) 

we obtain the following expression for the RP: 

D = (l-Fcos^)(Ar,q, +JV,q2). (5) 

Assume for simplicity that a = -Jn/e. Thus, the 
problem of a planar antenna synthesis with arbitrary 
polarization is reduced to two independent simpler 
problems of synthesis of planar systems with fields 
linearly polarized both in the aperture (with respect to 
JrJj/) and in the far zone (with respect to q^qj). 

Represent a RP as a function of angles Q and 0 be- 
tween an observation point direction and planes xz 
and j/2, respectively: 

sin a = sin ^ cos ■0,     sin^S = sin^sin^  .   (6) 

Then 

NM0) = JF,{x,yy '■(^-•"'"+"-^"'%3;rf2/, 
s 

(7) 

L '(8) 

Substituting variables by the formulas 

we obtain the equation 

^(^''?) = 7^2- f Fiu:v)e'^"'-'"'^dudv, 
{271-)' J 

^,V€[-L/X,L/X]. 

Here, R{^,i]) is the RP of a planar radiating system 

(polarization indexes x and y are omitted), L is the 
characteristic scale of the aperture, and fi is the 
scaled domain S. To solve planar aperture RP syn- 
thesis problem (9) it is important to define conditions 

(9) 
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when the RP can be reconstructed exactly. A RP 
R{^,r]) is realizable if it satisfies the conditions of the 
Plancherel-Polya theorem [2] which is a multidimen- 
sional generalization of the Wiener-Paley theorem. In 
this case, the surface current distribution is connected 
with the RP by the inverse Fourier transform 

F{u,v) = jR{i,r])e-' (''«+"^)d^(f7?,        (10) 

where  R{(,, i]) € TF^ ,r, i.e. belongs to the class of 

entire fiinctions of exponential type with indicator TT . 
The field in the aperture F{u, v) must satisfy the ra- 
diation conditions [3], i.e. it is necessary that equiva- 
lent electrical and magnetic currents in the radiator 
aperture do not generate pointwise or linear charges 
because of their connection with infinitely large 
power. Such requirements are satisfied by an every- 
where continuous function F{u, v) vanishing together 

with its derivative on the aperture boundary dO., i.e. 

FK«)|,„=0,    dF{u,v)/dnl^^Q.   (11) 

Note that a piecewise constant aperture current distri- 
butions often used in synthesis problems do not sat- 
isfy conditions (11). In the case of rectangular 
apertures, the method based on atomic fiinctions was 
proposed [3] to synthesize patterns by current distri- 
butions satisfying (11). In the general case of arbitrar- 
ily shaped apertures, the stated problem becomes to be 
more complicated. 

2. THE METHOD FOR SOLUTION 

The main idea is based on the following result of 
I. Yu. Kharrik [4, 5]. Let the function u together with 
its partial derivatives up to order (r - 1) vanish on 
the boundary dQ. € C°° of the domain Q C i?". If 
we have a function u £ C''{K") such that a; > 0 in 
f2, w < 0 outside Q, u = 0 on dfl, gradu ^^ 0 
on dfl, and its partial derivatives of order k satisfy 
the Lipschitz condition (Lipji/1) then a polynomial 
Pj^ of degree no greater than N with respect to each 
variable can be found such that 

||M-a;'■P;vlU,o^ =0\ iiccn) 
u>{u,N ^)p*(jj) 

iv*^-p (12) 

0,A; 

where W(M, e)^/; ,Q^, e > 0, is the modulus of continu- 
ity of u in the space C*'(fi). In particular, the system 
of functions w^a;'"?/" , m,n = 0,1,2,... is complete in 
the space of differentiable functions satisfying condi- 
tions (11). Undetermined coefficients of the polynomial 
P]v can be found with the help of one of variational 
methods, for example, by the method of moments 
(MoM) or the Galerkin method [4, 5]. It can easily be 
checked that if we approximate the exact current distri- 
bution F by an expression w'^P^, so that 

then, according to (9), we obtain 

\\R-R\\<Sa\\F-uj-'Pf,\\<eSn,      (14) 

where R is the approximate pattern and SQ is the 
square of Q,. 

The fiinction u satisfying the aforementioned con- 
ditions can be constructed by the R-function method 
(RFM) [6] in the following way. Consider the domain 
Q c i2^ with piecewise smooth boundary 90 . The 
problem is in finding the fiinction u){x,y) positive 

inside 0, negative outside fi, and vanishing on dQ 
so that u){x, 2/) = 0 implicitly determines the bound- 
ary equation. Let fi be composed of original domains 
fii,...,n„, with the help of theoretical-set operations 
of intersection, join, and negation. Suppose the origi- 
nal domains have simpler geometry than Q and equa- 
tions of their boundaries u).i{x,y) = 0 (i — l,...,m) 

are known. The RFM allows one to obtain an analyti- 
cal expression uj{x, y) = 0 for the domain 0 bound- 
ary on the base of its theoretical-set description and 
specific algebraic operations called the R-functions. 
The most popular in practice system of R-flinctions is 

xAy^x + y- V?+7, 

xW y = X + y + -jxp- + y^,    -nx = -a 
(15) 

Having the function uj constructed, we can find 
the approximate current distribution F in the form 

N 

F{U,V) = U\U,V)    J2    OKm,n)U"'v" ,        (16) 
7?i + n=0 

where k{m,n) — {m + n){m + n + l)/'2 + n is the 
ordering function. Substituting (16) in (9), we get 

^••""(j^x 
N (17) 

m+n=0 Q 

Coefficients c„„j are found by any variant of the 
MoM (collocation, the least squares, Galerkin, etc.) 
method. 

3. CONCLUSION 

For the first time, a new method for an arbitrarily- 
shaped planar radiator RP synthesis based on the R- 
function theory is proposed and justified. The specific 
property of the considered problem of synthesis is in 
the presence of radiation conditions posed upon the 
aperture current distribution. The method proposed for 
a planar radiator RP synthesis allows obtaining RPs 
approximating the required RP more exactly in com- 
parison with other known analogous methods. Nu- 
merical experiments prove efficiency of the novel 
approach in antenna synthesis. 

\F -u^PffW < e. (13) 
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Abstract 
The synthesis problem of resonant antennas according to the prescribed amplitude 

radiation pattern is considered. Variational statement of the synthesis problem is 
used. The functional, that allows one to minimize a mean-square deviation of the pre- 
scribed and received amplitude radiation patterns as well as taking into account the 
restrictions on a field in the given areas of a near zone is used as criterion of optimi- 
zation. The appropriate nonlinear equations having the nonunique solution are ob- 
tained. The developed approach of solving these equations gives the possibility to 
determine the antenna parameters, which are more acceptable for practical use. Re- 
sults of numerical modeling are presented. 

Keywords: Resonant Antenna, Amplitude Radiation Pattern, Variational Approach, 
Constructive Synthesis 

1. INTRODUCTION 

Resonant antennas are new type of radiating systems, 
which allow one to form the radiation characteristics 
satisfying the widest spectrum of practical require- 
ments. Such antennas are formed by several surfaces, 
one of which is semitransparent. Thus the additional 
opportunities arise in comparison with use of usual 
metal or metal-dielectric surfaces. Using the semi- 
transparent surface properties we obtain one more 
parameter to change the structure of the electromag- 
netic field, including the radiation pattern (RP). An- 
tennas with one semitransparent and other metal 
boundary are considered here. 

Resonant antenna, as well as any other radiating 
system, should form the required radiation character- 
istic. We consider the RP as such a characteristic. The 
synthesis problem consists in determination of such 
parameters of antenna (the geometry of internal 
boundary and transparency of the external boundary), 
which form the amplitude RP close to the prescribed 
one. Use of the variational approach allows one to 
adjust both a degree of proximity of the amplitude 
RPs and to set restrictions on the field in the given 
areas of a near zone, i.e. to solve a problem of elec- 
tromagnetic compatibilify. 

2. STATEMENT OF PROBLEM 

The mathematical basis of solution of the excitation 
and synthesis problems for resonant antennas is the 
generalized method of eigenoscillations [1]. The solu- 
tion of a direct problem is carried out using one of its 
variants, namely method of eigen transparency (p - 
method). The two-dimensional model of resonant 

antennas (the case of £;-polarization) is considered. 
Since statement of the synthesis problems according 
to the prescribed amplitude RP is used we should re- 
ceive the explicit expression for RP as a result of solu- 
tion of the direct problem at the given geometrical 
parameters of antenna. 

2.1.  DIRECT PROBLEM 

The main (constructive) parameter of resonant anten- 
nas is the inphase field on external surface. This field 
can be considered as real because the constant phase 
shift of field does not change the amplitude RP. The 
direct problem is to determine the RP f{ip) by the 
known field v{S) on the external boundary S of the 
given form. Generally, the RP created by this field can 
be written as follows 

/ = At;, (1) 

where A is the integral (or matrix) operator with ker- 
nel that represents the asymptotic of function 
dG/dN , G is the Green function of external do- 
main with condition G\s = 0 . 

In the case of circular external boundary, the opera- 
tor A can be written in explicit form [2] 

■In 

Av = J K{<p,(p')v{ip)dip' , (2) 

where 

i" cosn(y> — ifi) 

don   is Kronecker symbol,  H^^\ka)  is the Hankel 
function of the second kind, a is the circle radius. 
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In the case of resonant antenna with arbitrary ex- 
ternal boundary, the method of auxiliary sources 
[3,4, 5] is used for determination of the RP / by the 
field V. In this method the field u{r,ip) outside of 
antenna is represented approximately as the finite sum 

N 

<r,<p) = Y:aX'\kR„), (4) 
11=1 

where R,, = yjr' + rif - 2rr„ cos{<p - ip„) is the 
distance from a point of observation up to n -th auxil- 
iary source, r,ip and r,„ip„ are the polar coordinates 
of a point of observation and n -th source accordingly. 

If the field on the contour S is given by the values 
■Vj in some system of N points, then we receive the 
system of linear equations 

TV 

X^a„iy^"(fc/?;,^) = ^^J = 1,2,...,N       (5) 
n = l 

for determination of unknown factors a„. Here R,, 
is the distance between n-th source and j-th point 
on a contours. The system (5) can be written down 
in matrix form 

Ha = v, (6) 

where a and v are vectors with elements a„ andu^, 

H is matrix with elements Hlj^\kR„j). 

Directing to a limit (at r -» oo ) in the formula (4), 
we receive expression for the RP 

«=i 
(7) 

Solving (6) relatively a, we receive 

a = H-'v. (8) 

Using (7) and (8), the explicit expression for the RP 
/ by the factors a„ can be written in the form (1), 
where the operator A represents a product of two 
matrixes 

A = H^H-i. (9) 

Thus the explicit expression for the operator A is 
received. It allows one to calculate the RP / by the 
field V on the external boundary 5. 

2.2.  INVERSE PROBLEM 

Solving the inverse problem (synthesis problem), the 
field on external boundary of the antenna and trans- 
parency of this boundary, that form amplitude RP 
I fiip) I close to the prescribed amplitude RP F{ip) 
are determined. Additionally, the restrictions on a 
field in some areas of a near zone may be prescribed. 
The following functional 

a = Jp{^)[F(ip)- I f(^) \fd^ + 

M   ° 2. CO) 

1=1 J„ 

allows one to take into account these requirements. 
Here Ui{S) are prescribed values of the amplitude of 

the field in the areas of restriction, u,{S) are the re- 

ceived values of the field. Functions p{(p), p,{S) are 
the weight functions, allowing to adjust a degree of 
proximity of the given and received values of field, a 
is the parameter limiting norm of the field v . This 
limitation allows one to exclude the occurrence of the 
fast oscillated summands which influence little few on 
the RP. 

3. METHOD OF SOLUTION 

At the first stage of solution of the synthesis problem, 
the field v on external boundary S is determined 
from a condition of the fiinctional (10) minimum. 
Minimization of functional can be carried out using 
the gradient methods, or by the solution of the appro- 
priate Euler equation. 

In the first case, the generalized gradient method 
[6] 

Vn + l   =SlS.+€^Zn+6l;%„ (11) 

is used. Thus the gradient z of the functional (10) (in 
view of the requirement of reality of field) has form 

z = av - ReA*[Fexp(«arg/) - /] - 

A        . (12) 
-2^ Re B, [Ui exp{i arg u,) - w, ], 

1=1 

where A* and B* are the operators adjoined to A 
and B, accordingly [2]. Each step of iterative process 
(11) reduces the functional a value. Since a is lim- 
ited from below (CT > 0), the process (11) is conver- 
gent one. 

In the second case, using a necessary condition of 
the flinctional extremum (equality to zero of its first 
variation or derivative Gateaux), we receive the Euler 
equation concerning the field v 

av - ReA*[Fexp{ifiTgf) - f] + 

A        . (13) 
+Z^ Re B, [[/, exp(i arg u,) - «, ] 

«=i 

Equation (13) is the nonlinear integrated equation 
of the Hammerstein type. This equation can have the 
nonunique solution; the number of these solutions 
depends on the characteristic parameter k, which is 
contained in its kernel. In order to search the number 
of solutions and their branching it is more convenient 
to use the equation relatively the RP f{(p) 

M 

af + ReAA*f + ^ReBB*u, 
i=l 

= ReAA*[Fexp{iaTgf)] + (14) 
M 

+ J^ReBB*[U,exp{inrgu,)] 
>=i 
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In equation (14) nonlinear part is transferred to the 
right hand part. From such a form of writing, it is ap- 
parently that the method of successive approximations 
is convenient one for its solution. Setting the various 
types of initial approximations, we can receive differ- 
ent solutions of this equation. 

At the second stage of solution of the synthesis 
problem (after determination of real field v on the 
boundary S), the transparency p of this boundary 

and the form of internal metal boundary SQ are de- 
termined. 

For the antenna with circular external boundary, 
the transparency distribution can be presented in the 
explicit form 

N 

F,\f \,dB 

p{^) = Trkv{ip)/{2Y^- 
a„ cos n(p 

(15) 

where J„ and N„ aretheBesselandNeumanfiinctions. 
In the case of antenna with arbitrary external 

boundary, similarly to [2], the distribution of trans- 
parency is determined by the formula 

where 

1/F dN 
(16) 

dN 
is the growth rate of phase of the 

external field u while approaching to S normally, 
A'^ is the external normal to S . 

4. NUMERICAL RESULTS 

The numerical calculations are carried out for the 
resonant antennas with the given external elliptic 
boundary. The prescribed amplitude radiation pattern 
is the following F{(p) = sin^{ip/2). In Fig. 1, these 
results are presented for the antenna with parameters 
kb = 15 and different ka : ka = 12.75, to = 14.25, 
where 6 and a are the big and small semiaxes of 
ellipse. For such antennas the level of side lobes is 
smaller than -20 dB, and distribution of transparency 
is smoother in the direction of main radiation (solid 
lines in Figs, la, lb correspond to A;a = 12.75, and 
the dashed ones to ka = 14.25 ). The external elliptic 
boundaries (dashed lines), the found form of internal 
metallic boundaries (solid lines), and internal contour 
of placement of the auxiliary sources (dash-and-dot 
lines) are shown in Figs. Ic, Id. 

The numerical results for solution of the synthesis 
problem with restrictions on the field in a near zone 
are given for the antenna with circular external 
boundary. The prescribed amplitude RP is the follow- 
ing F{(p) = sm^{(p/2), ka = 15 . Minimization of a 

field was carried out in two points </? = TT / 2, STF / 2 
on the additional circle with radius A;6 = 20. These 
points were allocated in the second summand of the 
functional (10) using the weight function 
Pi{(p) = S{w/2,3TT/2), p{(p) = l,a = 0.01. In 
Fig. 2a, the prescribed F (fat solid line) and synthe- 

0.00 1.57 3.14 4.71 6.28 
b) 

180 

180 

C) 

270 
d) 

Fig. 1. 
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0      FJ/l,|«i|,dB 

0,00 1,57 3,14 4,71 6,28 

Fig. 2. 

sized I / I (thin solid line) amplitude RP are shown. 

The amplitude | Uj | of obtained field on the circle of 
restrictions is shown by dashed line. 

It can be seen that the value of field in points of re- 
strictions is reduced up to the level -37 dB. The syn- 

thesized field V (solid line) and transparency p 
(dashed line) are presented in Fig. 2b. 

The geometry of the antenna is shown in Fig. 2c. 
The external circular semitransparent boundary is 
designated by dashed line; the internal synthesized 
metallic boundary is designated by solid line. 

5. CONCLUSION 

The proposed approach for solving the synthesis prob- 
lems of resonant antennas is highly universal, and it 
provides the possibility to synthesize antennas with 
the arbitrary form of external boundary. The calcula- 
tion time of the RP of antenna is enough small that it 
is very important in the process of solution of the syn- 
thesis problem. For example, in the case of antenna 
with noncircular external boundary, for the effective 
solution of the synthesis problems it is enough to be 
limited by the number of auxiliar>' sources approxi- 
mately equal to the electrophysical size of antenna 
(parameter kb). 

The used variational statement of the synthesis 
problem allows one alongside with achievement of the 
best approximation to the prescribed amplitude RP to 
take into account restrictions on the field in the given 
points (areas) of a near zone. 
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THE USE OF ATOMIC FUNCTION FOR INNER 
PROBLEM SOLUTION FOR WIRE ANTENNAS 
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Abstract 
The comparison of computing efficiency of primary atomic functions Up(x) and 

piecewise sinusoidal functions for the inner problem solution of wire problem, used 
as the basis function, was executed. The ways to increase the computing efficiency 
were considered. 

Keywords: antenna modelling, Method of Moment, basis function. 

1. INTRODUCTION 

The solution of integral or integro-differential equa- 
tions is at the heart of the wire antenna analysis with 
the use of thin wire (axled) approximation. One of the 
equation of this type is the Poklington's equation. It is 
more universal with respect to the use of different 
basis function in case of their solution by the Moment 
Method (MoM). The selection of the kind of the basic 
function is important for MoM, as the speed and accu- 
racy of calculation depend on this selection. The 
atomic function and piecewise sinusoidal fiinctions 
have high approximating property and can be used as 
the basic function in MoM [2, 3]. This paper is de- 
voted to comparison of the computing efficiency of 
MoM when using both primary atomic and piecewise 
sinusoidal functions as the basic functions. 

2. USING RICHMOND'S EQUATION 

The symmetrical half-wave vibrator was used as a test 
antenna in the numerical experiment, since the inner 
problem for this antenna obtained by other methods is 
well known. 

It is known, that the Poklington's equation for rec- 
tilinear wire can be transformed to the Richmond's 
equation [2]: 

-ikr 

(1) "■     J-L/2 ^'" r' 

x[(l + ikr){2r^ - 3a^) + fcW] d/. 

Replacing in (1) current /(/,) by the sum of the kind: 

where: I,ii{lq) is the basic fiinction: piecewise sinu- 

soidal functions [2, p.21] or the basic function ob- 
tained on the basis of atomic function upix~>\ 

Uk) 

Im-\Up 

+ ImUp 

0 

dL 

dL 

otherwise. 

+ 

I'm —1    S   '(;   S  ')») 
(3) 

and combining additives with equal coefficients 
Im{lq), the expressions for coefficients of generalised 

impedance matrix (CGIM) are result. Introducing the 
weight (test) functions, as MoM contemplate, the 
equation (1) is reduced to the system of linear alge- 
braic equations (SLAE). In the numerical experiments 
of the presented work the Diraq function was used as 
the weight flmction. The results of current distribution 
along half-wave vibrator having radius a/X = 0.005 

and 26 segments at the antenna (52 segments at the 
wavelength) with use of the piecewise sinusoidal ba- 
sic fiinctions (so-called Sin-D method, dotted line) 
and atomic basic fiinctions (3) (so-called Up-D 
method, solid line) are illustrated in Fig. 1. The an- 
tenna feed-impedance with the current distribution 
equals Z = 103.24 + 30.993i Ohm (Sin-D method) 
and Z = 94.32 +  19.58i Ohm (Up-D method). 

Current, A 

-0.25A, 0.25X 

Fig. 1. The current distribution along half-wave vi- 
brator 
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Fig. 2. The convergence of the real part of the an- 
tenna feed impedance, a/A = 0.005 
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Fig. 3. The convergence of the imaginary part of the 
antenna feed impedance, a/A = 0.005 

Dependence of the real and imaginary parts of the 
antenna feed-impedance from segment number at the 
antenna, based on which the computing efficiency can 
be evaluated, is illustrated in Fig. 2 and 3. 

As the results of numeric experiments prove and as 
Fig. 2 and 3 indicate, the atomic functions provide 
convergence of the real part of the antenna feed im- 
pedance at a smaller segment number than the piece- 
wise sinusoidal functions. For the Sin-D method the 
convergence of the real part of the antenna feed im- 
pedance appears at a big number of segments (about 
350). However, convergence for the imaginary part of 
the antenna feed-impedance in case of the Sin-D 
method appears early than in case of Up-D method. 

It is necessary to draw attention to the fact that 
when solving the Richmond's equation the antenna 
impedance convergence with different ratio, of a/A 

is observed in different segment number range. The 
calculation results are reviewed in Table I. 

The errors in determination of the SLAB elements 
are the cause for such a great limits scattering of the 
convergence limits. 

a/A 

Range of impedance convergence, segments | 

Real impedance part 
  

Imaginary impedance 
part 

Sin-D Up-D Sin-D Up-D 

0.01 120-130 80-100 30-50 165-180 

0.005 «350 180-200 90-140 130-140 

0.001 230-350 >400 150-350 >400 

3   USING POKLINGTON'S EQUATION 

Different results are observed if the Pokilington's 
equation transformed to kind, in what the derivatives 
of the Green's function are absent under the radical 
because the great rounding error at the phase of their 
calculation. The transformation is achieved by inte- 
gration part-by-part method of all the additives includ- 
ing derivatives of the Green's function. 

Replacing the sought desired function by the sum 
of the basic functions with some coefficients and 
combining additions with same coefficients, the ex- 
pressions for CGIM as the sum of similar-type inte- 
gral are obtained; 

A{1 

+^]|/(0 

/a) + 1 9'fiL 
1:2 

.\i' 

dL 

{dl. 
dl. + 

dl Gik-lv) 

(4) 

where f{Q is either the right or the left parts (the 

first or the second additional) of the basic function; 
for the fist additional a = /,„ h = /„,,.,; for the sec- 
ond additional a = /,„_i b = /„,. 

Taking into account the values of the flinctions and 
their derivatives at the segment ends /,„_,, /,„ , /,„^,, 
the expressions for CGIM using the piecewise sinu- 
soidal basic functions (Sin-D method) and atomic 
basic functions (Up-D method) are obtained: 

The real current 
distribution 

In 

the left part of the 
basic fijnction 

the right part of the 
basic function 

Fig. 4. To the explanatory of the fonnula (4) 
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K„A) 
1 

-[^iki-U^n) 
R, Ohm 

k sm{kAL) ^ /c\ 

+ G{l,„+M - 2G(/„„Z,0cos(fcAL)) 

L 
K,Aln) = / G{1, 'q: ''n 

+ up (2) 

+ / Gil^X) 

) up 
'(j        'HI 

[    AL 

^q ~ ^m-1 1 

i     AL     jj 

) up 
I'm       ''q 

AL 

+ 

dl^ + 

+ 

(6) 

up m (I -1 

AL 
dL 

Comparing these expressions, it is possible to assert 
that the Sin-D method is more effective because of 
absence of the integration operations for calculation 
CGMI of congruent segments. The computing effi- 
ciency of the piecewise sinusoidal functions in this 
option of their application is illustrated in Fig. 5. In 
this figure the dependence of the real part of the an- 
tenna feed-impedance on the number of the segments 
at the antenna is given for a / A = 0,001. 

As it is apparent from figure, the convergence of 
the real part of impedance is already observed at 35 
segments at the antenna (the real part of impedance is 
equal to J? = 73.1 Ohm). Other calculations prove 
that the converging of the imaginary part of imped- 
ance is observed at 70 segments at the antenna (the 
imaginary part of impedance is equal to 
X = 40.6 Ohm); for steady convergence in field 
(coincidence of beam patterns) it is necessary 10 seg- 
ments at antenna. The beam pattern f{9) of the half 
wave vibrator calculated by the current distribution, 
obtained at solution the integral Poklington's equation 
by the use of the piecewise sinusoidal functions as the 
basis flinctions and the 6 -functions as the weight 
(test) functions, is presented in Fig. 6. The beam pat- 
tern calculated by the analytic formula (7) that ob- 
tained by the sinusoidal current distribution is also 
illustrated in Fig. 6. 

fiO) = 
,(|cose) 

(7) sin (61) 

Absence of the integration operation in the expression 
for CGIM (4) for congruent segments considerably 
increases the computational efficiency of MoM. 
Moreover, the use of the functions as the basis func- 
tions for the congruent wire systems, as consequence 
of the absence of the integration operation, makes 
possible to exactly solve the inner problem for the 
ratio of the wire diameter to the wavelength equalling 
0.01-0.00001, by 120-150 segments at the wave- 
length. The real (R) and imaginary (X) pats of the 
antenna feed impedance practically are not changed 
up to 800-900 segments at wavelength. 

° 
Of 

.0 

72- 

_ 
_ 

20 40 60 80 100 120 140 

Segment number at the wavelength 

Fig. 5. The convergence of the real part of the an- 
tenna feed impedance 

0  10 20 30 40 50 60 70 so 90 100 110 120 130 140 150 160 170 180 

a) at 3 segments at the antenna 

0  10 20 30 40 50 60 70 so 90 100 110 120 130 140 150 ISO 170 ISO 

Z)) at 10 segments at the antenna 

Fig. 6. The beam patterns of half wave vibrator 

4   CONCLUSION 

Use of the piecewise sinusoidal functions in MoM to 
solve inner problems makes it possible to avoid inte- 
gration operations, their increasing the computational 
efficiency of MoM if the antenna or they item consti- 
tute the system of the congruent wires. 
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Abstract 
The aperture orthogonal polynomials (AOPs) method, a new technique for phase 

control of antenna systems, is reviewed; and several prohlcms solved with this 
method are considered. It is demonstrated that phase control algorithms that ensure 
the beam orientation of linear and planar phased arrays (PAs) with various geometri- 
cal parameters in the prescribed directions and simultaneous beam nulling in the di- 
rections of jamming signals are more accurate in comparison with traditional phase 
control algorithms. The criterion is obtained that provides for suppression of broad- 
band jamming signals by forming the sector-shaped nulls of linear and planar PAs 
beams. Algorithms for determining the laws of optimal elements arrangement in non- 
uniformly spaced PAs, thus securing against parasitic side lobes of high intensity in 
wide-angle scan and for an extended (up to 2-3 octaves) frequency band, are consid- 
ered. 

Keywords: aperture orthogonal polynomials: antenna array; phase distribution; 
weighting function; phase shifter; nonuniform phased array; interference. 

1. INTRODUCTION COS7,, = a„cio-f6(„q„ 

In the last 10-15 years, the aperture orthogonal poly- '^°^^y ^ ''"'^" 
nomials (AOPs) method has turned into a powerful where cos 7^ and 0057,. are the directional cosines 
too! for developing the phase control algorithms of of the normal to the plane of the linear mean-square 
Imear and planar antenna arrays with various geomet- phase front- 
rical parameters. 

Its fundamental distinction from traditional phase Pwi^,y) = o-ii^- + auh 
control algorithms based on the criterion of a uniform p^^^ {x,y) = h^^y -f b^^^x -f fc,„              ^^ 
approximation of phase distribution functions in an- ♦u    ^        j 
tenna apertures to ideal ones, is that optimal phase ^""^i .  "''st-order orthogonal polynomials, whose 
distribution ftinctions are sought from a mean-square "'^f^f'^"ts are determined by the weighting fiinction 
criterion, taking into account the actual amplitude *^^  '^   identical   with   the  amplitude  distribution 
distribution and geometric shape of a planar aperture, /' (2^. 2/) and by the planar aperture geometry n; and 
which may be of multilinked form [1].                      ' r 

The AOPs method has appeared as a generalization ''"' ~ Jn^(^'2/)^io (x,y)p{x,y)dQ, 
of the least squares method, which was used to esti- _  f ;?,                                              ^■'^ 
mate the slop of mean-square linear phase front of an '^^ "" Jfj^^^'J^)?"! i^^J)p{x,y)d^, 
antenna aperture field in the presence of a nonlinear ^^UprP r     anH .    or. .t,» F     •         ^r •   .    r ,. 
initial phase distribution caused by some inhomoge- ^     ^!" .["^ "^^ ^'^ ^^^ ^°""^'' '^"^ff'cients of the 
neous phase distortions in the aperture field. ^ ^^^ distribution ^{x,y) when it is projected onto 

With the AOPs method, several theorems of antenna ^^^ subspace of linear orthogonal polynomials, 
theory have been proved. First, it has been demonstrated '^ ^'^P"''' ^ emphasized that a conventional estimation 
that the amplitude-distribution fluctuations of an antenna °^ ^^ impact of aperture field phase distortions on the 
aperture field impact on the angular position of a main antenna pattern, which is performed through the power- 
lobe only when an initial phase distribution is nonlinear. ^^""'^^ expansion of the phase distribution, is incorrect. The 
When changing the amplitude and phase distributions, the ^'^^ '^ ^^at the power-series expansion terms are nonor- 
expressions for a quantitative estimate of main lobe dis- thogona! within the aperture. For example, all the odd- 
placement have been found. For a planar aperture of arbi- ^^S^^^ terms of the phase distribution involve distortions 
trary shape, they are written in the following fonn: ^^ '°wer degrees, which, in particular, cause an angular 
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rotation of the main lobe; even-degree terms also involve 
distortions of all lower degrees. 

The representation of phase distribution in terms of the 
segment of Fourier series with respect to orthogonal func- 
tions is not a subject to this drawback. It describes refined 
distortions of a pattern that are only intrinsic to appropriate 
harmonics of the aperture field distribution. 

The following relationship obtained with the help of 
AOPs method makes it possible to estimate the relative 
degradation of the gain of a linear or planar antenna aper- 
ture in the presence of inhomogeneous phase distortions. 
In the case of a linear array, the formula for estimating this 
gain degradation is found by calculating the level of power 
radiated in the main direction using the part of the Taylor- 
series expansion of the exponential factor that character- 
izes the phase distribution of field. 

N G_ 

Go 
= i-{kefaY2c'i+o Y.CICI (4) 

where M is the electrical size of the semiaperture of 

antenna; a = 1/ j    p c a;) da; is the coefficient taking 

into account the character of the amplitude distribution 
(for a uniform distribution, a — 1/2 ); and C„ are the 

Fourier coefficients of the expansion of phase distribu- 
tion function in terms of orthogonal polynomials. 

An explicit expression for the remainder term, which 
allows for the third and fourth degrees of the expansion 
of an exponential factor, is written as follows 

0 / ^fiifii, 

T^,7/^ 

{Ufa 
4! n=2m=2 

+2jzJzJ2_/^"^"'^''^5 ■ ^Or™ 

(5) 

Here jSg';'^' is the Fourier coefficient of the zeroth-degree 

term obtained from the expansion of the multiplication of 
four orthogonal polynomials into series in terms of the 
same polynomials. Comparative calculations show that 
formula (4) enables the degradation of gain to a level of 
70% from the nominal value to be determined with an 
accuracy of 2-3%. Formula (5), which allows for the 
remainder term, provides the same accuracy in determin- 
ing the relative degradation of gain to 50%. These esti- 
mates can be used in the process of testing before 
communication sessions, thus providing the operative 
control of PAs on the basis of the known actual ampli- 
tude-phase distribution (APD) of the aperture field. 

The AOPs method was flirther employed for evalu- 
ating the phase center of linear and planar arrays with 
an arbitrary APD. It has been found that the slop of a 
far-field phase characteristic reaches its zeroth level 
only when the origin of coordinates coincides with the 
center of gravity of the field amplitude distribution 
with respect to copolarization. 

The coordinates of the center of gravity of ampli- 
tude distribution are associated with the position of a 
partial phase center. When being rigorously defined. 

this center degenerates into the antenna's phase center 
for even amplitude and odd phase distributions [2]. 

The most important results have been obtained by ap- 
plying the AOPs method for deep nulling in the direction 
of arrival of jamming signals. Although an initial prob- 
lem is nonlinear and multiextremal by its nature, synthe- 
sized phase distribution functions may have a global 
extremum. This is explained by the following reasons. 

• First, the synthesis algorithm, based on the search 
for the Fourier coefficients of the higher harmon- 
ics of the aperture phase distribution, does not 
change the mainlobe orientation owing to the or- 
thogonality between the linear part and higher 
harmonics of the wave front. 

• Second, the choice of optimal harmonics set accord- 
ing to the Lagrange objective functional guarantees 
the minimal gain degradation with simultaneous 
nulling in the directions of jamming signal arrival. 

• Third, on exposure to broadband jamming signals, 
for linear and planar PAs with various amphtude 
distributions, the deepest sector nulls are formed 
only when phase distributions are synthesized 
relative to a partial phase centre. 

For planar PAs with various geometrical parameters, 
including nonuniform PAs, the fundamental proportion- 
ality relationship has been found, which connects the 
relative band of a jamming signal to relative size of the 
sector null, from which, in particular, follows that the 
sector null size should be increased when the angular 
distance between the boresight and the direction of arri- 
val of broadband jamming signals increases [3]. 

Fig. 1 demonstrates the radiation patterns of PAs con- 
sisting of 20 elements with a uniform amplitude distribu- 
tion and sector nulls in the directions of maxima of the 
first, second and third sidelobes. The broadband jam- 
ming signal suppression is achieved by synthesis of the 
sector nulls of different width. The quantization of the 
synthesized phase distribution functions with a step of 
the order of TT / 8 supports the depth of nulls at -30 dB 
level, fully complying with practical requirements. 

The following problem, which has been solved 
with the AOPs method, makes it possible to design 
the linear and planar nonuniform PAs with enlarged 
average spacing between elements. The major advan- 
tage of this method is the possibility to define the laws 
of antenna element arrangement for planar PAs with 
arbitrary number of elements. 

The following problem, which has been solved 
with the AOPs method, makes it possible to design 
the linear and planar nonuniform PAs with enlarged 
average spacing between elements. The major advan- 
tage of this method is the possibility to define the laws 
of antenna element arrangement for planar PAs with 
arbitrary number of elements. 

In this case, the sidelobes of higher level, which are 
analogous to diffraction lobes, are certainly lacking 
both in the mode of wide-angle scan and in the ex- 
tended frequency band as much as 2 - 3 octaves and 
more. The total gain of the PA with dispersed ele- 
ments decreases proportionally to the number of 
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Fig. 1. 

The relative gain as a function of the average element 
spacing for a PA having the same current (field) 
amplitudes of antenna elements. 

1.4 

Fig. 2. 

eliminated elements. Nevertheless, the preservation of 
the accuracy of defining the main beam angle posi- 
tion, although the total level of sidelobes is growing 
up, allows one to use such arrays in the antenna sys- 
tems designed, for example, to determine, the angle 
position of target with higher accuracy. Numerical- 
simulations have shown that the location of antenna 
elements at the orthogonal polynomials zeros or at the 
extremal points of products of the orthogonal poly- 
nomials and weighting function eliminates the ap- 
pearance of the higher level sidelobes. 

Thus, any far-field phase distribution at the antenna 
aperture can be represented by the generic Fourier 
series in terms of orthogonal polynomials in the fol- 
lowing fonn: 

00     oc 

= ^i) + Ciopin ix,y) + CoiPi,, (x,y)+        (5) 
oc       00 )i ,„ 

+ Ei:<^nC,„Yl{^-X,,)Y[iy-y,.) 
n=2m=2 q r 

where $„ is the constant phase shift; CjoCoi are the 
Fourier coefficients of first-order polynomials, which 
determine the angular tilt of the phase front, x^,y, are 

the zero coordinates of the n,m- degree polynomials. 
The expression in the form of the double sum of 

higher harmonics is orthogonal to the linear compo- 
nent of phase front at the aperture. There are no condi- 
tions at which such a part of the phase distribution can 
have another linear component of the phase front, 
which is different from initial component. 

Fig. 2 illustrates the relative gain degradation of the 
linear nonuniform PA as function of average element 
spacing [4]. In the design nonuniform PAs, one can 
find trade-off solutions that would allow the total 
element quantity to be reduced 2-3 times and more 
at an acceptable level of gain degradation and preserv- 
ing the main-beam angle resolution. As the total cost 
of a PA is directly dependent on the quantity of an- 
tenna elements (400-J-1000$ per each element), the 
above stated approach makes it possible to reduce 
significantly the total cost of the PA 

Finally, using the AOPs method, the problem of lo- 
cal zone definition at the aperture of a planar antenna 
with arbitrary amplitude distributions has been solved, 
whose phase perturbations contribute significantly to 
the distortions of certain far-field harmonics. This al- 
lows the optimal strategy for the real - time control of 
the surface of PAs and reflector antennas to be defined. 
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Abstract 
A new method is considered for designing the linear and planar unequally spaced 

phased arrays (USPAs) in which the number of elements may be practically unlim- 
ited. This method is based on aperture orthogonal polynomials and enables one to 
find the law by which elements are positioned in the array aperture so as to eliminate 
parasite sidelobes similar to diffraction lobes in the scanning sector or over a wide 
operating frequency band. A sparse USPA is shown to have an increase in the level 
of side lobe radiation and a decrease in the array gain, while the array resolution re- 
mains unaltered. The behavior of USPA directivity is numerically estimated and the 
dependence of the degree of USPA directivity reduction on the average distance be- 
tween elements is presented. 

Keywords: aperture orthogonal polynomials, array, phase distribution, weighting 
function, phase shifter, unequally spaced phased array, interference. 

At all times, the potentialities of unequally spaced 
phased arrays (USPAs) have attracted the particular 
attention of the designers of antenna systems because 
they make it possible to operate in a wider waveband, 
apply the sparse configurations of array elements and 
reduce the probability that diffraction lobes will arise. 
However, the absence of valid deterministic algo- 
rithms of array element positioning in the aperture 
that ensures the lack of sidelobes of higher level re- 
strains the evolution of this investigation line. 

Existing classical methods of USPAs designing use 
either random laws of element positioning or proce- 
dures of numerical optimization of USPAs parameters 
by varying the positions of array elements. Moreover, 
they also employ combinations of element spacings 
that are related as ratios of mutually prime integers. 

The principle difference of the aperture orthogonal 
polynomials (AOPs) method used to develop the 
phase control algorithms of linear and planar apertures 
from conventional phase control algorithms is that 
any phase distribution can be expressed as a segment 
of the generalized Fourier series in orthogonal poly- 
nomials of the aperture. As the weighting function 
p<x:> and p{x;y) (for a planar array), an amplitude 
distribution function of the aperture field with respect 
to copolarization is used that takes into account an 
actual field distribution over the whole aperture and in 
the local zone around every array element. 

At the same time, the phase distortions in the aper- 
ture field, which are described by different terms of 
the Fourier series, are mutually orthogonal. First of 
all, it is necessary to emphasize that, if the linear 

phase front described by the linear term of series is 
formed in the antenna aperture, then the best mean- 
square approximation to the ideal linear phase confrol 
law is provided. 

The proposed method can be used to design either 
linear or planar arrays with amplitude-phase disfribu- 
tions of different kind and with a large number of array 
elements. Consider the construction of this algorithm. 

The far-field pattern of planar aperture is expressed 
via the following integral: 

Here, u = cos (/? • sin 9 , v = sin C/J • sin 0 are the 
directional cosines of wave front; k = 27r/A  is the 

wave number of the propagation medium; 
p{x,y)>Q      is     the     amplitude     disfribution; 

p{x,y) e L2; phase distribution ^ix,y) € L2', and 
l^,ly are a half of the length and the width of the rec- 

tangular aperture, respectively, where the domain fi, 

/ = m(\x(lj.,ly] is inscribed. 

The phase distribution ftinction ^{x,y) is pre- 
sented as Fourier series in orthogonal polynomials 
with the weighting function equal to the amplitude 
distributions in the aperture. 

As p{x,y)> 0 is the strictly positive function, 
such orthogonal polynomials always exist: 

OC       00 

^{X,y)-=^Y1 ^nm.' Pnm i^^V) , (2) 
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where, 

//Pu,„ (x,y)Puix,y)-p{x,y)dn =5,„,6„<. 
n 

Pnm (a;,y) e 4^ {fi I pix,y) > 0} (3) 

C,„„ = JJ<^{x,y)P„„, {x,y)p(x,y)dn 
n 

These polynomials that are orthogonal in the do- 
main n have properties of eigenfunctions of the inte- 
gral operator (1). 

The main property of such orthogonal representa- 
tion of the field in array apertures lies in the fact that 
phase distortions described by individual harmonics 
are mutually orthogonal. They are in correspondence 
with the certain distortions of a far-field pattern shape, 
which are intrinsic to these orthogonal harmonics 
only. For example, when phase distortions are de- 
scribed by the third-degree orthogonal polynomial, an 
angular displacement of the mainbeam is lacking in 
contrast to the usual power-type description of phase 
distortions in the antenna aperture that shows such a 
displacement. 

In the design process of USPAs and sparse USPAs 
in particular, the central problem is the derivation of 
the nonperiodical law of element positioning in the 
aperture which provides the absence of the high-level 
side lobes in the mode wide-angle scanning. Such 
sidelobes similar to diffraction lobes are caused by the 
periodicity of discrete element arrangement with a 
step of d > A/2and, as a consequence, the presence 
of a quasilinear component of the phase distribution in 
the aperture field which is distinct from the basic lin- 
ear component of the field. 

Consider such a nonperiodical law of antenna element 
positioning in the linear normalized aperture under 
which every element is located at the point correspond- 
ing to the root of an orthogonal polynomial from the 
collection of N polynomials. In this case, any phase 
distribution can be expressed in the following form: 

00 

$(1) = Coft -I- Cipi (a;) + J2c„p„ (z) « 
11=2 

N       „ (4) 
^ Co% + Cia,„ + Cia„ (x) + J];c„ f]a, (a; - x,) 

11=2 H=l 

where {Co,Ci,...} are the Fourier coefficients, {x,^} 
IS the set of roots nth-power polynomial, 
p(x^ = a^x + aio is the linear polynomial, po = a^ 
is the zero-power polynomial. 

The orientation of the linear phase front in the an- 
tenna aperture that corresponds to the best mean- 
square approximation is determined by the coefficient 
Ciflii for the variable x, where the linear part of the 
Fourier series is orthogonal to the sum of another har- 
monics. Ail harmonics do not depend on frequency 
and the point of observation at the far zone. The con- 
dition of physical realizability requires that, in the 
relationship (4), the finite number of harmonics N in 
the expansion of phase distribution should be used 
because the minimal distance  d  between adjacent 

6, degrees 

Fig. 1. A pattern of the USPA with uniform amplitude 
distribution. The total number of element is 
35. The average element spacing is 2A. The 
element positioning is determined by (5). 

6, degrees 

Fig. 2. A pattern of the USPA with uniform amplitude 
distribution. The total number of elements is 
43. The average element spacing is 2A. Ele- 
ments are located at AOP zero points. 

radiating elements should be more or equal to a speci- 
fied value, for example, d> X/2. 

This approach may readily be generalized to the 
planar USPAs with the amplitude distribution ftinc- 
tion p{x,y) = piCx^Piiy) presented in the multi- 
plicative form. 

In this case, the set of two-dimensional orthogonal 
polynomials is expressed as p,„„ (x,y) =: p„ <.x::p,„ (y). 
If such a representation is impossible, then the com- 
putational constraints of determining the two- 
dimensional orthogonal polynomials and their roots 
are sharply growing. 

There is another way of positioning the element 
with unequal spacing in the antenna aperture by which 
the elements are located at the extremal points of or- 
thogonal polynomials or at the extremal points of 
multiplication of orthogonal polynomials by the 
weighting function. It follows from the fact that, first, 
the above-mentioned points have the properties of 
maximal influence on the pattern shape of respective 
harmonics under local phase perturbations in these 
points [1] and, second, exfremal points are located 
between the adjacent roots of orthogonal polynomials 
and do not significantly change the mechanism of 
unequal positioning of elements. 

Figs. 1 and 2 demonstrate the far-field patterns of 
USPAs that has been designed with the help of two 
algorithms discussed above. Picture 1 presents the pat- 
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Fig. 3. The arrangement of the USPA element in the 
normal aperture. The total amount of ele- 
ments is 40 X 40. 

Fig. 4. v? = 10° . 

tern of the USPA, which consists of 35 isotropic ele- 
ments. This array has the uniform amplitude distribu- 
tion. This means that the well-known Legendre 
polynomials play the role of AOPs and antenna ele- 
ments are located at the extremal points of correspond- 
ing Legendre polynomials. The Legendre polynomials 
of less than and equal to 10th order were taken as an 
example. Fig. 1 illustrates the pattern of the array with 
an average element spacing of 2A (the aperture length 
is 70A ). The pattern analysis shows that the mean level 
of sidelobes does not exceed -10 dB. 

The nearest sidelobes have the maximal values 
(about - 6 dB). Furthermore, it should be noted that 
the sidelobes do not taper. This behavior is predictable 
and typical for most USPAs. However, it is possible 
to decrease the level of nearest sidelobes when using 
the falling-down amplitude distribution and the spe- 
cial procedure of inversion of the antenna elements 
positioning points relative to the array center. 

Fig. 2 shows the far-field pattern of the same array 
with elements located at zeros of AOPs. It should be 
emphasized that there are no significant differences in 
the behavior of patterns that were built with the help 
of the first and second algorithms. 

When designing the planar USPAs we observe that 
the mean level of sidelobes significantly depends on 
the value of (p because, in case of multiplicative rep- 
resentation of the weighting function, there are only 
two critical directions (p = 0 and ip = 90° . In these 
directions, the pattern of the planar USPA is equiva- 

lent to the pattern of the linear USPA. Fig. 3 illus- 
trates the arrangement of elements in the aperture of 
the planar USPA with a total element amount of 
40x40 and average element spacing of - 4.4A. 

Fig. 4 shows the pattern of this USPA at the angle 
(/3 = 10°. It follows from Fig. 4 that the mean level of 
sidelobes is reduced by at the least 10 dB in the non- 
critical direction in comparison with a critical one. 

For sparse USPAs it is necessary to estimate the 
degree of reduction of the gain or directivity as com- 
pared with those of conventional uniformly spaced 
arrays with a complete configuration of elements 
(d « 0.5A). This procedure is carried out by estimat- 
ing the directivity and radiation power of the array 
aperture using the well-known formula: 

^^f(Oo,ipo)r{eo,ipo) 

where 

G (5) 

/= p/ nj(^0  )f*^e^^)^^^ed^d6  (6) 
Jo     Jo 

The initial array pattern can be presented by the 
following expression: 

/(M,W) = ^^p(a;i,j/^)exp[«fc(/^(w-'Uo) + 
8 = 0 j = 0 (7) 

+   ly{V-VQ)\ 

where p{xi,yj) is the amplitude distribution func- 

tion in the array aperture, Xi e (-1,1), Vj & (-1,1) 
are the coordinates of array elements located in the 
normal aperture Ci c [-1, 1] ® [-1, 1]. TV^, x Ny is 

total amount of elements in the array. 
The mainbeam direction is defined by 

UQ = cos ipQ ■ sin $0 and VQ = sin ^p^) ■ sin 9Q . Substi- 
tuting the expression (7) into the integral (6) and us- 
ing the Poisson formula, we obtain: 

TT   27r 

/  j flfxsinOcosip + psin6simp + ^cos0] x 

(8) 

\du 
-1 

after simple but tedious computations, we can obtain 
the final expression for determination of the planar 
USPA directivity in the direction of maximal radia- 
tion («o = 0, UQ = 0)- 

l2 

X sm9d(pd0 = 2TTJ f (^u^Jfi^ + v'^ + ^^ 

G 
N,   N„ 

£2^(^" Vj 
Oj=0 

i=0j=0m=0?i=0 

Sin I A; • i/z| • {xi - x,n f +{y ■ [Vj - y„ f I 

k ■ 4^1 • {Xi - x„, f +tl -[yj- y„ ' 
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Fig. 5. The degree of reduction of the directivity 
for the USPA with a uniform amplitude 
distribution 

where e. 
J 

■■ J 

When passing from the two-dimensional array to the 
one-dimensional one, the formula (10) is reduced to: 

G = 2- 
f ^. 

j=0 

A'. 

.r=0;=0 Klj\Xi - Xj\U 

.,('0) 

The directivity of USPAs in comparison with the di- 
rectivity of uniformly spaced arrays is very important 
in the design of USPAs. This reduction can be evalu- 
ated by introducing the relative coefficient of directiv- 
ity reduction, which shows the degree of reduction of 
the USPA directivity in comparison with the directivity 
of a corresponding uniformly spaced array. This rela- 
tive coefficient is introduced by the formula: 

C = G/G,., (11) 

where G is the USPA directivity, G,. is the directiv- 
ity of a uniformly spaced array. 

Fig. 5 illustrates the dependence for linear arrays. It 
has the decaying character and is practically inde- 
pendent from the type of amplitude distribution. 

Thus, the new method of designing the linear and 
planar USPAs makes it possible to: 

• Use the deterministic procedure of element posi- 
tioning in the antenna aperture. 

• Eliminate the restriction on the total number of 
antenna elements. 

• Provide the mode of wide-angle scanning and op- 
eration in the broad frequency band without high 
levels of sidelobes because the law of element po- 
sitioning does not depend on frequency. 

• Use sparse USPAs with the controlled degree of di- 
rectivity reduction and ensure unchanging resolution 
and, simultaneously, reduce expenses by decreasing 
the number of receiving-transmitting modules. 
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Abstract 
The problem of building a numerical algorithm for determination of branching 

points of one nonlinear integral operator, which arises in the theory of antennas syn- 
thesis according to the given amplitude radiation pattern, is considered. The basic dif- 
ficulty consists in that the kernel of an integral operator nonlinearly depends on two 
parameters, which play role of the spectral ones. For such problems, except a special 
case, the existing numerical algorithms are not applicable. For building an algorithm 
for solving such problems, the equivalent variational statement is used. The problem 
is reduced to a sequence of linear two-parameter eigenvalue problems with applica- 
tion of one gradient procedure for simultaneous evaluation of two spectral parameters 
being the branching points of an initial nonlinear integral operator. 

Keywords: antennas synthesis, branching points, nonlinear integral operator, two- 
parameter eigenvalue problem, numerical algorithm, eigenvalue, gradient 
procedure. 

1. INTRODUCTION 

When investigating the nonlinear equations as 

A{XJ)= f, 

where operator A{X,f) nonlinearly depends both on 
parameter A and function /, the formalistic approach 
based on a linearization, is applied. The application of 
this approach shows that the branching points of equa- 
tion can be only those values of parameter A, for 
which unit is the eigenvalue of the appropriate homo- 
geneous equation [1] 

A{X)f = f 

with the operator-valued flinction  A : C ^ X{H) 

(where X{H) is a set of linear operators, A e C is 
the spectral parameter) nonlinearly depending on the 
parameter A. If A{\) = A \s the linear operator, its 
eigenvalues will be the branching points of an input 
equation. In general case, there are curves of eigen- 
values i^(A) and then branching points will be those 
values of a parameter A of the problem 

A{\)! = v{\)f, 

for which u{\) = 1. 

The application of the cited above approach to the 
nonlinear integral operator arising at the synthesis of the 
antenna systems in accordance with to the given amplitude 
RP leads to the nonlinear eigenvalue problem 
r(A, /i)/ = / with an integral operator r(A, ^) analyti- 
cally depending on two spectral parameters A and /i. 

In the given work, the variational approach to 
building the numerical algorithm for solving such 
eigenvalue problems is offered. It consists in replace- 
ment of the nonlinear operator of function T(A, //) 
with a linear operator of function on both parameters 
and application of the gradient procedure for simulta- 
neous evaluation of a gang of spectral parameters 
A, ^ of obtained two-parameter eigenvalue problem. 

2. STATEMENT OF THE PROBLEM 

The variational statement of the problem of antennas 
synthesis with flat aperture according to the given 
amplitude directivity pattern reduces to the nonlinear 
equation [2] 

0 

where 
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mu^2,^Ui,k)    = 

-If i A:W?|-«l') + J/(6-?i) dxdy (2) 

is a kernel considerably depending on the form of 
aperture, and n c li^ is the area, in which the ampli- 
tude RP is given. 

For the rectangular aperture of antenna 
D = {\x\<a,\y\<h} the kernel (2) is possible to 
be presented as [2, page 247] 

•^(Cli^2,^l',6'.Cl,C2) = 

_ sin    ci(^i - e/)   sin    c^fe - ^.Q       (2') 

where ci,C2 are the fundamental physical parameters 
describing electrical sizes of the antenna and solid 
angle of area fi, which also looks like some rectangle 
^■- {\ii\<mi\<i]. 

The equation (1) has a non-unique solution, and as 
one of it's possible solutions (we shall name it as triv- 
ial) is the following one 

/o(?l,C2>Ci,C2) = 

n 

It   corresponds   to   RP   with   a   phase   center 
('irg/(Ci,C2) = 0)   and   takes   place   for   arbitrary 
Ci   > 0 and oj   > 0 . But in most cases, just nontrivial 

solutions branching from /n(6,6.Ci>C2) with the in- 
crease of parameters q and c^ are of physical interest. 

Thus, the problem of determination of points c, 
and Ci, in which there appear solutions different from 
trivial fni^u^i-.Cuo-i), is reduced to definition of the 
eigenvalues of the integral operator 

= // n^i e2)/'^(^l, ^2, ?/, 6', CuC2)x (4) 
n 

/0l?li?2.Ci,C2) 

The appropriate eigenfiinctions of this operator are 
used when solving equation (1). 

Since the parameters q and c-2 play a role of spec- 
tral parameters, we actually have come to the general- 
ized two-parameter eigenvalue problem 

wte,6,c,,C2) = r(ci,C2Me,,e2,Ci,C2).     (5) 
Note, that in a specific case, when it is possible to 

separate variables in function F{iui-2), i-e. to present 

^(^1,^2) as 

the equation (5) is decomposed into two independent 
one-parameter (but nonlinear with respect to the pa- 
rameter) equations, i.e. 

uji^j,Cj)^ T{cj)ujj{^j,cj),   j = 1,2. 

For such equations both the numerical methods 
(see, for example, [3], [4]) and the numerical analyti- 
cal methods of their research [2] are developed. 

In the given work, the numerical algorithm for solu- 
tion of more complicated problem when the variables are 
not separated, is offered. The essence of it consists in that 
the solution of the nonlinear two-parameter eigenvalue 
problem (5) is reduced to solution of some sequence of 
linear two-parameter eigenvalue problems, for solution 
of which the gradient procedure is used. 

3. BASIC EQUATION AND ALGORITHM OF 
THE SOLUTION 

At first we shall reduce with a standard method opera- 
tor (4) to a self-adjoining form. 

Introducing a new function 

yte,6,Ci,C2) = VMCl.6,Ci,C2MCl,6,Ci,C2), 

where w(?i,C2,Ci,C2) = F{^„i2)/mui2,c„C2), 
we come to the integral equation 

¥'te>6,Ci,C2) = 

V r (6) 
= j j H^uC2,^ULc,,c.M^U2,c^,a2)d^;d^!, 

-1-1 

with the symmetrical kernel 

m,i2,^uicuc.2) = 

= ^te,C2,^l',6',Ci,C2)Vw(?l,6>Ci,C2)w<?,',^2',Ci.C2). 

In order to get rid of a continuous spectrum, we 
shall select from the kernel the trivial solution (3), 
which corresponds to the eigenvalue 77(01,02) = 1 for 
any positive q and Cj. In this case, equation (6) will 
be transformed into the equation 

^te.6>Ci,C2) = 

r V (7) 
= jj m,i2,^U2,Cl,cM^U2,C,,C2)d(idii 

-1-1 

with the symmetric kernel 

^te:6.^/,6',Cl,C2) = V4Cl,(2-Cl,C2)«<Ci',^^,Ci,C2) X 

mu^2,aic„c2) - ^)(y2,q.c2)i,(c; c^.c.,c2) 

Decomposing the kernel E of the operator T by 
Taylor series in the neighbourhood of point 
(cj = /i,    Ci - u), and taking up the linear terms of 

expansion, we come to the two-parameter eigenvalue 
problem of the form 

tip = Acp - XiB^ip - X-iBiip = 0 . (8) 
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In view of bulky size of the formulas, the expres- 
sions for operators here are not written. 

Now we shall consider the functional 

F{^) = ^\\Aip - X,B,ip - X2B.2<p\f.        (9) 

It is not difficult to show that equality F{(p) = 0 

holds if and only if VF{ip) = 0, where VF{(p) is the 

gradient of flinctional (9). And, obviously, VF(</P) = 0 

if and only if both tp and A(v?) = {Ai,A2} are the ei- 
genvector and eigenvalue of the problem (8). 

This result allows us to construct the gradient pro- 
cedure, as the algorithm of numerical determination of 
eigenvector as 

V'A: + l   =   fk   - lifk)'^^i'Pk) .     /S  =   0,1,2,..., 

<Pk+l=A + l/\\    V'i: + lll> (10) 

Table. 1. 

lifk) = 
||VnW:)|| 

\\TVF{ip,)\\ 

and the eigenvalue A{tp) = {AjjAj} is uniquely de- 
termined according to the obtained ip from a set of 

equations 

«(¥>) = AM/3(<^), (11) 

where a{(p) = {ai{v)^oi2iv>)V is a column vector, 

and  P{(f) = {A; j}lj^i   "s matrix with components 

a,,i<p) = {A(p,B,ip)   and   Py = (S,;</5, Bj-v?),  respec- 

tively, and (•, •) is a scalar product in space Lj. 
Thus, the algorithm consists in the following: 

1. For some initial approximation (i = 0) of pa- 

rameters cj'^ = fi,   4'^ = u the operators A, 81,8-2 

are defined using expansion of kernel of operator (4) 
into a Taylor series. 

2. Using the iterative process (10) with some initial 
approximation <pothe eigenvector ipi,. and gangs of 

eigenvalues A{(pk) = {hAi} by (11) of linear two- 
parameter problem (8) are defined. 

3. If cj"*"^ and ^"""^ are not defined with a neces- 

sary     accuracy. 

.(^) 

R ,('■) c{'"^1>^i and 

4'"^^' I > £2 > this approximation is fixed and 

giving 4'^ = 4'^^',i = 1,2 we pass to item 1. 

4. NUMERICAL RESULTS 

For the cases, when in function ^(^1,^2) describing 
the amplitude directivity pattern of antenna, the vari- 
ables are separated and not separated, the numerical 
experiments on application of the described above 
algorithm for determination of the first branching 
point were carried out. 

Fi^uii) 
Branch, points 

Branch, 
points 
from [21 

Cl C-2 Cl C2 

const = 1 3.141592 3.141592 TT ■K 

cos ^ cos ^ 4.712543 4.712543 4.712 4.712 

sin TT^i sin 7r^2 3.141591 3.141591 7r TT 

^1-m+^i) 3.464286 3.464286 

i-m+^i) 3.797263 3.797263 

In the table, the first branching points for three 
given functions, when the variables are separated also 
for two, when the variables are not separated, are 
given. For three first functions the branching points 
obtained by other method (by a solution of transcen- 
dental equations) from [2] also are given. 

From the table it is seen, that for the case, when vari- 
ables of F{^i,i2) are separated, the results obtained by 
two different approaches completely coincide. 

5. CONCLUSION 

The approach offered in the work, for construction of 
iterative processes, can be applied to determination of 
generalized eigenvalues of nonlinear two-parameter 
(multiparameter) eigenvalue problems. 

In particular, for definition of branching points of 
the nonlinear integral equation considered in the 
work, it can effectively be applied in the most com- 
mon case, i.e., when variables in function i^(^i,6) 
are not separated and for which the existing algo- 
rithms are not applicable. 
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Abstract 
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1. INTRODUCTION 

Recently, new approaches in antenna system analysis 
and synthesis, based on ideas of fractal geometry be- 
come more popular. [1,2]. Antenna radiators were 
constructed on the base of fractal sets and their prop- 
erties were investigated [3]. Two approaches in the 
fractal antenna array design may be distinguished: 
a) arrays undemanding to accuracy of radiator place- 

ment and possessing low directivity and a suffi- 
ciently high sidelobe level. Such arrays are similar 
to randomly spaced arrays [3]; 

b) arrays with a low sidelobe level and high directiv- 
ity. Their properties are close to those of classical 
arrays but sometimes it is possible to realize simple 
algorithms for synthesis of such fractal arrays. 
Here, the class of two-dimensional antenna arrays 

constructed with using the Darboux and Besicovitch 
classical fractal flinctions and atomic functions. Such 
an approach for the first time was realized by 
V.F. Kravchenko [3]. 

Consider two-dimensional antenna arrays con- 
structed on the base of different combinations of 
atomic functions and classical fractal ftinctions. They 
belong to the class of equally-spaced arrays with non- 
uniform amplitude distribution complicating the syn- 
thesis algorithms. The lack of such an approach is in 
the fact that separate elements of an antenna array 
operate in different working regimes and can fault due 
to overheating. It also known that arrays with nonuni- 
form current distribution have lower values of aper- 
ture efficiency in comparison with arrays having 
uniform amplitude distribution. But here it is possible 
to decrease the sidelobe level by an appropriate choice 
of the current distribution. 

2. PLANAR ANTENNA ARRAYS 

Consider the case of a planar two-dimensional sym- 
metric non-equally-spaced FAA with spaces rf,. along 
axis X and dy along axis y (Fig. 1). 

The formula for evaluating the radiation pattern 
^(V-';ciV-';/) for a (2M)^-element array has the form 

M    M 

where 

V":,: = kdi.(s'm6cos(p — sin0„ cosy),)); 

xjjy = kdij{sm6sm(p - sin^y sin(^(,). 

dy      ^     dy    ^   dy 

Fig. 1. Linear two-dimensional antenna array with 
M X N equally-spaced elements 
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Current distribution amplitudes obey the following rule: 

where f{ipx,„ > '>Py„) are values of the atomic-fractal 

function at corresponding points x,„ and ?/„ . 

3. ATOMIC FUNCTIONS 

Foundations of the theory of atomic functions are 
considered in [3]. Here, we shall present some infor- 
mation about less known atomic functions. Another 
often used function is up,,, c a;), the generalization of 
the atomic function up(i;), satisfying the functional- 
differential equation 

m 

y'{x) = aY^{y{2mx + 2m - 2k + 1) - 
k=l > 

- y(2mx -2k + 1))) 

m = 2,3,4.... All properties of functions up,,, (a;) 
are presented in [3]. Let us discuss one of them, using 
for evaluating the function at rational points in the 
domain of definition. Let ^u,^,'"' be the moment of or- 

der     n      of    the     function     up„^{x),     where 

The function y,. (a;) satisfies the system of func- 
tional-differential equations 

\k-l\ 
^ I m, I 

2/'ca;) = 22](-l)       Vr+ii^k^r),     r = 1,2,3,..., 
A:=l 

where 
x^-^j. = 2mj.x + 2nif. — 2k + 1, x £ E}, k = 1,2m,. . 

The function TT,,, (a;) is defined as 

7r,'„(a;) = a[7r„, (a;i cm)) + 

2m-l 

k=-2 

m = 3,4,5,..., 

where 

n (m) =  /   x" up,n{x)dx,      /4"-i ='^1      because 

up,,, (a;) is even for any m. even moments /4"   are 
rational numbers found by the recurrent formula 

(m) 
^2„     = 

VI 

^ (2n)! .^p   frj   (,„) 
m' ((2mf' - l),^(2n - 2ky.{2k + l)!^2''-2*^' 

(n = 1,2,3,...). The following remark takes place. 
From    the    theory    of    AFs    it    follows    that 

a;^. cm) = 2ma; + 2m — 2k + 1, x G R^, k = 1,2m . 

As in the case of the fiinction up,,, <a;), fast algo- 
rithms for evaluating these functions exist [4]. 

4. FRACTAL FUNCTIONS 

4.1.  THE DARBOUX FUNCTION. 

In spite of the fact that the term «fractal» was intro- 
duced by Mandelbrot only in 1975, examples of self- 
similar functions were known earlier. In 1872 Dar- 
boux generalized the Hankel function and constructed 
his original nowhere differentiable function 

, sin [ (n 4-1)! a; ] 
(1) 

VJCa;) = ^■ (2) 

-1 + ' —, s = 0,1,...,(2m; in + l The 
m(2m)" 

points a;,,, „., form an everywhere dense set on the in- 

terval [-1,1]. Note that values of up,,,(a;) at points of 
this set are rational and can be determined explicitly as 

2"+i 

Later on, he obtained the following expression: 

'/(aA£) 
a n=l "" 

where a„ and 6„ are some real-valued sequences; 
/(a;) is a continuous bounded together with its sec- 
ond derivative function. If the sequences {a,,} and 
{&„ } are chosen so that, at fixed k , 

a„ 

^Vm\-''m.n.s) 

s [n/2] 

J=l A:=0 

lim 
71—*00 tt,. 

= 0, 
n+1 

()i, + l)(n+2) 

n!(2m)      2 
n 

2k 

lim ai6f +a.2hl + ... + a„_^hl_u 
0, 

(2s-2i + l)"-2V(;"), 

where [a] is the integral part of the number a . 

Other often used functions are t/,. (a;) determined as 
oo 

Vr 

where 

sin2(m,(i/m,.,j,) 

then series (2) everywhere converges to a some con- 
tinuous function (/? < a;). If 6„ = n + 1, fc = 3 , and 

/(a;) = sina;, then expression (2) coincides with (1). 
The plot of function (1) is presented on Fig. 2. 

4.2.   THE BESICOVITCH FUNCTION. 

This fiinction is an example of nowhere differentiable 
continuous function Its construction procedure consists 
of the following stages. At the first stage, the interval of 
length 2a is constructed. Then, because this function is 
symmetrical with respect to the point a, it is enough to 
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Fig. 2. The Darboux function 

0.2 0.i 01 1 0.2 OA O.fi 0.8 

o) b) 

0.1       0.4       o.i       o.e        I 0.:       0.4       o.s       0,9        1 

c) d) 

Fig. 3. The first four iterations of the Besicovitch 
function 

construct it on the interval (0,a). Later on, we con- 
struct the interval of length /j = o/4 in the central 
part of this interval. The interval (0,a) is divided by 
the segment li onto two equal parts; new intervals of 

length Li = a / 2^ are placed at their centers. Thus, we 
obtain four equal intervals with segments of 
lengths/,, = a/2",..., /; = a/2'^' at their centers. As 
a result, the infinite set of intervals l^JiJ-^,..., is con- 

structed on the base of the interval OC ; their join L is 
an everywhere dense set of total length a/2, h con- 
tinuous function constructed in this way is nowhere 
differentiable. Its plot after the first four iterations is 
presented on Fig. 3. 

5. EXAMPLES OF ANTENA ARRAYS BASED 

ON THE KRAVCHENKO-DARBOUX AND 
KRAVCHENKO-BESICOVITCH FUNCTION 

Consider some examples of antenna arrays with cur- 
rent distributions /„„, corresponding to the 
Kravchenko-Darboux and Kravchenko-Besicovitch 
function. Fig. 4 shows plots of the functions 
^Vi{^:y)D{x,y) and \np_^{x,y)Bcz{x,y). 

1 
o ^ •• •• mi e 

0.; eBHiiai 
• mm   ** ««  «■»   • • mm   ** *♦  fl^   • 

o.i iniiiiBi 
B  ^  •• •• (^  a 

-1 
 rl   ..-D.5.  _0  ,....0.5   1    ■        -1      -0.5       0 0.6        1 

a) b) 

Fig. 4. Plots of the functions  Vij>i{x,y)D{x,y) (a) 

and up,i{x,y)Bcz{x,y) (b) 

6. CONCLUSION 

Fig. 4 and Table 1 present plots and main physical 
parameters (RP, directivity) of 128-element fractal 
arrays constructed on the base of combinations of the 
synthesized Kravchenko-Darboux and Kravchenko- 
Besicovitch functions with spacing dj, = dy = A/2 

between elements, for 9^) = 90°. 
The following designations are introduced in the ta- 

ble: 4 is the aperture mean square width; ^,„„x is the 
sidelobe level. Analysis of these parameters shows that 
arrays based on the aforementioned fractal current dis- 
tributions have lower values of aperture efficiency in 
comparison with arrays with smooth distributions. The 
aperture efficiency values depend on the form of a frac- 
tal function (for example, arrays on the base of the 
Darboux function possess greater values of efficiency). 

This effect is caused by the fact that fractal current 
distributions have large numbers of maximums and 
minimums and their integration yields low aperture 
efficiency. Since the obtained arrays are less sensitive 
to separate elements currents, they (especially those 
based on the Kravchenko-Besicovitch function) may 
be considered non-equally-spaced, with large numbers 
of excluded elements. Their analysis becomes to be 
more complicated but their aperture efficiency in- 
creases sufficiently. 

Non-equally-spaced arrays have small values of L, 
and allows one to enlarge the spacing d > A/2, i.e., 
additionally, without increasing the number of radia- 
tors, to increase directivity and to narrow down the 
main lobe width. This effect is necessary for antennas 
with electrical scanning. 

Table 1. Physical parameters of fractal antenna arrays 

Function 4 Directivity. dB 4,nydB 

Bez{x, y) 2.29 48.28 -8.68 

Bez{x,y)y^.{x,y) 2.32 48.24 -8.11 

Bez{x,y)upfi{x,y) 1.59 46.49 -12.58 

Bcz{x,y)'!rr,{x,y) 2.19 47.56 -8.41 

D{x,y) 2.83 51.29 -15.29 

D{x,y)nrAx,y) 2.50 50.04 -11.44 
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^(.v,0) 

■ 1   .nn -fiR -n4 -n? o n?   n4   ns _o^ 1_ 

F(xfi) 

«) b) 

flO e) i) 
Fig. 5. Cross-sections of the RP by the plane  Ox   and current distributions  wpcyix,y)Bez{x,y)   (,a,d), 

D{x,y)-Kr^{x,y) {b,e),znA ■Kz{x,y)Bez{x,y) (c,/) in the 128-element array 
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1. INTRODUCTION 

Let us consider one of the methods for constructing the 
mathematical model of fractal antenna arrays, based on 
the use of generating concentric circular ring arrays 
with centers located at distances r,„ from the origin. 

The generating array factor for the concentric cir- 
cular ring array may be expressed in the form [1] 

VI =\ 11—1 

where tp,„„ {6,^p) = kr,„ sin61 cos((^ - </?,„„ ) -f- a,„„, 

k — 2TT / X is the wave number, M is the total num- 
ber of concentric rings, N,„ is the total number of 
elements on the mthring, r,„ is the m th ring radius, 
/,„„ is the excitation current amplitude of the n th 
element on the m th ring located at y; = <Pnw. and 
a,„„ is the excitation current phase of the n th ele- 
ment on the m th ring located at ip — ip,,,,,. 

The technique for consfructing such fractal arrays is 
based on the results of [1-3] and is sufficiently flexible 
in comparison with other approaches. It ensures obtain- 
ing required results in fractal antenna array design 
without complicated mathematical algorithms. 

A wide variety of simple recursive schemes may be 
constructed using expression (1). The fractal array 
factor for a particular stage of growth P may be de- 
rived directly from (I) by a procedure similar to that 
outlined in [2,3]. Thus, the resulting expression for 
the array factor was found to be 

p  t M   N 

^^(^>y)=n EE^-^''"*"'""'"'^'. (2) 
P = l   I 7/1 = 1 11 = 1 

where 6 represents the scaling or expansion factor 
associated with the fractal array. 

Fig. 1. Elements of stages 1 and 2 of a circular array 
of radius r 

Let us present main stages of constructing fractal 
arrays defined by (1). Consider a unit element of a 
circular ring array of radius r (Fig. 1). It can be in- 
terpreted as a generating subarray of level 1 for the 
fractal array. The next stage of the construction is also 
represented on Fig. 1. On the first stage of the con- 
struction process, a four-element generating subarray 
with factor S must be obtained. The algorithm has the 
following form: at the second stage, each of the ele- 
ments of the array is replaced by an exact copy of the 
original unsealed four-element circular subarray gen- 
erator. The entire process is then repeated in a recur- 
sive fashion, until the desired stage of growth for the 
fractal array is reached. 

This process is convenient for analysis and model- 
ing. It allows us to express the fractal array factor (2) 
in the following normalized form: 

7' = 1 

A/    N,„ 

J:EI»4'''"'""'''') 
?»=i 11=1 

M   N„, 

2_^ /!_/ ■'"1') 
VI —\ n — \ 

■(3) 

Taking the magnitude of both sides of Eq. (3) leads to 
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\Fp{6,V) 
p 

n 
M   N,„ 

in=l 11=1  
(" 

jS''~%„Ae,'P) 

,(4) M   N,„ 

111—1 ii=\ 

which has a corresponding representation in terms of 
decibels given by 

EEA""(«^' *"'"^''"') 
=2o5:ig m=l 77=1 

M   JV„, 

m=ln=l 

(5) 

Another unique property of Eq. (3) is the fact that 
the conventional co-phasal excitation [2], 

amn  = -kr,n sin 60 cos (V?o - fmn ), (6) 

where ^o and (pQ are the desired main-beam steering 
angles, can be applied at the generating subarray level. 

To see this, we recognize that the position of the 
main beam produced by Eq. (3) is independent of the 
stage of growth P (i.e., when 0 = OQ and ip = ipo), 

since it corresponds to a value of tp„i,i — 0 . 
Consider some examples of different recursively 

generated arrays discussed in detail in [1]. 
These arrays have in common the fact that that they 

may be constructed via a concentric circular ring su- 
barray generator of the type considered in the previ- 
ous section. Hence, the mathematical expressions that 
describe the radiation patterns of these arrays are all 
special cases of Eq. (3). 

2. LINEAR ARRAYS 

Suppose we consider the two-element concentric cir- 
cular subarray generator with a radius of r = A / 4 . If 
the excitation-current amplitudes for this two-element 
generating subarray are assumed to be unity, then the 
general fractal array factor expression given in Eq. (3) 
will reduce to the form 

^p(¥') = rFllE^      ' '   (^) 
^    p=±ln=l 

where, without loss of generality, we have set 
e = 90° and 

<P» = (n - l)7r, (8) 
TT 

Oin   = --^^^(^0 -<Pn)- (9) 

Substituting Eqs. (8) and (9) into Eq. (7) results in a 
simplified expression for the fractal array factor, given by 

p 
6^'    —(cost/? — coscfQ ) .(10) 

If we choose an expansion factor equal to one (i.e., 
^ = 1), the Eq. (9) may be written as 

TT . 
Fyiif) = COS^ 6'' ^ ^{cos<fi — cos(fo) (11) 

This represents the array factor for a uniformly 
spaced (d — X/2) linear array with a binomial cur- 
rent disfribution, where the total number of elements, 
Np for a given stage of growth, P, is Np = P + 1. 

The general rule in the case of overlapping array 
elements is to replace each of those elements by a 
single element that has a total excitation-current am- 
plitude equal to the sum of all the individual excita- 
tion-current amplitudes. 

For example, we consider the case when ^ = 3. 
This particular case results in the family of the friadic 
Cantor arrays which (the Cantor sets) were considered 
in [1,3]. The total number of elements in these sets is 
Np = 3^, and these elements have equal excitation- 
current amplitudes /„,„ corresponding to uniform 
disfributions, i.e., /,„„ = 1. The resulting arrays are 
equally-spaced. Their array factors have the form 

p=i 

gp -1   "   f 
cos<^o) .(12) 

The latter expression follows directly from Eq. (11) 
when 6 = 3. 

3. PLANAR SQUARE ARRAYS 
Consider an example of planar square arrays that can 
be constructed using the uniformly-excited four- 
element circular subarray generator shown in Fig. 2. 

The radius of the circular array is chosen to be 
r = X/2V2, in order to ensure that the spacing be- 
tween the elements of the circumscribed square array 
would be a half-wavelength (i.e., rf = A / 2 ). It can 
be shown that the general expression for the fractal 
array factor given in Eq. (2) reduces to 

pp(S''p)=jpui:'' 
*     p=ln=l 

-^siuecos(c^-V'„)+a„J 

where (p„={n-1)-, a,, = --j=sh-i6Q003(9% - fn) • 

If we define 

ip„{e,<p) = -j=[sm0cos{(p-(p,J- 

-sin^ocos(<^o -Vn)]) 

Fig. 2. The geometry for a four-element generating 
subarray with r = A / 2 V2 
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then Eq. (13) may be rewritten in the convenient form 

■*     p=ln = l 

where ^„(0u,VJo) = O. 
Consider the case when ^ = 1, i.e.. 

Fp{d,<p) = ly^ejV„(9,y) 
' 11=1 

The resulting array is a family of square arrays ob- 
tained with uniformly spaced elements (d = X/2) 
and binomially distributed currents. For a given stage 
of growth P, the corresponding array will have a 
total of Np ={P +if elements. 

The radiation patterns for these arrays have no 
sidelobes, which is a feature characteristic of binomial 
arrays [4]. 

At 5 = 3, we get the expression for the Sierpinski 
carpet [1,3]. The generating subarray for this Sierpin- 
ski carpet consists of a uniformly excited and equally 
spaced (<f = A/2)3x3 planar array with the center 
element removed. It may also be represented by two 
concentric four-element circular arrays, i.e., 

,    />    M    4 

°     p=lm = ln=l 

where 

'<Pmi, (0,ip) = ^/mTT[sin0cos{ip - (p„„,) - 

- sin 00 cos ((^0 -¥>„„,)], 
/mn-l\7r   „ „„ 

4. OTHER TYPES OF PLANAR ARRAYS 

4.1.  PLANAR TRIANGULAR ARRAYS 

This    tree-element    circular    array     of    radius 

Fig. 3. The geometry for a six-element generating 
subarray 

Expression for the fractal array factor in this case 
may be expressed as 

Fp{e,<p) = 
p        0        'I 

9 p=\ tii = l n=l 

where /„„, =2/m, krm=^, V™, ={2n + m-3)^, 

tt,m. = -kr,,, sin ^o cos (yjQ - V,,,,.), or 
P      2      3 

if 
p = l IH = 1 71 = 1 

Wmn (P,y) = ^[sin0cos(vp - V?,,,,, ) - 

-sin(9ucos(v5o -V»m)]- 
These arrays have non-uniform current distribu- 

tions, therefore, low-sidelobe level arrays can be ob- 
tained. Thus, the sidelobe level of -20 dB can be 
reached at large P. 

         „— ..w.w...        v.w^uiai away        \j\        litUlUK 

r = A / 2>/3 can also be interpreted as an equilateral     ^•^-   HEXAGONAL ARRAYS 
These arrays are becoming increasingly popular, es- 
pecially for their applications in the area of wireless 
communications. The standard hexagonal arrays are 

triangular array, with half-wavelength spacing on a 
side. The fractal array factor associated with this tri 
angular generating subarray is 

p    N ,   f   n ,r ,r i formed by placing elements in an equilateral triangu- 
Fp(e,^) = -i-n E^'*" 17!?^'"''™''*'-^"'+""I ^(,4)    lar grid with spacing of rf = A/2. The resulting ex- 

"=''"' pression for the array factor, in the normalized form. 

wherev?,, = (n-l)y,Qi, =--|sin0ooos(¥^-y,„). 
is given by 

Fy{e,ip)^ 

P     M    N TTie second category of triangular arrays is shown 
in Fig. 3. This generating subarray consists of two 
three-element concentric circular arrays, with radii y=i.»=i„=i 
rj = X/2-/3 and r^ = AV3 . The excitation current 
amplitudes on the inner three-element array is twice 
as large as those on the outer three-element array. The 
dimensions of this generating subarray were chosen in     where ry,,,, = dyjp^ + (m - if - p^m-l), 
such a way that it forms a non-uniformly excited six- 

P    M    N 

^o + riEE^,""" 
;)=17» = 1 71=1 

element friangular array with half-wavelength spacing 
between its elements (i.e.,rf = A/2). fpiim  = cos' 

4" +rfV(m-iy^ 
2r„^,dp 

nn 
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Table 1. Main parameters of antenna arrays 

a) 

^^K#» 

b) 

c) d) 

e) fi 
Fig. 4. Radiation patterns for the triangular antenna 

subarray with uniformly distributed currents 
{a, c, e) and with currents distributed by the 
law7„„,(0,V') = up(0),P = 3, 6 = 2 

Ctpmn   = -^"Tym Sin 6lo COs((^o - ^pmn ) , 

and P is the number of concentric hexagons in the 
array. Hence, the total number of elements contained 
in an array with P hexagons is 
Np =3P(F + 1) + 1. 

Hexagonal arrays have some elements missing, i.e., 
they are thiiming. This is a potential advantage from the 
design point of view, since they may be realized with 
fewer elements. Another advantage of these arrays is 
that they possess low sidelobe levels at ^ = 90 °. Fi- 
nally, it should be noted that the compact product form 
of the array factor for some particular cases. This offers 
a significant advantage in terms of computational effi- 
ciency, especially for large arrays, and may be ex- 
ploited to develop rapid beam-forming algorithms. 

5. FRACTAL SUBARRAYS WITH NON- 
UNIFORMLY DISTRIBUTED CURRENTS. 

ATOMIC FUNCTIONS. 

Another way for decreasing sidelobe levels is the use 
of non-uniform amplitude distributions. Here, in most 
cases, we cannot apply effective computational algo- 
rithms developed by using ideas of fractal geometry. 

Current 
disfribution 

Main lobe 
width at 
the 3 dB 

level 

Sidelobe 
level, dB 

Directivity, 
dB 

Ring array (P = 3, 5 = 2) 

Uniform 13.2 -25.6 61.85 

Mpca;) 13.5 -32.2 63.17 

Triangular array ( F = 3,6 = = 2) 

Uniform 14 -11.75 54.7 

wp^x^ 16 -17.61 59.8 

Triangular array (2nd variant) (P = 3, ^ = 2) 

Uniform 5.7 -16.7 74.05 

upcx) 5.72 -16.9 77.56 

However, using some types of distributions, we can 
combine both approaches. 

We shall use atomic functions for forming current 
disfributions /,„„; these fiinctions, namely, 
up(a;> up„j (a;), j/,. ca;), and -K^ <^3;), were efficient 
in the design of planar antenna arrays [3]. All of them 
are the solutions to functional-differential equations 
but they can easily be evaluated by using fast iterative 
algorithms [5]. 

Consider some examples. Evaluations were carried 
out according to formulas (2)-(6), (7), and (13)-(15) 
for fractal subarrays with different geometry. Let 

/„,„ (^JV^) =: upfe^). Using the non-uniform cur- 

rent distribution, we complicate the algorithm but 
significantly decrease the sidelobe level (from -12 dB 
to -17 dB). Here, the main lobe width widens. Chang- 
ing the parameter e, one can obtain a variety of 
intermediate results. 
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Abstract 
Tlie method for approximation by atomic functions of a two-dimensional antenna 

aperture current amplitude distribution is proposed. 

Keywords: antenna arrays; antenna theory; antenna radiation patterns; low-sidelobe 
antennas; atomic functions; circular subarray; linear array. 

1. INTRODUCTION 

According to [1-4], we shall present a method for 
two-dimensional antenna aperture current amplitude 
approximation by atomic functions (AFs). 

2. MAIN PHYSICAL PARAMETERS OF AN 
ANTENNA 

The following physical parameters were used in the 
numerical experiment [3,4]: 
• Radiation pattern maximum 

1/2 

F,„ =F(0) = ujJ g{x')dx'; 
-1/2 

• Total radiated power 
oc w/2 

PraH = J\Fcuyfdu=  J\g(xyfdx; 
-oc -w/2 

• Aperture efficiency 

Vr = \F„.f 

1/2 2 

1 9{x ')dx' 
-1/2 
1/2 

J\F{u')fdu' f\gi^^')fdx' 
-1/2 

Noise beam width (radians) 

xJ\F{u')fdu' 
A 

Noise aperture width (in units of coordinates;) 

_.f_['jgix')fdx' 
w» 

• Ratio between the curve steepness in the center of 
the beam and the slope of a linear odd amplitude 
distribution 

-0.5 
-1   -1 

-0.5 

Fig. 1. Two-dimensional current amplitude distribu- 
tion fup4 (X) • fupj (y) 

Fig. 2. Radiation pattern corresponding to the dis- 
tribution shown on Fig. 1 
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yi                       / 1/2                             1 

K, = VT2 J x' ■g{x')dx' / gixYdx' 
-1/2                            / -1/2                            ] 

11/2 

• The first sidelobe level of the RP (dB); 
Let us compare two-dimensional amplitude distri- 

butions of Kravchenko in the antenna aperture [4] 
with the following classical amplitude distributions: 
• the cosine distribution 

Gn {X,) = cos" CTTX)COs" (TTJ/ ) ; 

• the truncated Gaussian distribution 

(?„ (a;) = expl —l,382(n a: j/j  ); 

• the Taylor even distribution with the first sidelobe 
levels equal to 20, -25, -30, -35, -40, and -45 dB. 

3. COMPARISON OF THE CLASSICAL TWO- 
DIMENSIONAL AMPLITUDE 
DISTRIBUTIONS WITH THE KRAVCHENKO 
AMPLITUDE DISTRIBUTIONS 

0 

-10: 

-20- T\ - - - '■ 

1 \ 
1 

M    -40 1 \ 
■o          1 
^  -50 h 

<   -60^ 

-701 

A/         lA 

0 0}   W(\ m 
1M • .'           ' ", 

-90' 

-100^ 
' 

Fig. 3. RP corresponding to the Kravchenko-Bessel 
amplitude distribution (fup|(x> Ji<:x:>) 
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^1 '\V\\ if 
' ' 

i 1 
< i 

Fig. 4. RP corresponding to the Kravchenko-Bemstein 
amplitude distribution (fup2 (a;)  br (a;)) 

3.1. TWO-DIMENSIONAL COSINE 
DISTRIBUTIONS AND KRAVCHENKO 
DISTRIBUTIONS. 

Results of numerical experiments show that the new 
Kravchenko distributions exceed known ones with 
respect to main parameters. At comparable sidelobe 
levels, they possess better values of aperture effi- 
ciency and greater RP maximums. The sidelobe level 
of the RP generated by the Kravchenko-Bessel func- 
tion fup2<a;)Jo <:a;)fup2 (2/)Jo (2/) is -46 dB and 
corresponding aperture efficiency is equal to 0.41; the 
two-dimensional distribution cos^ <7ra;)cos* (Try) 
forms the RP with sidelobe level -A7 dB and aperture 
efficiency equals 0.26. Analogous physical situation is 
observed for other new distributions. 

The RP maximum for the Kravchenko-Bemstein 
distribution fup2 ca;) br <a;)fup2 (y)hr(y) equals 
0.25 at the sidelobe level -38 dB; the RP for the dis- 
tribution cos"* (TTx) cos* (ny) has maximum 0.07 at 
the sidelobe level -47 dB. 

3.2. TWO-DIMENSIONAL GAUSSIAN 

DISTRIBUTIONS AND KRAVCHENKO 

DISTRIBUTIONS. 

Numerical experiments and analysis of physical results 
showed that the new Kravchenko distributions do not con- 
cede known ones with respect to main parameters. They 
possess the same or even more radiated power at the analo- 
gous level of the first sidelobe. For instance, the 
Kravchenko distribution fup^ (a;) br (a;) fupf (2/) br (?/) 
RP has maximum 0.21 at the sidelobe level -54 dB. At the 

Fig. 5. RP corresponding to the Kravchenko-Bemstein 
amplitude distribution (fup^ (.r) br c .i- >) 

Fig. 6. RP corresponding to the Kravchenko-Bessel 
amplitude distribution (fup^(ao j^cx)) 
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same time, the RP of the distribution G;j,2 (x) G3 2 (2/) has 
frie first sidelobe level -46 dB and the same value of the RP 
maximum. 

The Kravchenko distribution 
iupl(x->Jo(x->iup2(y)Jo{y) RP maximum is 
0.23 and the first sidelobe level is -45 dB. 

3.3.  TWO-DIMENSIONAL TAYLOR 

DISTRIBUTIONS AND KRAVCHENKO 

DISTRIBUTIONS. 

Taylor [5] proposed a new class of current distributions 
in a linear radiator, widely used in antenna theory. The 
essence of these distributions is in the fact that they 
generate RPs with equal sidelobe levels and main lobe 
having the least possible width from all equiphase aper- 
ture distributions. It should be noted that, unlike the 
Kravchenko amplitude distributions based on AFs, the 
Taylor expressions are heuristic. Considering parame- 
ters of the Taylor two-dimensional field distributions, 
one can note that they possess sufficient RP maximums 
at the given sidelobe level and the Kravchenko distribu- 
tions are close to them with respect to physical parame- 
ters. However, the latter are more convenient in 
engineering computations. 

For example, the RP corresponding to the distribution 
(fup'^ <ix->J'5(x->fup5 (2/) Jo (y)) has the sidelobe 
level -37 dB, i.e., significantly greater than that of the 
similar Taylor distribution (T,r, c a;) ^35 (?/)). At the 
same time, the new distribution RP maximum is 
0.29 and the Taylor distribution generates a RP with 
maximum 0.36. The Kravchenko-Bessel distributions 
(fup^(x)J^<a;)fup^(2/)Jo (j/)) form a RP with the 
sidelobe level 44 dB and maximum 0.25. Corresponding 
values for the Taylor distribution Tir,(x->T4r,{y) are- 
45 dB and 0.29, respectively. The total radiated power of 
the Kravchenko distribution E;, (a;)E3(y) at the 
sidelobe level -45 dB is 0.22 against 0.15 of the distribu- 
tion T^r, c a;) Tjr, (?/). 

4. CONCLUSION 

Physical analysis of numerical experiments showed 
that the new method of approximation based on am- 
plitude distributions of Kravchenko is efficient and 
reliable. It is not worse than techniques based on the 
classical distributions and even exceeds them with 
respect to some parameters. Such an approach is of 
definite theoretical and practical interest for computa- 
tion of the aperture current distribution and for syn- 
thesis of antennas by their given RPs. 
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Abstract 
The paper presents a mode matching solution for a hybrid-mode dielectric-loaded 

coaxial horn, which is a generalized structure for axially symmetrical types of feeds 
such as smooth-wall horns, corrugated horns, disc-o-cone antennas and partially di- 
electric-loaded horns. 
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matching technique analysis. 

1. INTRODUCTION 

In radioelectronic systems with polarization signal 
processing, in particular, in satellite telecommunica- 
tion systems with polarization diversity corrugated 
horn are widely used. They differ from smooth horns 
by low level crosspolar radiation and low sidlobes 
[1,2]. However corrugated horns are limited to a con- 
tinuous bandwidth performance of 2.4:1 [2], because 
of presence of the fixed geometrical periodicity of 
corrugations. Moreover corrugated horns are techno- 
logically complex and expensive. 

An alternative to corrugated horns can be smooth- 
wall horn with non-uniform (partially) dielectric fill- 
ing. It allows to expand considerably an operating 
bandwidth due to absence of resonant elements inside 
the structure, e.g. in [3] a bandwidth ratio 30:1 was 
achieved. Besides partially dielectric horns are tech- 
nologically much more simple and cheap. A level of 
crosspolarization that provide dielectric-loaded horns 
are the same or even better in a wide bandwidth in 
comparison with corrugated horns. Besides horns 
without corrugations can be simply made profiled 
with smaller longitudinal size without essential dete- 
rioration of their characteristics. Certainly all these 
advantages in a near future will result in increase of 
popularity of dielectric-loaded horn as feeds for re- 
flector antennas. 

In this work a generalized horn with two dielectric 
layers and metal inner conductor is analyzed. Chang- 
ing a profile and sizes of the horns and dielectric and 
an inner conductor it is possible to obtain a great 
number of particular horn structures, including all 
known types of corrugated horns, disc-o-cones, pro- 
filed horns and horns without a central conductors. 
Thus the obtained solution and algorithm are suitable 
for analysis of all these horn antennas. 

2. FULL WAVE SOLUTION, NUMERICAL 
AND EXPERIMENTAL RESULTS 

Geometry of the coaxial horn under analysis is shown 
in Fig. 1. 

The horn has exterior and interior conductors and 
also two dielectric layers. Let's use a letter e (exte- 
rior) for designation of the exterior dielectric layer, 
and letter i (interior) to denote the exterior layer. 

To obtain a solution of propagation problem the 
mode matching technique [4] is used. According to 
this method a horn is divided into a great number of 
short cylindrical sections with small increment steps. 
Further at each of junction of the sections, a scattering 
problem is to be solved. In a result a generalized scat- 
tering block matrix of the junction is calculated. The 
final stage of the method is a procedure of progres- 
sively cascading the obtained generalized scattering 
matrices of all junctions and short regular waveguides 
in order to obtain the overall generalized scattering 
matrix of the structure, which allows to calculate dis- 
tribution of a transverse field at the horn aperture and 
a reflected field in the horn input. 

Fig. 1. Profiled partially dielectric-loaded coaxial horn 
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The matching of modes occurs at each junction of 
any two sections of regular waveguides and consists 
in the condition of a continuity of transverse compo- 
nents of fields at the junction. Fixing this condition, 
we present transverse field at the junction of two sec- 
tions by a sum of ovm functions of the left and right 
sections and then we find a matrix that determines 
unknown coefficients in both sections, that is the gen- 
eralized scattering matrix. 

In order to determine modes that can propagate in 
sections of dielectric-loaded cylindrical coaxial 
waveguides it is necessary to solve the Maxwell equa- 
tions with proper boundary conditions at all bounda- 
ries of the media. 

Let's denote the radius of an interior conductor by 
letter a,, exterior conductor o^, a radius of the 
boundary of the layers - o, parameters of the interior 
dielectric layer - e,, /z,, the exterior layer - e^, He- 

As one can see in Fig. 2 three radial discontinuities 
(boundaries 1,2,3) provide two areas in the 
waveguide, where the modes can propagate. 

In a result, we find the following expressions for all 
components of the modes in both dielectric layers: 

Et' = {Ci,fJ,n{P>,er) + DifYUPr^er))COSm^> ■ e-^\ 

Fl" - {MfJM,.er) + BifY„,{p,,r))smm^ ■ 6"^% 

E r'' = 2~l'^l'~>> V  "'' "'('' i,<^)'^° 'n' m{f i,^ )) + 
"■if 

COSm   tp 

Pi,e '   ' 

+^<^^^,.P,,e (A'f4,(PvO + Bi;X'u{Pi.er))]e"^' sinrmp 

{c:;:J„>{p,,r) + b\;:Xn{p.,er)) + 
pie 

lUJEj^eTn 

-\-lh,{J^'nJ',„{Puer) + ^;X,{P^,er))] ■ 6"^^ sinTT^ 

Hi; = —l-[j<^.,p,,,(C^f J/„(p„r) -f ^;:K(P^,r)) + 
Pi,e 

-:^(A!:^. -i-^(4f^(p,.r)-h ^fK,(M) e ''^ cos mp 

(1) 
where 

Pi,e = K, + 7^ ki^, = u)^fe~Ji~.      (2) 

Using boundary conditions, we obtain the system 
of equations, that describes modes propagation in the 
partially dielectric-loaded coaxial waveguide: 

C'«,^(p,aO + A»Vm(p.a.) = 0 

CmJ„x{Pea,) -f bl,Y„,{j),a,) = 0 

KXXPfld + BiXUPfid = 0 

MnJUPeae) + KY^Pede) = 0 

AUm{P,a) + BiXniP.ci) = A'JmiP.a) + B,;y„,(p,a), 

4(^(C;i.J,„(p,a) + biXAp.a)) + 
p, ^   0,   ^ ' 

+ i^f^iP, {MIJUP.<^) + B'„Xm{P>a))) = 

= ^{^{CUniPea) + b:,Xn{Pea)) + 
or \ a  ^ ' 

. 1 

+ ^l^ePe [kiJ'miPeO) + B'iX'niPeO))) 

-j[u,iP,{cl,jfiXPto)* bixApfi))* 

. i^[A^„J,„ip,a).   BiXniP.a)))- 

— {u^ePe {CmJhiPeO-) *    b',Xh(p,a)) * 
Pe 

(3) 

(A HI' m(pe» ) ,(P^))) 

The equation system (3) concerning unknown coeffi- 

cients A!;[,B'if,C',{,b',;^ is a system of eight linear 
homogeneous equations with eight unknowns. Such a 
system has an untrivial solution in the only one case 
when the determinant of the system is equal zero. This 
condition gives dispersion equation of the structure that 
must be solved concerning propagation constant 7 . 

The last two equations in (3) give coupling between 
the pairs of coefficients C',;',b'„f and^'f ,5,';'', there- 

fore coefficients of longitudinal components E'/ and 

H'/ are dependent. It means that modes are hybrid 
that is the mode has simultaneously all six components 
of an electromagnetic field. In the case m = 0 the 
mode breaks up in two modes: E- and H- mode. 

However it is obvious, that not taking into account 
decomposition of a hybrid mode into two independent 
modes it is possible to use the system of equations (3) 
for calculation the propagation constant 7  and the 

coefficients A^,f,Bl,f,C',f ,£>';' in the case m — 0. 
The obtained dispersion equation is transcendental. 

It has infinite number of solutions, which corresponds 
to infinite number of modes from the spectrum of the 
ovm modes of the waveguide under consideration. 

It should be noted that except 7 the p, and p^ are 
variables in the dispersion equation, the latter's being 

Fig. 2. Two dielectric-layer coaxial waveguide 
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(4) 

unequivocally related with 7 

pie  = kle  + 7^ , ^'\e   = ^^'^^vMi.e • 

Speaking in another way at a fixed frequency and 
parameters of dielectrics to every 7 corresponds the 
only values of Pi and p^. With identical success it is 
possible to solve the dispersion equation both rather 
Pi in a case Siiii > SeMe (dielectric rod) and rather 
Pg in a case £ifii < SgHe (dielectric cartridge). Then 
the following ratios take place: 

•   Case SifXi > CeMe ■ 

Pe = Va;'^(ee/Xe -eiHi) + pf, 

1 = 4W- 
•   Case CiHi < e^He ■ 

Oj'^Eifli. 

Pt  = ^l^^{£ilJ-i -eeMe) + Pe, 

W^EeMe 

(5) 

(6) 
7 = VPT 

On calculated values p, or p^ (in a result of the 
numerical solutions of the dispersion equation) we 
determine the propagation constant 7 of a separate 
mode  in the  dielectric-loaded coaxial waveguide. 
Then       we        determine        the        coefficients 
AS,f, B',f, C',f, D',f from the system of equations (3). 

In such a way, all unknovms are calculated. It 
means that vector ftinctions of electromagnetic fields 
in the coaxial waveguide with two dielectric layers are 
determined. 

Further following the mode matching method [4] 
we shall obtain a system of equations, that is a solu- 

tion of the scattering problem for B'^ = S21A' a 
junction of two sections of partially dielecfric-loaded 
coaxial waveguides: 

B=: SA, (7) 
where 

B 

ta
n 

F] 
B" 

,A = 
1" (8) 

5 is a generalized scattering matrix with elements 

Sn =(R + P^Q-^P)   [R Q-'P), 

'w. 
''p. 

4 = -(^ + M-ip^)"'(^-M-iF), 

(9) 

where A^, B' are vectors of the size M, that con- 
tain the unknown coefficients forward [Ai...Ai{) and 

reflected (S/...Sj[/) modes in the section!. Simi- 

larly, A", B^^ are vectors of the size iV, containing 
unknown coefficient of forward  {A"...A"), and 

reflected [B"...B") modes in the section II. P is a 

matrix of the size N x M, Q is a diagonal matrix of 

the size N x N , R is a diagonal matrix of the size 
M X M. The elements of these matrices are deter- 
mined by the formulas [4]: 

Pmn  —   j  ^i ^ '^n    ' "*i 
S 

Qnn ^^   j ^n    ^ "'n    ' "-^'i 
S 

(10) 

where e/ ,hi are own fimctions of transverse electric 
and magnetic fields of a mode with a radial index m 
accordingly. Finally the integral (10) are reduced to 
the double Lommel's integrals that have been inte- 
grated analytically. 

Final expressions for P, <5, P are not presented 
here because they are guite cumbersome. 

To receive the overall scatterings matrix 5° of the 
horn it is necessary to cascade progressively scattering 
mafrices of junctions between sections and the selec- 
tions of regular. 

The regular waveguides 

I = f°I. (11) 
Voltage standing wave ratio for a stimulating mode is: 

VSWR = 20logB!,,^. (12) 

Transverse fields at the aperture of the horn are: 

^f=£p,?e,?, (13) 
n=l 

No 

H^ E^'X (14) 
?i=i 

Then coefficients of reflected modes at the input of 
the horn and forward modes at the output of the horn 
are defined by the formulas: 

W = fi°il^ (15). 

The field at the aperture of the horn is a sum of 
fields of modes with known amplitudes in the last 
waveguide sections. Besides each mode is determined 
in two dielectric layers. Therefore applying a principle 
of a superposition it is possible to calculate a field in a 
far zone as a linear combinations of fields that are cre- 
ated separately by each mode in each medium, that is: 
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2-KR 
(1=1 

STT fl 

J J[£A cos($ - cp) + J5^',. sin($ - 9)] X 
0   o, 

+ //[£;;. cos($ - ip) + £■«, sin($ - (p)] X 
0   a 

(16) 

s^) = ifce -ikR   A' 

27rfl ■E^-^x 
11=1 

27r  fl 

0   fl 

(17) 
//[-£;; cos($ - ^p) + J5^, sin($ - 9)] X 
0   a, 

2;r 0, 

+ //[i^;; sin($ - cp) + 505^, cos($ - cp)] X 

xe'*''™'*™''(*-^)rdrd<p 

where J5,^ is a coefficient of a mode n in thelast sec- 
tion of the horn. 

We have carried out the analytical integration and 
the following formulas for components of the radiated 
field in the far zone have been obtained 

E, 
R 

cosm^ X 

'KEi-A;-/{p,krsme,z)+      ^"^ 

+ KE2 ■ Al'-'{p,krsine,z) + 

+ KEs-A-l/{p,krsme,z) + 

+ KEi ■A]'/{p,krsme,z) 

Eijf = 
i'Ue-'*"" p 

— sin 7n$ • cos 9 x 
R 

'KEI-Air'ip,kr sin e,z)+      ^"' 

+ KE2-Al'-'{p,krsme,z) + 

+ KE;^ ■ A;'/(p,kr sin e,z) + 

+ KEi ■ Ayip,krsine,z) 

where A„, are the double Lommel's integrals. 
As an example the results of calculations (dotted 

curve) and measurements (continuous curve) of radia- 
tion pattern of a model of the partially dielectric- 

Fig. 3. Radiation pattern of the partially dielectric- 
loaded coaxial horn 

loaded coaxial horn with semi-flare angle 34° at fre- 
quency 6 GHz are compared in Fig. 3 

A divergence between the theoretical and experi- 
mental results are explained by using Fourier Trans- 
form for calculation of the far field of the wide flare 
angle horn and an aproximate value of dielectric per- 
meability of the used dielectric material. 

3. CONCLUSION 

We have carried out the full-wave analysis of the di- 
electric - loaded hybrid mode coaxial horn using 
mode-matching technique. The obtained generalized 
solution includes the whole of known solutions for 
axially symmetric horns and is particularly aimed for 
research and development of ultra-wideband hybrid - 
mode feeds for advanced reflector antennas. 
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Abstract 
The paper presents results of synthesis, design, development, manufacturing and 

testing prototypes of 1.2 m, 1.8 m and 2.4 m Gregorian shaped offset dual-reflector 
antennas with low crosspolar radiation for VSAT applications. 

Keywords: VSAT antennas, offset-fed Gregorian antennas, spherical wave 
analysislntroduction. 

In the recent years corporate VSAT networks have 
become one of the most dynamically developing 
branches of satellite communication systems. A key 
constituent part of any VSAT earth station is an an- 
tenna. In order to be suitable for application in VSAT 
networks an antenna has to meet the stringent CCIR 
requirements on crosspolar radiation level, i.e., cross- 
polar radiation level in -1 dB contour in copular ra- 
diation main lobe must be less than -35 dB and the 
side lobe envelope must be lower of that one required 
by CCIR to transmitting earth station antennas. For 
VSAT application offset reflector antennas are more 
attractive than axially symmetrical reflector antennas 
because of their capability to obtain lower side lobes, 
higher efficiency and absense of de-icing problem. 
The only disadvantage of offset antennas is the higher 
level of crosspolar radiation. But properly optimized 
Gregory type offset dual-reflector antennas allow to 
obtain the low level of crosspolar radiation that meets 
CCIT requiments to earth stations antennas. 

In this paper a new approach to fast and accurate 
synthesis of offset dual-reflector antennas is consid- 
ered. Results of synthesis, design, manufacturing and 
testing the 1.2 m, 1.8 m and 2.4 m prototype antennas 
for VSAT application are presented. 

1. OUTLINE OF ANALYSIS AND SYNTHESIS 

Synthesis of Gregorian shaped offset dual-reflector 
antennas (Fig. 1) has been carried out using the novel 
efficient iterative method of synthesis [1,2] that could 
be called "false objectives method". There are three 
constituent key points of this method of synthesis that 
determine its extremely fast convergence and accu- 
racy: 1) the idea and the way of generating false ob- 
jectives; 2) using a fast reliable approximate analytical 
or numerical method of synthesis; 3) using an accu- 

rate analysis. The first point is given in detail in [1,2]. 
The approximate synthesis of the offset dual-reflector 
antenna under consideration we have carried out using 
the solution of the geometrical optics fist-order partial 
differential equations [3]. 

Accurate analysis of the offset dual-reflector an- 
tenna has been carried out as follows: 

• Feed horn analysis using Mode Matching Tech- 
nique [4]. To calculate the radiation fields of the horn 
at an arbitrary distance from the source, we have used 
the method of expansion into spherical waves [5] 

-EE«^ me     -\-hfi    ne    , 

H(r,6,<p) = -—2J>Jae    Ho     +be    fho    . 

The  functions   rhe       and   He       represent the 

Phase center 

Fig. 1. Geometry of Gregory offset dual-reflector 
antenna. 
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spherical wave solutions of the Maxwell equation in 
the form: 

,, ,m/^;"(cos (9) sin      ^ 
me     = :fz„ (kr) V-^—- ^^^ mpi^ - 

ginv smO        COS     ^^ 

Q COS 

-^n(H^^;"(cos0)g.^m¥^^, 

Id d sin      „ 
+i;:a;[^^"('^)'a^^""'(^°^^)cos'"^^ ± 

'^krdr^'^'"^^'^'^      sine      sin'"'^V' 

where we assume the time-dependent relation of 
exp{ju:t), (r,   6,  (p) are spherical coordinates, 

z„{kr)   is any  solution  to the  Bessel  equation, 

P„"'(cos0) is the associated Legendre function while 

the indices e and o denote selection of the depend- 
ence sin or cosy). 

• Calculation of the spherical wave expansion coef- 
ficients for the electromagnetic field at the horn aper- 
ture. The coefficients  ae    and  be      for the horn 

o'"" o""' 

radiation field are obtained with the aid of orthogonal- 
ity of the spherical wave functions me     and He 

and previously calculated fields E^, H„ at the horn 
aperture (1): 

Table. 1. 

Of      = - 
/ 

be      =-^ 
„'"" 27, 

kijjpL 

kujfi   r 

-        k 
-frte       X H„ -\-- He       X Ea 

vm JWfl     TO, 

-me     xH^ +- nte     xJ5„ 
vv, JWfl      m, 

dS. 

dS. 

(2) 
where S^ is the aperture surface while 

.   n(n + l) 
2n + 1 

n{n + l)(n -\- m)\ 
= 47r 

2n -I-1   en - m)! 
m ^ 0. 

Due to analytical integration with respect to azi- 
muth in the cylindrical system of coordinates, we 
have reduced the surface integrals (2) to linear inte- 
grals of the products of the Bessel functions and 
their derivatives over radius for each waveguide 
mode at the horn aperture. 

• Calculation of the currents at the subreflector sur- 
face induced by the feed horn field using physical 
optics (PO) approach, which is an approximation that 
expresses J, at any point on the reflector in terms of 

D,m f= 11.95 GHz F= 14.125 GHz 

1.2 m 42.1 dB 43.5 dB 

1.8 m 45.8 dB 47.3 dB 

2.4 m 48.3 dB 49.7 dB 

E,, = —^/5[(Js»V)V + A;2j,](7rf5,   (4) 

the incident magnetic field intensity H; at that point. 
Specifically, it is assumed that 

J, = 2u„ X H, (3) 

where u„ is the unit normal to S. Note, if the radius 
of curvature is large in terms of wavelength, equation 
(3) is very accurate except near the edges and in the 
shadow zone. 
• Calculation of the fields near the main reflector 
surface by PO method using subreflector currents. 
Note, if the source consists of simply an induced cur- 
rent density J, on a perfectly conducting surface S, 

and the surface current density J,, is known at every 

point on the reflector surface S, the scattered field in 
both near and far-field zones can be calculated as [5] 

J_ 
ije' 

which is exact and valid at all points in space exterior 
to the source region (on the actual sources the Green's 
function G has a singularity). 
• Calculation of the currents on the main reflector 
surface induced by the subreflector field using (3). 
• Calculation of the far-field of the main reflector 
by PO method. In far-field region, along the direction 
U;., equation (4) simplifies to 

E, =-^^-— I-u,u,). 

•/5J*(^')exp(*r'.u,)rf5, 

where I is the unit dyadic. 
• Calculation of the far-field radiation pattern of the 
offset dual-reflector antenna by superposition the ra- 
diated fields of the main reflector, subreflector and 
feed horn. 

2. RESULTS 

Theoretical gains of the synthesized Gregorian shaped 
offset dual-reflector antennas with equivalent diame- 
ters 1.2, 1.8 and 2.4 m are presented in Tab. 1. 

Theoretical crosspolar radiation levels in -IdB con- 
tour for the antennas are presented in Tab. 2. 

Table. 2. 

D ,m F-11.95 GHz F =14.125 GHz 
1.2 m -38 dB -39 dB 
1.8m -38 dB -39 dB 
2.4 m -39 dB -40 dB 
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Fig. 2. Radiation pattern of the synthesized 1.2 m 
Gregorian shaped offset dual-reflector an- 
tenna. 

Fig. 3. Radiation pattern of the synthesized 1.8 m 
Gregorian shaped offset dual-reflector an- 
tenna 

Calculated radiation patterns of the antennas at 
the center transmit mode frequency 14.125 GHz are 
shown in Fig. 2-4. It should be noted that calculated 
CO- and crosspolar radiation patterns of the synthe- 
sized antennas fully meet CCIR requirement to earth 
stations. 

A production samples of the synthesized antennas 
have been manufactured (photo of the 2.4 m antenna 
is shown in Fig.5) and tested. 

Excellent agreement between calculated and meas- 
ured results have been obtained. All three prototypes 
antennas have crosspolar radiation level less then - 

0 — 

- 
D=2.4m 

Azimutal plane 
F= 14.125 GHz 

     Co-polar 

] 
—      Crosspolar 

\ 
V. 
\^ 

1 
iLl 

'11 
■>   ill 
<i  Inn '>  IHv if^ AWA% 

1 

-80 — 

*     1 

1,1 ffi'i 
-►■--..I .-'A W\4Mh^^ 

deg 

Fig. 4. Radiation pattern of the synthesized 2.4 m 
Gregorian shaped offset dual-reflector an- 
tenna 

Fig. 5. 2.4 m Gregorian shaped offset dual-reflector 
antenna design. 

38 dB in -1 dB contour and their sidelobe envelopes 
are below the envelope recommended by CCIR to 
earth station antennas. 

3. CONCLUSION 

Resuhs of synthesis, design and testing prototypes of 
1.2 m, 1.8 m and 2.4 m Gregory offset dual-reflector 
antennas with very low crosspolarization have been 
presented. The results of testing have demonstrated 
that the synthesized novel antennas fiilly meet strin- 
gent CCIR requirements to earth station antennas and 
therefore are suitable for application in satellite tele- 
communication systems. 
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Abstract 
We report on rigorous physical optics simulations of the ESA PLANCK dual- 

reflector telescope being designed for measuring the temperature anisotropies and po- 
larization characteristics of the Cosmic Microwave Baclcground. Both polarized 
mono-mode and non-polarized multi-mode beams covering the frequency range from 
100 GHz to 857 GHz (D/Au,in ~ 5000) are computed by using a specially devel- 
oped ultra-fast physical optics code propagating the source field mode-by-mode from 
the apertures of profiled corrugated horns simulated by the scattering matrix ap- 
proach. Polarization characteristics of the broad-band incoherent beams have been 
computed for the purpose of the analysis of systematic errors in polarization meas- 
urements. 

Keywords: ESA PLANCK Surveyor, CMB radiation, HFI instrument, 
PO simulations, polarization systematic errors. 

1. INTRODUCTION 

The ESA PLANCK Surveyor is the deep-space satel- 
lite being designed for the accurate measurements of 
temperature anisotropies and polarization characteris- 
tics of the cosmic microwave background (CMB). 
The satellite will carry a dual-reflector multi-beam 
telescope equipped with two focal plane instruments 
(the Low-Frequency and High-Frequency Instru- 
ments) for detecting the radiation in a wide frequency 
range extending from 30 GHz to 1000 GHz [1]. 

The High-Frequency Instrument (HFI) will operate 
in six frequency channels centered at 100, 143, 217, 
353, 545 and 857 GHz. The HFI consists of 36 corru- 
gated horn antennas feeding cryogenically cooled 
bolomefric detectors. Channels operating at 100, 143, 
217 and 353 GHz use diffraction-limited mono-mode 
quasi-Gaussian horns. Half of these charmels will be 
used for polarization measurements by utilizing po- 
larization-sensitive micromesh bolometers developed 
by Turner et al. [2] 

The higher frequency channels (545 and 857 GHz) 
are non-polarized and incorporate non-diffraction- 
limited profiled multi-mode horns. All the HFI horns 
are broad band, with the bandwidth being about 30 % 
of cenfral frequency. The horns are specifically de- 
signed to meet exfremely constrain requirements on 
both the primary mirror edge taper (~ 25-30 dB) and 
the angular resolution on the sky (about 5 arcminutes 
at the frequencies of 217-857 GHz). 

Since both the temperature anisofropy e = 6T /T 
and the degree of polarization d of the CMB radia- 
tion are exfremely small {e ~ 10"'''andd < 10"''), 
the CMB measurements require an exquisite accuracy 
of the instrument and a tight control of possible 
sources of systematic errors. To achieve the goal, 
thorough simulations and testing of the insfrument are 
needed at every stage of the design. 

Optical simulations are particularly challenging be- 
cause of muhi-beam dual-reflector geometry of the 
telescope, significant refocus of elliptical mirrors, 
rather large primary mirror having projected diame- 
ter I> = 1.5 m (I>/Amin ~ 5000), sfrict requirements 
on the accuracy and, generally, multi-mode structure of 
the feed horn antenna fields. Physical optics (PO) is the 
most appropriate technique for this kind of simulations. 
Conventional software cannot, however, cope effi- 
ciently with the elecfromagnetic problem of this size. 

As an alternative, a special ulfra-fast PO code has 
been developed for the PLANCK simulations [3, 4]. It 
allowed us to perform rigorous PO simulations of the 
main beams of the telescope in a few minutes for 
mono-mode HFI beams at a single frequency and in 
half an hour for the complete broad-band polarization- 
averaged multi-mode beams. Available comparisons of 
the results with much more resource-consuming 
GRASPS simulations prove the accuracy and the ad- 
vantages of this approach. 

The aim of this paper is to summarise the results of 
our simulations of the ESA PLANCK HFI beams and 
to consider the implications of the beam imperfections 
on systematic errors of polarization measurements. 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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2. SIMULATIONS OF THE HORN FIELD P, rei, umts 
2 

The electric field at the aperture of corrugated horns i.e 
has been simulated by the scattering matrix approach. 1.6 
The effective modes of the electric field at the horn 1.4 
aperture, E„„,, are represented via the canonical TE-       ^-2 
TM modes e,y of a cylindrical waveguide as follows 

E,„„ {p,ip) ^ J2j^l 2A/'^'™J^"J (^'^) (1) 

where  S„ j„mj   is the scattering matrix computed by 

Gleeson et al [5] for each particular horn at various 
frequencies / {5„,„j is used as an input in this work), 

n = 0, 1, ..., TV is the azimuthal index and 
m,j = l. 2, ..., 2M are the radial indices account- 
ing for both the TE (mj' = 1, ..., M) and TM 
{m,j = M -k-l, ..., 2M) modes. 

Spatial structure of the E,„„ aperture modes is es- 
sentially different from the structure of canonical 
modes e,y. It depends on the horn design and varies 

with varying the frequency within the bandwidth of 
the channel. 

Notice that the terms TE and TM in application to 
E„„, (unlike e,y) are mere notations since, generally, 

none of the E,„„ modes is perfectly transverse. No- 
tice also that the total power of the horn field is the 
sum of powers of E,„„ modes. 

Fig. 1 shows the power contribution of different 
E,„„ modes to polarized mono-mode beams HFI-143 
and non-polarized multi-mode beams HFI-545. In 
multi-mode beams, both the power contribution and 
the shape of E,„„ modes vary significantly within the 
bandwidth, with many modes being rejected at the 
lower frequency edge. 

In case of mono-mode horns, all the aperture 
modes have the same shape and effectively sum up to 
a single mode which is of one unit of total power, 
almost perfectly Gaussian and linearly polarized on 
the horn aperture. Broad-band and mono-frequency 
far-field power patterns of the HFI-143 and HFI-545 
horns are shown in Fig. 2. 

To minimize polarization errors due to mismatch of 
different beams, the pairs of orthogonal polarization 
channels have been incorporated into the same horn 
by using the polarization sensitive bolometers [2]. In 
this case, the difference of power patterns of two 
channels is minimal (typically, less or about 1 %). It 
arises only due to minor asymmetry of the polarized 
modes propagating through the horn and a slight dif- 
ference in propagation of different polarizations along 
the same path via the telescope (the mismatch of dif- 
ferent beams is much greater and depends on the horn 
location in the focal plane). 

3. SIMULATIONS OF MULTI-MODE BEAMS 

Simulations of multi-mode beams require the propa- 
gation of each mode for a few times with different 
polarization angle for proper averaging of polariza- 
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Fig. 1. Contribution of E,„„ modes to (a) HFI-143 
and (b) HFI-545 beams in units of power of 
a single polarized mode 

a) 
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b) 

Fig. 2. Broad-band and mono-frequency far-field 
power patterns of (a) HFI-143 and (b) HFI- 
545 horns 
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FjK     m m- 
li(*,^^S w \^mi^ W 
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izz just the edge of the flat top. At the level below - 
== 10 dB, the beams, however, are rather complicated 
izz. because of significant aberrations of the telescope. 
iz:. The aberrations are different for different modes and 
izz vary  significantly  when   sweeping  the  frequency 
\zz across the bandwidth of the frequency channel. 
c  
19  
J!  

iE 4. SIMULATIONS OF POLARIZED BEAMS 

f E Polarized mono-mode beams of channels / = 100, 
'°~ 143, 217 and 353 GHz are produced by profiled cor- 

a) b) rugated horns rather similar to multi-mode ones. 
^^ „,_ ,,«, 3. These horns are also simulated in a general way as 

3 multi-mode ones. However, due to Gaussian-like pro- 
r file, selection of modes and sensitivity of the bolome- 
~ ters to only one linear polarization, the aperture field 
r of these horns consists of just two effective modes 
~ TEii and TMu (Fig. l,a) producing almost the same 
:;; pattern on the sky both in terms of power and polari- 
- zation. 
;: Because of these properties, the aperture field of 
:: the polarized horns can be well simulated by a clipped 

""~ Gaussian source field with some curvature of the 
c) d) wave front. This model allowed us to find the required 

„.   -   _ ^ r /    N £. j orientation of the polarization vector on the aperture Fig. 3. Power patterns of (a,c) mono-frequency and        -     , ,       ,      "^      ..     .,       ■ ^ ^-      clu 
/I. J^ L.     J 1.    J ^ 1 u /x. ^u of each horn by computing the orientation of the po- (b,d) broad-band telescope beams from the ,   .   ,.       „. X      ■    c^t.      u      ..^i /.      J  ,        , l.^ TTT-T c^c 1     jr  A\ lanzation ellipse on the axis of the coherent telescope 
multi-mode horns (a,b) HFI-545-1 and (c,d) . ..i.    ^  ^s^ c     u u       ^t^^ uT^^ cAc-^ * J u   ^u       ^   • beam at the central frequency of each chaimel [4]. HFI-545-2 computed by the scattering ma- . .       . u        •     *u       «   • ' , More rigorous approach requires the scattering ma- 

^^ trix simulations with averaging of the polarization 
tion. The reason is that, unlike the field of a conical or data over all the confributing modes and over all the 
Gaussian horn, the modes of the profiled horns are not frequencies of incoherent beam. The averaging of this 
axially symmefric and the mode pattern in the sky k'"d is computed by representing the polarization data 
depends on the polarization angle on the horn aper- '" terms of Stokes parameters of the telescope beams, 
ture. Also, because of broad frequency bands (-30%), ^e compute Stokes parameters defined with re- 
averaging over frequency is needed as well. ^P^^^* ^ the parallels and meridians of the sphenca 
Fig. 3 shows the mono-frequency (/ = 545 GHz) fr^™« °" *« ^^y with the pole being the geomefrical 

... ,^_ .„_ ^TT ^ . Spin axis of telescope (the spherical frame of space- 
and broad-band (/ = 455 - 635 GHz) power pat- ^^^^^ ^^.^ ^^^^^^.^^ ^^^ ^^ ^^^^^^^^^ ^^^^ ^j^^ p^. 

terns of the telescope beams from the profiled corru- jarizafion data of this representation can be easily 
gated horns HFI-545-1 and HFI-545-2 computed by converted into the invariant E-B representation which 
the scattering mafrix approach with averaging over j^ ^dependent of the coordinate frame on the sky. 
polarization angle. Each horn is placed at the best ^^^^^ ^his spherical frame does not have artificial sin- 
refocus providing both the maximum gain and the gujarities in the field of view of telescope and the 
best resolution of the telescope. The best refocus is ^eam patterns are directly superimposed and corn- 
found by repeated PO simulations of the broad-band p^red on the sky when the telescope is spinning about 
beams with different locations of the horn. For these j^g geomefrical axis 
multi-mode horns with the aperture radius pjg 4 ^^^^^ ^he broad-band power patterns com- 
a - 4.298 mm, the best refocus corresponds to the ^^^^^ ;„ j^is way for two pairs of beams, HFl-143-2a 
effective focal centre located at Ec = 5.0 mm mside g^j HFI-143-4a of one pair, and HFI-217-6a and HFI- 
the horn as measured from the horn aperture. 217-8a of another pair. It is the beams of each pair 

The beams in Fig. 3 are computed with the horns that are directly superimposed on the sky when spin- 
optimized for the required angular resolution of the ning the telescope. The patterns in Fig. 4 are plotted 
telescope (the full beam width on the sky asprojectedon the plane normal to the line of sight of 
W — 5 arcminutes) when satisfying the edge taper telescope. 
requirements on the primary mirror. The distortion of        Accurate polarization measurements require identi- 
the beams at this level of resolution is mainly due to cal power patterns and perfect superposition of two 
coma (aberrations of the wider beams are mainly due beams on the sky. In reality, as shown in Fig. 4, the 
to astigmatism). Each beam has a well-defmed flat top beams are distorted in different manner because of 
of the angular diameter W = 4.8 arcminutes when different locations of horns on the focal plane, and the 
measured at the level of -3 dB which appears to be 
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a) HFI-143-2a b)HFI-143-4a 

c)HFI-217-6a d)HFI-217-8a 

Fig. 4. Power patterns of the pairs of beams to be 
superimposed on the sl<y (a with b and c 
with d) for polarization measurements when 
spinning the telescope (broad-band channels 
(a,b) /=121-166GHz and (c, d) 
/= 182-252 GHz) 

U Stokes 

Fig. 5. The   U   Stokes parameter pattern of the 
broad-band beam HFI-143-4a 

difference of power patterns provides an important 
estimate on the level of possible systematic errors in 
the measurements of CMB polarization. 

Fig. 5 shows the U Stokes parameter pattern of the 
broad-band beam HFI-143-4a (the V pattern is rather 
similar, although greater in magnitude and slightly 
twisted about the beam axis). 

As one can see, positive and negative values of the 
U parameter are well balanced over the beam pattern 
and the average value is very close to zero. It proves 
that the chosen direction of polarization of the horn 
field as found by Yurchenko [4] for a simplified 
model of a coherent mono-frequency quasi-Gaussian 
beam is really an optimum (ideally, U should be zero 
in this polarization). 

The amplitude values of both the U and V 
parameters are small enough {\U\<1% and 
\V\ < 4% of maximum beam intensity) that ensures 
a sufficiently small magnitude of the cross-polarized 
power (Ppr„,^ < -30 dB) as required by the telescope 
specification. 

Recent simulations of the HFI-100 channels show 
that even these rather low-fi-equency beams are suffi- 
ciently perfect (difference of power patterns of or- 
thogonal polarization of the same beam is about 1 %) 
and the cross-polarized power is well below -30 dB 
(e.g., for the HFI-100-3a beam, P,,„,, < -37 dB). 

4. CONCLUSION 

Polarized mono-mode and non-polarized multi-mode 
HFI beams of the ESA PLANCK telescope have been 
computed by physical optics propagation of the horn 
aperture field simulated by the scattering matrix ap- 
proach. Beam patterns of Stokes parameters have 
been computed and the required polarization angles 
on the horn apertures have been found. Beam patterns 
have been studied for the estimate of systematic errors 
in polarization measurements. 
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Abstract 
On the basis of an analytical solution for a reflectance and a gain of the open- 

ended waveguide having cross-section axb with wave H\o it is shown for a>OJX, b>a 
or d>M., b>QAa, where X, is a wavelength in free space, what the gain dependence of 
the open-ended waveguide on alX at a/6=const corresponds to generalized gain de- 
pendence of optimal plane horns in plains E or i7 on a dimension of the horn 
aperture. The calculation of an effective area and an area use factor of open-ended 
waveguide and optimal plane horn apertures are made. 

Keywords: open-ended rectangular waveguide, optimal plane horn, reflectance, gain, 
effective area, area use factor. 

1. INTRODUCTION 

At analysis of the open-ended rectangular wave- 
guide, i/-plane horn and ^-plane horn excited by 
wave //)o the following heuristic conjectures are used: 
1) field distribution in the waveguide aperture coin- 
cides a field distribution of a travelling wave; 
2) field distribution in a horn of final length coin- 
cides with the field in the applicable part of an infinite 
horn, The wave front in a horn is considered as a part 
of a surface of the cylinder, the axis which one coin- 
cides an edge of a dihedron formed by divergent walls 
of the horn. The obtained formulas for calculation of 
the radiation of these three devices are not tied one 
with another, see, for example, [1,2, 3]. 

In the paper [4] H^o mode of the rectangular 
waveguide with cross-section a x 6 is reviewed as 
the sum of magnetic and electric modes Hn, Eoo of 
two orthogonal flat waveguides with spacing interval 
between plates a and b and then with usage of a 
stringent solution [5] of diflracfion problem on the flat 
waveguide opened end the analytical proportions for 
the reflectance Rw and gain DQ of the open-ended 
rectangular waveguide are obtained. 

In progressing such an approach in this paper for 
optimal horns in H and E plains a generalized analyti- 
cal gain dependence on aperture dimensions, an effec- 
tive area and an area use factor are retrieved. 

2. REFLECTANCE AND GAIN OF OPEN- 

ENDED RECTANGULAR WAVEGUIDE 

Let us write down a gain of the open-ended waveguide 
with cross-section a x 6 in the direction of a radiation 
maximum at ^ = 0 on wavelength A as [4] 

Dn = 
8 • F{0) 

Heak 

where F{Q) = 
8q^Y exp[7r(g - 7)] 

■jT{q + 7) 

ating in simple solid angle (AO)^ at ^ = 0; 

(1) 

is a power radi- 

g = a/A, 7 = Vg^^^O^, 1/ :=bla; 

-Pleak   = 79 1 + 
47exp[7r(g-7)])^^     ^^   ,2^ !)a- \R, •101 iriq + 7) 

is an active loss power of wave Hio in the rectangular 
waveguide, ji^io | is its opened end reflectance modulus. 

Plots of function Do sre shown in Fig. 1. 
Let us re-arrange Eq. (1) for the case of large aper- 

ture dimensions, i.e. when 7-^9. Then 

m ■,Pi leak q^ll + l.yi-\R,,f). 

Fig. 2 and Fig. 3 show reflectance i?io of the cur- 
rent, calculated by formulas of paper [4]. It is seen 
from Figs. 2, 3, that |i2io| « 0 at a > 0,7A, 6 > a 
or at a > 4A, 6 > 0,4a . 

At I iiio I « 0 we receive an approximate formula 
for a gain of the large aperture rectangular waveguide 
with wave i/io 

32u 
D, ap -A + C. (2) 

?^7r -I- 2 

Values of coefficient C calculated under formulas 
(1), (2) are shown in a table. 

Table. 1. 

V = bla 1 1.5 2 2.5 3 4 

C 1.49 1.969 2.30 2.539 2.72 2.98 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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Fig. 1. Gain of the open-ended rectangular waveguide. 
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Fig. 2. Reflectance modulus of the open-ended rec- 
tangular waveguide 
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Fig. 3. Reflectance of the current of the open-ended 
rectangular waveguide 

3. OPTIMAL PLANE HORN GAIN 

Supposing, that in the horn aperture wavelength 
Aio = A and characteristic resistance Z,.^^ = 1207rn, 
H- and f-plane horn gains are counted under formulas 
[1]: 

D^ = ^{[qn) - C{ul)f + [S{u) - 5(«l)f} ;(3) 

^^''\c\u2)^SHu2)], (4) Dp. = 
■KXB 

where C{t) = Jcosf^L, S{t) = /sinf^ 
0      I  2  J 

are the Fresnel's integrals; 

fXRB 

dx 

u = 
V2 

-I- 
A 

ul ■JXR^ 
V2 •JXRH 

; u2 = 
B 

-/2yfXR^' 

Rfi, RE are the horn length fi-om an dihedron edge 
inside the waveguide to an aperture with dimensions 
Ax b or ax B (Fig. 4). 

In    Fig.    5    functions    A)(Q = 9,1/= 2)    (1), 

DH^{a = A/\)    (3),    DE^{a = B/X)    (4)   are 

shown. We see from Fig. 5, that plot 
■Do(" = 9,1^ = 2) = Do(a), determined from the 
problem solution of open-ended rectangular waveguide, 

traverses maximums of plane horn gains 0^-, Dg-, 
ha 

applicable to plane horns optimal in gain. 
Curve I>O(Q) represents a generalized gain depend- 

ence on the aperture dimensions of an optimal plane 
horn in any of plains HorE and taking into account (2) 
and table fiinction A)(a) is approximated at a > 2 as 

D,{a) 
32-2 

-a-l-2,3R::7,726Q-f2,3.   (5) 
27r-|-2 

Using plot D^'|{a) it is possible to determine pa- 
rameters of any optimal plane horn on the given gain. 
For example, for preset GAIN = 100 of a plane horn it 
is necessary to find aperture dimensions and length of 
//-, f-homs Rf,, i?£. On a function scale (Fig. 5) 
we tag dot Gain= 100, under plot Da{a) or under 
formula (5) we discover argument a = 12,646. From 
here we determine the horn aperture dimensions by 

Axb = 12,646A xX and axB = Xx 12,646A . 

For H-, ^-optimal horns the greatest lagging on 
aperture edges is equal to 

2n 
= -T^RH'+{A/2f -R.„ 

X 
27r 

37r 

4 ' 
TT 

= ^4RITWJW-RE = ^. 

Plane horns are formed by the extension of a waveguide     t"^^" obtain 
cross-section dimension in the HorE plain (Fie 4) 4 

%=|[(«/2)-'-(3/8y^] = .53,lA,       (6) 
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Fig. 4. H-, f-plane horns. 
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Fig. 5. Optimal plane horn gain Do(a); //-plane, 
^-plane horn gains D^, D^ 

"0 10       50         100       130"!      0 10      50 100       150 

! ^^Eppt.j'flopt I '^Eopt.'^Hopt 

Fig. 6. The relation of optimal plane horn dimen- 
sions and offsets 6}j and dg .(8) 

RE = 2[(a/2f -Q,2b^]^ 79,8A. (7) 

That corresponds to values of functions (3), (4) 

Djj^== 101,98 , DE- = 103,01. 
b a 

We instituted lengths of optimal horns for GArN=100 
and have obtained a little bit other gain values. A reason, 
probably, is the assumptions adopted at the deduction of 
functions (3), (4). In Fig. 6 dependences on optimal horn 
length i?flop,, i?B,i,t of dimensions AIX at 6 = A and 

BIX at a = A are shown. Also offset magnitudes 6}j, 

8E of generalized dependence D(j{a) on maximums of 
functions (3), (4) are given. 

max(D;y -) - Do max(D£; -) - DQ 

^^= A" '  *^= A • 
(8) 

From Fig. 6 it is possible to see the almost propor- 
tional dependence of the aperture dimensions of an 
optimal plane horn on its length. 

In a interval of lengths of a //-planar horn of 
lOA < RHO^X. < 150A magnitudes of offsets 6jj be- 

tween  curve   DQ{a)   and maximums  of function 

Djj-{a = AIX) lay in limits from -3,228 % up to 

0,442%, offsets 6E for function /)£-(« = BjX) at 

IDA < i?fi,pf < 150A lay in limits from -3,091 % up 

to 1,402%. 
A B 

Plots -r-(iJffopt) and y (/?£bi,t) in Fig. 6 allow, pass- 

ing calculations under formulas (6), (7), to find required 
length of an optimal horn RHO^X or i?fi>p, after the de- 

termination of magnitude a on Fig. 5. Then on retrieved 
horn length it is possible to evaluate offsets, having taken 
advantage curves SniRHopt) or ^£;(/?fi,pt)- 

4. EFFECTIVE AREA AND AREA USE 
FACTOR (AUF) OF RECTANGULAR 
APERTURE 

The geometrical and effective areas {S,A^) of an an- 

tenna aperture, antenna gain D^ along an electrical axis 
and area use factor Ks are connected by proportions 

4 = A/A' = A/(47r); Ks = X'Do/{^7rS). (9) 

Let for two optimal //- H £'-homs 

^   A,        A      ^   A,        B.      ,  .     A     B D,-ia = j) = DE-{<. = j)anda\soj = j. 

(10) 

Taking into account (9) for these horns 

4(a) - Doia)/{A7r),Ksia) = Do(a)/{A7ra).(U) 

Taking into account (5) 

Ks{a) = (7,726a + 2, 3)/(4TO) . (12) 

In Fig. 7 dependences (11) and 1?;^ = S/X^ = a 

for //- and £'-homs (10) and for comparison normal- 
ized effective area   Ax(a/X)   and area use factor 

Ks{a/X)  (13) of standard waveguide IEC-14 with 

mode //lo are shown. 

4(a/A) = A/47r; Ks{a/X) = X^Do/iimb). (13) 

For the standard waveguide in a long wavelength 
part of the operating range we have area use factor 
Ks{a/X)>l. A range with   Ks{a/X)>l   is the 
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Fig. 7. The area use factor Ks and the effective 

area A^ of rectangular apertures 

more widely, than it is less ratio b/a (compare with 

[4]). Area use factor KsirfX) > 1 is obtained also for 

the opened end of a circular guide with wave //,, near 
to extreme value of radius r [5]. 

For the open-ended rectangular waveguide in the 
literature value AUF«0.81 is given. It follows from 
conjecture 1, reduced in the introduction, see, for 
example, [2, 3]. 

For optimal H- and £-horn with the identical 
aperture dimensions a = A/X = BfX, a = 6 = A, 

is receivable the identical effective areas and AUF. 
At variation a (and normalized geometrical area 
S;) from 2 up to 30 magnitudes of AUF Ks{a) 
receives values from 0,704 up to 0,621 and has 
maximum of 0,889 at a =0,56. 

In the literature on antennas different values of 
the area use factor of optimal horns are given: 

AUF//=AUF£=0.64 [1], 
AUF,r=0.66, AUF£=0.52 [2], 

AUF«=0.64, AUF£=0.8 [3]. 

5. CONCLUSION 

It is shown, that the reflectance modulus of wave //|o 
from the opened end of the waveguide with cross- 
section axb becomes neglible small at a > 0,7A, 
6 > o or at o > 4A, 6 > 0,4a. Thus the gain de- 
pendence of the open-ended waveguide on a/X at 

a/6 = const corresponds to generalized gain de- 

pendence of optimal H- £-plane horns on the horn 
aperture dimensions. 

Designed formulas (11), (12) of an effective area 
and an area use factor of the optimal horns are ob- 
tained. At variation of geometrical aperture area S 
from 2A^ up to 30A^ the area use factor of optimal 
horns receives values from 0,704 up to 0,621. For 
the open-ended standard waveguide the area use 
factor is more or equal to unit at the long wavelength 
part of the operating range. 
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Abstract 
The general approach to analysis of zonal Fresnel antenna is considered. The fre- 

quency characteristics of Fresnel antenna are analyzed. The radiation characteristics 
of the Fresnel antenna are considered. 

Keywords: Fresnel antenna, focus, radiation pattern. 

1. INTRODUCTION 

Recently the interest to investigation of the plane 
zonal antennas has increased notably [1, 2]. The 
printed antennas are widely used in the systems of 
satellite television. In some cases these antennas may 
compete with classic parabolic reflector. The printed 
plane antenna has advantages in construction, exploi- 
tation and value. 

The results of investigations of plane sounded an- 
tenna radiation characteristics are presented. This 
plane structure named the Fresnel antenna has been 
considered (Fig. 1). 

2. ANALYSIS OF DIFFRACTION ON PLANE 
RING STRUCTURE 

Let us consider the diffraction problem on ringing 
structure by the method of integral equation. In the 

^3 

'2 

n 

general case, the diffraction problem on conducting 
unclosed surface S can be solved as the boundary 
problem of Helmholtz equation. The unknown func- 
tion (vector of secondary field v4,„ ) must satisfy the 
Helmholtz equation, boundary condition, edge condi- 
tion and condition of radiation. 

Another approach to this problem is known. The 
diffraction problem imder study can be solved by in- 
tegral equation for current density j. The current den- 
sity j is inducted on the surface S [3]. 

Let surfaces 5i,5'2,...5„ be the plane rings 
ttq <r<bg,0<(p<2TT, z = Zq. Denote r,, (pij, 

Zq and Pp, tpj), iTj, as the spherical coordinates of 

the points MQ € S^, q = 1,  2,... n , and M € S^, 

p = 1,2,...n. The vector of current density compo- 
nents j.j.q and jyg inducted on surface S^, 

q = 1,2,...n can be expanded in the Fourier series 
00 

i„(p,^)=    E   fnp)e""^'W = x,y 
m ——oo 

In this case, the secondary vector potential A at 
the point M £ S^ is created by the currents leaking 

on Sq and on the other surfaces. Then we have 

An YljM'Hpp)pp'^pp 

■2it -ikL,„ 

0      ^P" 

-cos{mp)dj3 = 

(1) 

in) 

1   ' 

Fig. 1. 
aq <rg < \ 
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tUJfl 

47r 

p=?i "p 

Y^SM'KPV) ppdp.x 
P=l o 

■ITS r- -ikl,„ 

^n 
- COS (m/3) rf/? = 

(2) 

= -ic.A,r'(rJ-<'j,„(fcrJ- 

-^;X(A:r,) + z5{;"'(rJ,    a, < ., < 6,, 

where 

hn = V'"/ + P;^ - 2r^Pp cos/3 + (z^ - z^); 

^('"'(r,) and ^\'"\r^) are the Fourier compo- 

nents of the initial vector potential. The vector poten- 
tial is calculated at the point of surface  5^. The 

fiinctions pj;"'(r,)  and ^'^{r^)  are written in the 

following form 

airy 0 
m 

•I 

m — 1 

V,)- 

-2,    '(r) + P,("'-i)/'^ \ _i "'i? '^^''"'"(r,) 
dr„ 

+ ̂ u,{kr,,)fft\p,)J,„{kpMdp, 

The function 4'"' represents the coefficients of ex- 

pansion into the Fourier series of function /^(r,v?) 

oc 

HI = -0C 

The constants C(;"\ C';"', rff), 4;;" can be ex- 

pressed in terms of constants 6{"'*'^ and 6^"'*''. The 

constants 6{"'' and 6^'' are defined from the follow- 
ing condition 

where j<J"' is the m -th harmonic of the Fourier radial 

component of the vector of current density. These 
currents are inducted on the surface S„. 

In general case, the numerical solution of double 
integrals of oscillation function (1), (2) is very diffi- 
cult. The integrals like (1) and (2) can be reduced to 
the single integrals only for the cases when plane 
wave impinges normally the plane of ring location. 
Therefore, it is more expedient in most practical cases 
to consider this problem by geometrical optics ap- 
proximation. 

3. ANALYSIS OF FREQUENCY PROPERTIES 
OF FRESNEL ANTENNA 

Let us consider the zonal Fresnel antenna. This antenna 
is being constructed by the way of hiding of the halves 
of the Fresnel zones, which make the antiphase contri- 
bution to the field. The condition of coherence summa- 
tion addition of radiation at the focal point / is 

where A; is equal to 1,3,... iV . 
The expression for radius of the Fresnel zone may 

be written as 

# 
,2\2 

+ ■ 
k'^X 

16 
The position of focus of the Fresnel antennas changes as 

(3) 2kX       2  ■ 
Thus, as the wavelength A and the number of rings 
change, the focus distance / also changes. The role 
of the second term grows with the increase of the 
wavelength A, when the first team decrease, whereas 
the second one increases. In the second term of the 
expression (3) becomes more than the first term, then 
the antenna turns to the scattering one. 

The value of / is equal to zero when X, = — 
TV 

Fresnel   antenna   becomes   scattering   one,   when 
A > A(j. Fresnel's antenna becomes converging one, 
when A < Ao. Taking into account the denotations 
equation (3) can be written in the following form 

NX 
■' ~   2 m + 1 

The significant part in the frequency performances of 
the Fresnel antenna is played by the value of relative 
aperture diameter D/X (D = r^:). From the results 
shown in paper [4] the condition of unselectivity is 

D     1,856 
/ - M 

4. RESULTS OF EXPERIMENT 

The structure of diffracted field on the Fresnel an- 
tenna with number of rings A^ = 3, 5, 7, 10 has 
been investigated. The Fresnel antenna has been cal- 
culated for frequency band 10.7... 11.7 GHz. The field 
distribution along axle of antenna is analyzed. It is 
established that maximum of radiation intensity along 
axis of antenna dependents on wavelength. The analy- 
sis of the field distribution has shown that focus ("real 
focal point") is shifted along the axis. The transversal 
distribution of the field amplitude in the focus plane 
has been investigated. 
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The radiation pattern of antenna with number of 
rings A'' = 3, 5, 7, 10 has been measured. It is es- 
tabHshed that the position of intensity maximum on 
the longitudinal axis depends on the wavelength. The 
results of measurement are in a good agreement with 
other available data [5, 6]. It is determined that width 
of radiation pattern of the Fresnel antenna lies within 
8-10°. The measurements of different types of horn 
feed have been carried out. A maximum of antenna 
directive gain is 19.6. It has been shown that as the 
number of the Fresnel antennas elements N in- 
creases, the width of the radiation pattern changes 
insignificantly (no more than 20%), whereas the 
value of the directive gain increases significantly. The 
increase of the element number N in the Fresnel an- 
tenna leads to some narrowing of the operating fre- 
quency band. 

5. CONCLUSION 

The general approach to the analysis of diffraction 
phenomena on the Fresnel antenna based on the 
method of integral equation has been considered. The 
analysis of frequency characteristics of the Fresnel 
antenna has been carried out. The Fresnel antenna for 
Q-band has been investigated. 
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Abstract 
An aperture metiiod is used for calculation of non-axisymmetrical parabolic re- 

flector antennas. Tiie possibiiit}' of scanning of horizontal-plane pattern at rotation of 
reflector at fixed radiatorer is investigated. The results of numerical and measurement 
experiments are presented in the paper. 

Ke}'words: Non-axisymmetrical parabolic reflector antenna, pattern, aperture method. 

1. INTRODUCTION 

Today many books and papers on calculation of para- 
bolic reflector antennas are published, for example [1- 
3], however calculation of non-axisymmetrical para- 
bolic reflector antennas is not quiet considered in the 
literature known for the authors. 

In the paper, mechanical beam scanning of the pat- 
tern of a non-axisymmetrical parabolic reflector an- 
tenna is researched at rotation of reflector in main 
planes with respect to a fixed radiatorer. The use of 
the mechanical method of scanning allows excluding 
rotating joints from a transmitting tract of radio- 
electronic equipment and diminishing dimensions and 
cost of rotating devices, as well as improving adjust- 
ment of the tract at wide frequency band [4]. 

2. THEORETICAL PART 

Calculation of the pattern of a non-axisymmetrical 
parabolic reflector antenna (Fig.l) is carried out with 
the aperture method. 

If to neglect currents leaking to a shady side, it is 
possible to define the field intensity at any point of 

space by the field distribution on a surface of an an- 
tenna aperture. 

A method of geometric optics is used for approxi- 
mate determination of the field distribution in the ap- 
erture plane. According to the method, every radiator 
beam incident on the surface of parabolic antenna 
corresponds to a beam reflected by this surface. 

On the way from the radiator to an aperture of an- 
tenna paraboloid, an amplitude of beams decreases 
inverse proportional to a distance. Thus, if the antenna 
radiator with radiation pattern (RP) Fj„{il),ip) is dis- 

posed in the focus of paraboloid, the field distribution 
in the aperture is defined by the formula 

Ei^w) 
I, (1) 

where / is the focal distance, ^ = Z, -i- /,. is the length 
of beam path from radiator to paraboloid aperture. 

RP of aperture with distribution (1) is determined 
as follows 

F{e,<j>) = JJEii:,^). F,{0) ■ e-'*(^"-^»-^)d5, 

where 

2-K 

Fig. 1. 

^Tp,(p,e,<f>) = ^a{iPM - y sin6l(2/„ cos0 -|- 2;„ sm<l>) 

is the spatial phase coefficient of pattern of non- 
axisymmetrical parabolic antenna, A is the wave- 

length,  F^{6) = (-±.|5i-Jcos(9   is the factor that 

takes into account directive properties of elementary 
square and diminution of aperture at beam scanning, 

^ai'^,v) - —T—^ is the phase distribution in the 

aperture of a parabolic reflector antenna, S is aper- 
ture plane of a non-axisymmetrical parabolic reflector 
antenna, angles B, ip  are counted as Fig.2 shows. 
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Fig. 4. 

Fig. 2. 

Fig. 3. 

angles </>, tp are counted from axis Oy in plane of 

aperture of parabolic reflector antenna. 
Beam scanning (deviation of irradiation maximum 

by angles ^r'l  v'c^ Fig-2) takes place as a result of 

change of inclination angles of paraboloid in azi- 
muthal or elevation planes (or displacement of an- 
tenna radiator along line by some angles). 

Computer programs were developed and carefully 
tested. Testing of programs was realized by experi- 
mental data. 

Two pyramidal horns were considered as antenna 
radiators: 

l)with the aperture of 55x55 mm, length of 
150 mm, horizontal polarization, frequency of 5 GHz, 

2) with squared output 23 x 23 mm and fransition 
to the rectangular section of 23 x 10 mm at an angle of 
45° , horn aperture of 50 x 50 mm, length of 85 mm, 
horizontal polarization, frequency of 8 GHz, Fig.3. 

The first horn excited a non-axisymmetrical parabolic 
reflector antenna 1 (V'max = 49°   is the direction of 

■1H -us -1» «   40   -n   «i   «.   .40 m   -15    5    15   » 

Fig. 5. 

maximum radiation of antenna radiator) with parameters 
of reflector Vi = 20°, V2 = 80°, / = 16 cm, 
Ri = 10.604 cm, R2 = 17.674 cm, the second horn 
was used for irradiation of non-axisymmetrical parabolic 
reflector antenna 2 (Fig.4) (f/'max = 45°) with parame- 
ters of reflector -^1=0°, i/'2 = 76°, / = 16 cm, 
Ri = 12.5 cm, R2 = 15 cm. 

Usually, it is accepted to use not the volumefric 
RP, but its sections in fixed main planes. For that, 
first, elevation RP (main vertical pattern) was plotted, 
then, after angle 9c is defined, calculation of RP of 
non-axis-symmefric parabolic reflector antenna in 
azimuthal plane (perpendicular plane xOy and pass- 
ing through maximum pattern) was carried out. 

3. RESULTS OF RESEARCH 

The investigations of non-axisymmetrical parabolic 
reflector antenna RP were carried out at rotation of 
reflector in vertical and horizontal planes. 

Fig. 5 shows the good agreement of the obtained 
results (long dashed line) to the measured data (solid 
line) for the RP of non-axisymmetrical parabolic re- 
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fleeter antenna 2 at scanning in azimuth plane (E- 
polarization pattern). 

Radiator antenna 2 was in the focus of parabolic re- 
flector. Scanning was performed at azimuthal rotation 
of reflector by angle tj). Possibly, some noncoinci- 
dence of patterns for ^ = 40°..65° is explained by 
the fact that the aperture of reflector was approxi- 
mated for calculation either by a rectangle or an el- 
lipse and additionally points of reflector turning were 
different in calculation (axis 1, Fig.4) and measure- 
ment (axis 2, Fig.4). 

Figs.6-8 show the calculated RPs of non- 
axisymmetrical parabolic reflector antenna 1 with first 
radiator by azimuth scanning (E-polarization pattern), 
angle of rotation is attributed to every pattern. In addi- 

7   7 \ 
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Fig. 9. 
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Fig. 10. 

tion, elevation turning of reflectors were 0° (Fig 6) 
30° (Fig.7), -10° (Fig.8) in the vertical plane. 

Figs.9-10 show the calculated elevation patterns of 
non-axisymmetrical parabolic reflector antenna 1 with 
first radiator, angle of rotation is attributed to every pat- 
tern. Azimuthal turn was 0° (Fig.9), -10° (Fig. 10). 

4. CONCLUSION 

The presented results show that it is possible to build 
non-axisymmetrical parabolic reflector antennas with 
scanning of pattern at a wide sector of angles (±90° 
in azimuthal plane with diminution of signal to 
-7 dB). An angle of deviation of pattern from direc- 
tion 6* = 0° conforms to angle of turn of reflector 
about with factor 1.5. The elevation pattern is much 
wider than the azimuthal pattern and deviation of pat- 
tern is performed close to angle 2V; with turn of re- 
flector to some angle tp . 
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Abstract 
The combined reflector-lens antenna having the common monopulse feed system 

is proposed for changing the sum and difference patterns width by turning of lamel- 
late subreflector. Such an antenna allows one to improve a target detection probabil- 
ity with the same tracking accuracy. Information for antenna designing is done. The 
prototype antenna measurements are discussed. 

Keywords: Monopulse antenna, monopulse feed system, Cassegrain antenna. 

1. INTRODUCTION 

The monopulse reflector antennas designed according 
to Cassegrain scheme possess a high directivity. That 
provides adequate tracking accuracy [1,2]. At once 
detection probability for high-speed targets, existing 
at small distances is inadequate in view of speed limi- 
tation of the antenna drive mechanism. Proposed 
combined reflector-lens monopulse antenna allows 
this collision. 

In combined antenna design beside two-reflector 
Cassegrain antenna exists a lens antenna, which has a 
wider beam. Apparently that in case of the wide-beam 
scanning target search duration decreases. After the 
hold of the target by the lens antenna pattern, take 
place commutation to the sum-difference pattern of 
the Cassegrain antenna. Thus the adequate detection 
probability and tracking accuracy are provided. 

2. COMBINED ANTENNA PRINCIPLE 

Principle and structure of the combined monopulse 
antenna are illustrated by the photo and scheme in 
Fig. 1. The feed horn phase center is situated in the 
point Fl, which is the focus of hyperbolic subreflec- 
tor 2, and the focus of lens 3. According to the classic 
Cassegrain scheme [1] the focus F2 of the parabolic 
reflector 4 is combined with the far focus of the hy- 
perbolic subreflector 2. Subreflector is made as a grid 
consisting of lamellas and mounted with possibility of 
rotation round the OZ axis of the antenna. 

In Fig. I antenna version for H -polarized subreflec- 
tor setting (H field vector is parallel to the lamellas of 
the grid) is shown. In this case the wave radiated by the 
feed horn passes thorough the subreflector to the lens, 
which forms a wide pattern (see ray 1). 

If the subreflector is turned to angle 90° the wave, 
radiated by the feed horn, is reflected by the subre- 
flector to the reflector, which forms a narrow pattern 
(see ray 2). 

XOZ - clc\alion plane 
(E-planc) 

YOZ -azimuth plane 
(H-planc) 

Fig. 1. Reflector-lens monopulse antenna: 1 - feed 
horn; 2-hyperbolic grid subreflector; 
3 - dielectric lens; 4 - parabolic reflector; 
5 - sum-difference waveguide system. 
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a)      Z - pattern 
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b)      Ax-pattern c)      Ay-pattern 

Fig. 2. Scheme of monopulse feed system excitation. 

in the both horns (see Fig. 2a) we obtain the sum pat- 
tern, for antiphase - the difference elevation pattern 
(see Fig. 2b). For inphase H20 signals (see Fig. 2c) 

we obtain the difference pattern in azimuth plane. 
The sum-difference system scheme is illustrated in 

Fig. 3a. For separation Hjo and H20 wave types in the 

two-mode waveguide with cross-section o/, x &,, we 

have designed the wave types selector (see Fig. 3b). It 
consists of stepped transition from the waveguide with 
cross-section a/, x6,, (port 1) to the waveguide with 

standard cross-section O/, x 6/, (port 3) and rectangular 

slot for coupling to the standard waveguide (port 2). 
The coupling slot is manufactured in the center of the 
wide waveguide wall a/, It has minimal width and 

does not disturb the Hm mode. The stepped transition 

reflects the Hjo mode. Its dimensions and the distance 

from the slot were calculated to obtain maximum tran- 
sition coefficients Tj^ and T12 from the two-mode 

waveguide to the port 3 for the Hm mode and to the 

port 2 for the H20 mode. 

Difference signal Ay is obtained by summation of 
signals from the side ports of the selectors in a 
matched E-tee. Sum signal and difference signal Ax 
are obtained by separation of inphase and antiphase 
components of the sum of the Hm modes in the E - 
H-tee (see Fig. 3a). 

a) 

F s3^ 
■m 

\J]<  

b) 

F^.3. Sum-difference waveguide system, a) scheme; 
b) wave types selector. 

Thus proposed combined reflector-lens antenna has 
a pleasing individuality - common feed system for 
both reflector and lens antennas. 

Monopulse feed system consists of the double- 
mode pyramidal horn I and the sum-difference 
waveguide system 5. There are three waveguide ports, 
marked as Z, Ax, Ay. 

We have developed the original design of the mo- 
nopulse feed system albeit many technical solutions 
are described in literature (see, for example, [3]). The 
double-mode horn contains the metal baffle-board 
symmetrically mounted in H-plain. As a result we 
have two horns with throat cross-section cj, x b,, 

which are connected to sum-difference system ports. 
Waveguide cross-section is chosen so that Hm and 

H20 modes could propagate. For inphase Hm signals 

3. COMPUTATION AND PROTOTYPE 

ANTENNA MEASUREMENTS 

The basic parameters for designing of horn-lens and 
reflector antennas are directivities and side-lobe lev- 
els. Diameter of parabolic reflector was predefined. 
Calculation of radiation patterns of reflector antenna 
and lens antenna was done by aperture method [4] for 
the different parameters of subreflector, horn and lens. 
As a result optimum design of both antennas was 
found by heuristic method. 

Field explanation on the horn aperture was as- 
sumed as sum of Hm and H2n modes and horns ra- 
diation field: 
Fie,<p) = Fo{e,ip){AFi{e,^) + A2FQ{e,^))AF(o,<p), 

where ^j, A2 - amplitudes of Hm and H2n modes 

on the horn aperture; FO, Fl, F2 - are the patterns 
of rectangular aperture with dimensions axb which 
is excited by one of the such modes: 

FO{e,^) = 

Fm>p) = Y 

F2{e,<fi) = -jna 

1 -I- cos(g)    6    sin(f   sin(6')   sin(y>)) 

2A 2        f   sin (61)   sm(ip) 

cos (2m   sin(^)   cos{(p)) 

(if-   (f   sin(^)   cos(<p)f' 

sin(^   sin(6l)   cos(v?)) 

TT-^-   (f   sin(^)   cos{^)f' 
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selector ports (see Fig. 3). 

AF is grid factor for the two rectangular plates, 
which is separated one from the other by metal parti- 
tion with the thickness 2h and with excitation ampli- 
tudes ratio A^: 

AF{6,ip) = exp 
'Mb + h) 

X 
■ sinip 

+A^ • exp ^'—^  ■ sm(^ 

For the defining of antenna directivity obtained 
pattern is normalized to the coefficient: 

DG = ^ f^\F{e,ip)f sined(pde 

Having analyzed the result of calculations we have 
chose such antenna parameters: 

• parabolic reflector with aperture 1200 mm and 
focal length 500 mm; 

• feed horn with aperture in E -plane 44 mm, in 
H -plane 62 mm, partition thickness 1.6 mm; 

• hyperbolic subreflector with aperture 230 mm, 
focal length 82,6 mm, eccentricity 2.25; 

• single surface dielectric lens with hyperbolic sur- 
face, aperture 230 mm, focal length 66 mm, eccen- 
tricity 1.73, dielectric constant e = 3. 
Selector parameters were calculated by accurate 

methods. Computation programs were worked out in 
the department of computational electromagnetics 
IRE NASU. Fig. 4 shows transmission and reflection 
coefficients vs. frequency. Cenfral frequency of the 
selector is 13.75 GHz. 

Calculated H -plane patterns of the horn, lens an- 
tenna, reflector antenna are explained in Fig. 5, Fig. 6, 
Fig. 7, correspondingly. Measured patterns are shown 
in the same place. 

It is a good correspondence of the calculations and 
measured results for the H -plane within the patterns 
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ment), n - difference pattern (measurement). 
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Fig. 6. Horn-lens antenna H -plane patterns. 
^ - calculation, o - sum pattern, (measure- 
ment), n - difference pattern (measurement). 
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Fig. 7. Cassegrain antenna H-plane patterns. 
— - calculation, o - sum pattern, (measure- 
ment), D - difference pattern (measurement). 

main beam. Measured side-lobes for the lens antenna 
and the reflector antenna are higher then calculated 
levels. Additional scattering and aperture blockage of 
designs units that did not take into account in calcula- 
tions cause it. 

For the E -plane patterns it is the same correspon- 
dence of the calculations and measurements within the 
patterns main beam. Measured side-lobes for the E - 
plane is less then for the H -plane by 2.. .3 dB. 
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Finally let us describe the grid subreflector design 
procedure. Functional destination of the grid is abso- 
lute reflection of the E -polarized wave and absolute 
transmission of the H -polarized wave in bandwidth. 
Grid consists of metal rectangular lamellas in air 
(e = 1). Calculation of the geometrical parameters 
was made with help of the model: we replaced inci- 
dent wave beam by the plane wave and hyperbolic 
reflecting surface by the plane surface. For such re- 
placing we went by the small variation of reflection 
coefficients and transmission coefficients within the 
confines of the small incidence angles [5]. For chosen 
grid pitch - 5 mm and lamella thickness - 1 mm was 
calculated grid high - 10.3 mm. In this case reflection 
coefficient for E-polarized wave and transmission 
coefficient for H-polarized wave were not less then 
99.99% in bandwidth. Measurement for the plane grid 
model had a good correspondence with the calcula- 
tion. Thus the subreflector was manufactured as grid 
consists of lamellas having hyperbolic top and bottom 
edges 10.3 mm distant. Difference of the measured 
Cassegrain antenna patterns for the cases of solid 
subreflector and grid subreflector lies within the con- 
fines of measurement inaccuracy. 
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Abstract 
Results of modelling of an ultra-wide feed built on a basis on log-periodic dipole 

antenna by a finite differences time domain method have been submitted. Structurally 
the feed is the H-plane array of single log-periodic antennas. Numerical results have 
been verified by experimental data. 

1. INTRODUCTION 

Wideband and ultra-wideband log-periodic dipole 
antennas (LPDA) are widely used as feeds for re- 
flector antennas for various purposes. Advantages 
of the feeds are the capability of maintenance of the 
radiator pattern in all operating frequency band- 
width [1]. In this paper the results of synthesis of 
geometry of the ultra-wideband feed built as a H- 
plane array of two log-periodic structures as well as 
experimental results are presented. 

2. CALCULATION OF IRRADIATOR BY THE 
FINITE DIFFERENCES TIMEDOMAIN 
METHOD 

The LPDA consists of antennas of linear vibrators 
(Fig. 1). Lengths and distances between vibrators 
are changed in a geometrical progression with a 
parameter r < 1,0. The parameter S represents 
the distance (in lengths of waves) between the half- 

^                 r 
J     JL      1 
; :i_^     J 'r^' si 

- 

L 

1 

j 

ftl 

Fig. 1. Structure of the LPDA. 

wave and next (smaller) vibrator. The size S is 
related to r as 5 = 0,25(1 - T) ctg a, where a is 
the angle between an axis of the aerial and a line 
which is pass through the ends of vibrators. Vibra- 
tors are raised with a variable phase a symmetric 
line of constant wave resistance. Geometry of the 
LPDA (lengths of vibrators and distances between 
them) are defined under the known formulas: 

h = K..I^,rn = 4/,a, /„ = /„_jr . 

Calculation of characteristics of radiation is car- 
ried out with the help of method FDTD [2] which 
represents the direct numerical solution of the sys- 
tem of the differential Maxwell equations concern- 
ing electric and magnetic fields under the boundary 
conditions and conditions of excitation of structure 
in time. Thus completely closed algorithm provides 
modelling of excitation, distribution, scattering and 
radiation of an electromagnetic field byconsidered 
metal-dielectric structure in time domain. The sub- 
sequent application of the discrete or the fast Fourie 
transformation (DPF or BPF accordingly) gives the 
full characteristic of behaviour of object in the in- 
teresting range of frequencies at the set of pre- 
sented type of excitation. Results of calculations of 
feed radiation patterns ifor two frequencies are 
shown in Fig. 2. The LPDA radiation patterns at 
high frequencies appear deformed as a result of 
excitation of the higher harmonics of a current at 
the LPDA structure. 

Besides one can see in the Fig.2 that beemwidth 
in the H-plane is essentially wider, than in the E- 
plane. In order to obtain axissimmetrical radiation 
pattern the feed is built as the array of two optimized 
single LPDA. The general view of the synthesized 
feed is shown in Fig. 3. 
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Fig. 2. Calculated radiation patterns. 

Fig. 3. A general view of the feed. 

3. RESULTS OF EXPERIMENTAL 
RESEARCHES 

Results of measurements of radiation patterns of the 
developed feed at various frequencies are shown in 
Fig. 4-7. Apparently in these figures, the feed pro- 
vides the radiation patterns close to axissimmetrical 
with the required width of the main lobe. 
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Fig. 4 The measured radiation patterns. 
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Fig. 5 The measured radiation patterns. 
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Fig. 6 The measured radiation patterns. 
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4. CONCLUSION 

The developed feed composed of the two LPDA 
meets the requirements to ultra-wideband feeds for 
axiallysymmetrical reflector antennas, providing both 
a uniform symmetric irradiation of a reflector and a 
necessary low level of an irradiation at his edges in all 
operating bandwidth. 
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Abstract 
Comparison of the efficiency of various optimization methods in the problems of 

the focused aperture was performed. The microwave installations of exposed-type 
with a coherent and a non-coherent excitation of the radiators are considered. The 
problems of two types (the focusing in a small and in an extended area) are solved. 

Keywords: efficiency, focusing aperture, numerical optimization, criterion of 
optimization 

1. INTRODUCTION 
The researches on the expansion of the spheres of applica- 
tion of microwave electromagnetic fields are actively car- 
ried out in recent years. In a number of works [1,2], the 
advantages of the use of the microwaves fields in medi- 
cine, biolog)', agriculture and industry are proven. How- 
ever, the questions of the increase of the uniformity of the 
excitation of electromagnetic fields in a given area and of 
the decrease of the level of the electromagnetic radiation 
outside the focused area are not solved. 

in the report, the exposed-type microwave installations 
(with an unlimited volume) are considered. Linear antenna 
array with N radiators are used as a device of excitation of 
the microwave fields. The radiators are located on the 
borders of a media in the process and radiate inside the 
media. Two essentially different ways of the radiator exci- 
tation (coherent and non-coherent) are considered. 

By analogy to the antenna array theory, it is possible to 
assume that by varying the parameters of radiating system 
(complex amplitudes of currents and the geometry of an- 
tenna array) it is possible to increase the level and supply 
the more uniform distribution of the power in a given area. 

In the work, the optimization of radiating system is un- 
derstood as such a choice of the number, the complex 
amplitudes of currents, and the coordinates, of the sources 
at which the distribution of power of electrical field tends 
to the given. Using the terms by the antenna engineering, 
the tasks of this type are classified as a task of creation of 
the focused apertures. Two variants of similar tasks are 
considered (focusing in small area (point) and focusing in 
extended area) depending on the size of the focusing area. 

In the report, the basic attention is given to a quantita- 
tive rating of the efficiency of focusing at various meth- 
ods of optimization. In the practical recommendations, 
besides the absolute value of the received effect, the 
simplicity of a realization of the recommended way of 
optimization is taken into account. 

2. THE BASIC QUESTIONS 
In many technological processes of microwave proc- 
essing it is desirable to supply allocation of the maxi- 
mal power within the limits of focusing area. If the 
focusing area has the extended enough sizes, besides 
the requirement of absorbed of maximal power, there 
is a requirement of uniformity of power distribution 
inside of the specified area. 

In work [3] a task of optimization of excitation in 
case of the small sizes of focusing area is submitted 
as follows: 

j^,p„roM.,i{\i)y)>^)dv max , (1) 

where V - is the volume of focusing area. 
Criterion of the solution of (1), named criterion of 

power efficiency, is the value 

Qi = f^,P,„o,nM{\i),\r'),r)dV . (2) 

The task of the increase of the uniform distribution 
of absorbed power in case of enough extended sizes of 
focusing area is submitted as follows [3]: 

(3) ^ {\W)'^) max, 

where /^„j„ -minimal value of absorbed in focusing 
area power. Criterion of the solution of (I), named 
criterion of increase of uniformity, is the value <52: 

Q2^Pn,;4\i),\r'),r). (4) 

The following condition is considered as a restric- 
tion at the solution of problem (4): 

111^)11 =E!1, K.f = Pmn^h- = const (5) 
The condition (5) allows to increase the uniformity of 
the absorbed power in focusing area. 

The controlled variables in the optimization of excita- 
tion devices are the coordinates of radiators determining 
geometry of system, and complex amplitudes of currents 
of radiators (/,, i - 1,... AT). 

0-7803-7881-4/03/S17.00 ©2003 IEEE. 
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At a coherent excitation of radiators the general task of 
optimization is solved for special cases: Optimization of 
amplitude (amplitude optimization), phases (phases opti- 
mization), amplitude-phases (amplitude-phases optimiza- 
tion), and elements locations definitions (geometry 
optimizations). At noncoherent excitation of radiators are 
optimized the amplitudes and geometry of antenna array. 

In general case the solution of problems (1), (3) by 
analytical methods is impossible, therefore optimization 
was realized by numerical methods. 

3. THE CALCULATION RESULTS 
At realization of calculations, the device of excitation is 
represented as set of sources, each of which creates 
elementary electromagnetic fields in a supervision 
point. The exact definition of elementary electromag- 
netic fields represents a rather difficult electrodynamic 
task, which can be solved only for a concrete variant of 
microwave installation. 

In work [4] for calculations of elementary electro- 
magnetic fields inside plane-layered semiconductor me- 
dia, the field created by electrical dipole are considered. 
After finished the transients, in each layer of structure are 
present two flat arbitrary polarized waves - falling and 
reflected. However the obtained in [4] formulas are not 
so convenient for realization of large volume of calcula- 
tions by the COMPUTER because they too large. 

In work [3] are used the simplified model of elemen- 
tary electromagnetic fields. In this case elementary 
electromagnetic field is as a field created by elementary 
electrical dipole disposed on the border air-media in- 
side infinite semiconductor media. Electromagnetic 
field is represented as a fading spherical wave. 

In a distant zone (r > A,„ /2-K), the results ob- 
tained from the exact and the approached model, have 
a good degree of concurrence. Therefore, if the focus- 
ing area is located in a distant zone of radiation, the 
use of the approached model is quite justified. 

The model of exposed-type installation for coherent 
excitation of radiators is shown in Fig. 1. For the case 
of noncoherent excitation each radiator is connected to 
the separate generator. 

The calculations was carried out for a fatty fabric 
having typical electrical parameters among processable 
medias. The quantity of radiators was various from 3 
up to 19, distance between them (except for cases of 
optimization of geometry) gets out equal A,,, / 2. The 
depth of location of focusing area inside absorbed me- 
dia was equal 10 cm. 

The results of investigations have shown, that analyti- 
cally can be solved only task of phases optimization (for 
coherent excitation) and task of amplitude optimization 
(for non-coherent excitation) in case focusing at point. All 
other tasks have no analytical solution, are multi-extreme 
and the values of local maximums appropriate of various 
quasi-optimal kinds of excitation differ rather considera- 
bly. The found results depend on a ratio of the sizes of 
focused area and antenna airay, kind of semiconductor 
media, start point of optimization. 

At coherent excitation of radiators the increasing of ab- 
sorbed power in focusing point is equal from 6.6 up to 
9dB for different optimization methods in comparison 
with excitation of radiators with equal amplitudes and 
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phases (uniformly excitation). At non-coherent excitation 
of radiators the increasing of absorbed power in focusing 
point makes about 6 dB. Thus, at case of focusing in a 
point the efficiency of coherent excitation is higher. 

The distribution of absorbed power on focusing line 
for various quasi-optimal kinds of coherent excitation 
of radiators is shown in Fig. 2, for non-coherent excita- 
tion-in Fig. 3. 

Comparison of efficiency of various methods of opti- 
mization for coherent excitation of radiators is shown in 
Fig. 4. The obtained results showed that optimization of 
amplitudes and phases allows to increase Fmin and distri- 
bution of absorbed capacity in focusing area becomes 
more uniform, however effect from amplitude optimiza- 
tion more. The consecutive amplitude and phase optimiza- 
tion allows a little to increase Pi„i,i in comparison with 
amplitude optimization, but this increasing is insignificant. 
The optimization of radiators location by efficiency is 
comparable, but more often surpasses all other kinds of 
optimization. The increase of P,„i„, absorbed on a focus- 
ing area are equal from 0.4 up to 8.0 dB for different me- 
dias, ratio of the sizes of focusing line and antennas array, 
start points of optimization. At absence of the additional 
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information, as a start point of numerical optimization it is 
expedient to use location of radiators with equal distance, 
amplitudes and phases. 
The basic conclusions obtained for non-coherent excita- 
tion of radiators practically coincide with a case of coher- 
ent excitation of radiators. The range of increase of values 
P,m„, absorbed on focusing line, equal from 0.25 up to 
7.5 dB (Fig. 5) for different semiconductor medias, of 
sizes of focusing area and start points of optimization. The 
comparison of the efficiency of optimization for coherent 
and non-coherent excitation of radiators (Figs. 6,7) shows 

advantage of coherent excitation. The largest distinction 
between coherent and non-coherent excitation of radiators 
is obtained in case of optimization of geometry of antenna 
airay. P,,,,,, in the case of coherent excitation exceeds 
similar value for non-coherent excitation more than 3 dB. 
The difference in values P,„-„, by optimization of complex 
amplitude currents equal from 1.5 up to 2.5 dB. 

4. CONCLUSION 
The carried out investigated showed the efficiency of the 
use of the methods of the focused apertures for increase of 
the level and uniformity of distribution of power inside 
limited area. Thus, the level of power outside focusing 
area decreased. It enables to reduce the time of processing 
and also to improve the quality of production. 

On the basis of the investigations the practical recom- 
mendations for designing technological microwaves in- 
stallations are produced. Comparison of efficiency of 
optimization for coherent and noncoherent excitation of 
radiators shows advantage of coherent excitation in case of 
focusing in point. At the extended sizes of focusing area 
also more expediently using coherent excitation of radia- 
tors. The exception from this statement is Uvo cases, at 
which efficiency of optimization for coherent and nonco- 
herent excitation of radiators approximately equal: case of 
phases optimization and size of focusing line a little more 
length of antenna array (Fig. 6), and also case of optimiza- 
tion of geometry and size of focusing line approximate 
equal a half of antenna array length with step A,„ /2. 

At comparison of various ways of excitation of work- 
ing chambers it is necessary to take into account and cost 
factor: now cost of 1 W of MICROWAVE ENERGY for 
magneton with middle power approximate in 2...5 times 
are lower in comparison with powerftjl magnetrons, there- 
fore cost of installation of equal power assembled by a 
principle of coherent excitation vn"|j be in some times 
more perspective, than constructed on a principle of non- 
coherent summation. 
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Abstract 
The most widespread ways of guidance of antenna system on a space vehicle (SV) 

provide for usage of additional equipment (radio beacon) onboard of space vehicle, 
that reduces in additional expending of its power resources. In the paper it is offered 
to abandon GPS receiver and transmitter of a radio beacon at the expense of usage of 
improved antenna system, which ensures its self-steering on a signal of an informa- 
tion channel in a monopulse mode. It is offered to use for this aim a multimirror an- 
tenna system as large module antenna consisting of 4 not rotationally symmetric 
mirror antennas, which allows one to provide reliability of the useful information re- 
ceiving with desired quality. 

Keywords: the antenna system, monopulse self-steering, self-steering on an 
information signal. 

1. INTRODUCTION 

The space-communication systems, navigation sys- 
tems (GPS, NavStar etc.), satellite television etc. are 
widely used in the life of a modem society. The near- 
earth space saturated with the satellites of the different 
countries solving different tasks. Thus all space vehi- 
cles require controlling, adjusting of a trajectory in 
on-ground servers by receiving information. However, 
the growth of SV quantity is not fundamental problem 
yet. The tasks, which are solved by modem SV, re- 
quire implementation of more and more high-speed 
streams of information. In this view the problem of 
development of a different kind of on-ground servers 
which allows one to satisfy growing requirements to 
quality and reliability of a receiving stream of infor- 
mation are very actual [1]. 

The growth of a receiving information stream re- 
quires boosting a signal to noise ratio. IVIagnifying of 
this ratio on an antenna system input is possible only by 
reduction of a width of antenna patterns, that consid- 
erably diminish the direction-finding characteristics of 
the on-ground server and can reduce in impossibility of 
capture of space vehicle and increase of probability of 
failure of attending during a session [3]. This problem 
is solved in the on-ground servers, in which the pro- 
gram guidance for SV under the information from GPS 
receiver installed onboard is implemented. 

In the paper another approach for solving this prob- 
lem is developed, namely, to implement a monopulse 

self-steering on an information signal, and thus, it is 
possible to expect reduction of losses in a feeder cir- 
cuit and reduction of interferences, which act in a re- 
ceiving system on side lobes. 

2. FORMULATION OF THE PROBLEM 

As is known, monopulse self-steering can be realized 
by an amplitude and phase method. The distinctive 
difference of methods is as follows: 

• the amplitude method - it is necessary overlap 
phase centers of two radiating units for which the 
antenna pattern are separated from each other on 
an angle equal to their width on a level of a half of 
power; 

• the phase method - the identical patterns are nec- 
essary and diversity of phase centers of two radiat- 
ing units on some removal d have to be equal to 
half of an aperture of radiating unit (if radiating 
unit - aperture type) is necessary. 

Usually, amplitude method of direction-finding is 
implemented as one aperture antenna with a system 
consisting of 4 feed antennas. In a monopulse method, 
of matching of amplitudes for determination of an 
error in one coordinate plane two overlapped pattern 
of an antenna are used. Such two beams can be shaped 
by one reflector, or lens antenna irradiated with two 
feed antennas. The sum patterns are used for transmit- 
ting, and for receiving the sum and difference pattern 
are used. 

G-7803-7881-4/03/$17.0G ©2003 IEEE. 



A. V. Usichenko, A. S. Soroka, Y. A. Umzar, A. G. Rudnik 

Fig. 1. The scheme of multimirror antenna system 
for amplitude monopulse self-steering. 

Though the phase comparison is the constituent of 
a monopulse method of amplitude matching, the sig- 
nal of an angular error is gained mainly as a result of 
matching amplitudes of reflected pulses simultane- 
ously received by displaced beams. The ratio of 
phases between signals received by displaced beams 
is not determined and is not used. The sign of an 
error signal is determined by a phase-sensitive detec- 
tor. Such a solution is not optimal one, as the system 
of high-frequency sum-differented processing ap- 
pears rather complicated. 

For solving this contradictory task for creation of 
a monopulse self-steering system operating on an 
information signal, it is necessary to satisfy a num- 
ber of the requirements that are able to provide the 
necessary accuracy of detection and attending of SV, 
and also organization of a reliable information radio 
link with a high dataflow. 

This task can be solved using mirror antennas or 
phased antenna arrays. Now, receiving on-ground serv- 
ers with one-mirror and two-mirror antenna systems are 
commonly used [2]. The virtues and drawbacks of such 
types of antenna systems are well known. Therefore 
there was a necessity of the development of such a con- 
struction of the antenna, which would integrate virtues 
of two-mirror AS (namely, small losses in an informa- 
tion channel) and one-mirror AS (ease of implementa- 
tion, low minor-lobe level etc.). 

Let's consider a construction of such a multimirror 
system as large modular antenna array consisting of 
four rotationally nonsymmetrical (offset) mirror an- 
tennas with equivalent diameter of an aperture of 
1,8 m. The scheme of such ACE represented in Fig. 1. 

Such an engineering solution of an AS ensures 
compact arrangement of feed antennas by partial 
channels, that allow one to optimize a system by crite- 
rion of a maximum noise Q-factor, as in two-mirror 
variant with one-piece reflector element. 

Small level of losses of receiving information sig- 
nal is provided by two ways. At first, the design of the 
multimirror AS has allowed up to reduce to a mini- 
mum of blockage of reflector elements, that essen- 
tially has lowered a level of side radiation; secondly, 
it's exist the possibility of arrangement of pattern 
forming system and first stages of the receiver in near 
proximity from feed antennas, that allows decreasing 
losses in a feeder circuit 

Simultaneously in such AS is reached: 

• increasing of common square of the aperture of 
the antenna without magnifying its total mass, that 
allows warranted to implement a required high 
amplification; 

• increasing of a moment of inertia (almost on 
50 %) at the expense of reallocation of masses; 

• increasing on 20 % of wind loads; 

• ease of implementation of each radiating element 
of an array with possibility of an independent 
alignment of channels for providing a mode of 
monopulse self-steering. 

The phase method of direction-finding can be real- 
ized at the expense of the complication of the aerial 
system. The target sight lines for each antenna are par- 
allel, owing to that each antenna irradiates (in a far- 
field region) the same size of space. The amplitudes of 
signals reflected from the target for each antenna beam 
are practically identical, but the phases are different. 
The method of measurement of an angle of arrival by 
matching phase relations of signals in diverse antennas 
of a radio interferometer is widely used in radio- 
astronomy. The on-ground server of attending operat- 
ing on the basis of usage of the information on a phase 
of signals is similar to an active interferometer and can 
be called as direction-finding interferometer. 

For angle tracking in two orthogonal planes it is 
possible to use four antennas located on pair. One of 
them is intended only for transmission, and three last 
for receiving. One antenna is joined to the receiving 
channel of an elevation angle, another - to the receiv- 
ing channel of a Az, and third - to the common 
receiver to ensure the control of a reference signal as 
for elevation, and azimuth receiver, Fig.2 

The radars of attending based on a principle of 
phase comparison, were implemented in practice and 
satisfactorily executed tasks, however this method has 
not found wide application. It can be explained by 
following. At first, the minor-lobe levels, available in 
real antennas, can appear above than minor-lobe lev- 
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Target 

Front of a wave 

Antenna 1 

Fig. 2. Phase ratio in a monopulse direction finder 
with comparison of phases. 

els at usage of a single reflector; secondly, in radar 
with a phase comparison the common antenna aper- 
ture usually is used ineffectively. 

Offered AS for a phase monopulse self steering on 
an information signal provides for usage of four mir- 
ror antenna system installed on the uniform common 
support-rotating device (SRD), Fig. 3. As elements of 
such AS it is possible to use a two-mirror AS located 
on controlled movable rods and facilitating adjusting. 

Using two-mirror anteima system allows one to 
have the first cascades of the receiver in immediate 
proximity from irradiators. It results in reduction of 
losses in a feeding path. 

Simultaneously in such an AS we can reach the fol- 
lowing: 
• outcome between reception and transmitting chan- 

nels as the receiver and the transmitter work on 
various aerials; 

• decrease in the moment of inertia, in connection 
with redistribution of weights, on with a imiform 
reflector; 

• increasing of wind loads. 

3. CONCLUSION 

Applying of the monopulse antenna system for 
self-steering on an information signal in the on- 
groimd server for receiving of an information from a 
space vehicle allows to refuse power-intensive 
equipment on space vehicle (radio beacon, GPS re- 
ceiver) saving excellent level of reception of large 
dataflow, and also stable detection and attending of 
space vehicle during a session. 
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Fig. 3. The scheme of multimirror antenna system for 
phase monopulse self-steering. 
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Abstract 
In the paper, a numerical optimization algorithm for the hybrid antenna reflector 

shapitig is considered. As an example, the algorithm is applied to a hybrid antenna 
with linear feeding array for one-dimensional beam steering in limited sector. 

Keywords: hybrid antennas. 

1. INTRODUCTION 

In the paper, the method of reflector shaping for hy- 
brid antennas (HA) with one-dimensional limited 
beam steering is presented. The method is based on 
the algorithm of synthesis of a shaped reflector, form- 
ing a contour beam pattern. 

The considered antenna has a feed array that is sig- 
nificantly smaller than the reflector. A beam steering 
sector represents a two-dimensional area, in which the 
HA should form a beam. The area determines a desired 
contour pattern of the antenna element partial beam. 
This desired pattern is constant in the area of beam 
steering and equals zero out of it. The reflector of HA 
is synthesized by using the following procedure. Each 
element of the feeding array jointly with the reflector 
forms its partial pattern. The reflector is synthesized so 
that each partial pattern coincides with the desired pat- 
tern. This approach allows to minimize a number of 
controls for the selected beam steering sector. The pat- 
tern coincidence means the minimization of the pat- 
terns difference (in a some normalized space). 

The proposed method of reflector shaping is based 
on the algorithm of contour beam synthesis. There- 
fore, a beam steering sector can be both one- and two- 
dimensional, and not only a linear but of any arbitrary 
form (Fig. 1). 

Below the algorithm of reflector shaping for HA is 
presented. For demonstration of the algorithm, we 
consider two examples: 1) the offset HA with linear 
array, scanning in the sector of ±10° (beamwidth 
equals 1°), 2) HA with curved steering sector (with 
the same linear array). 

In addition, reflector aperture efficiency of the HA 
is considered. The equation, which shows the limita- 
tion on the maximal efficiency of the single reflector 
HA, is presented. 

2. REFLECTOR PARAMETRISATION 
In order to have a possibility of varying a reflector 
shape it is necessary to give a parametric representa- 
tion of the reflector surface. 

In this case, optimization of the reflector means the 
search of optimum parameters (an optimum paramet- 
ric vector) for the reflector shape representation. 
The following method of reflector parameterization is 
used in this work [I]. 

An antenna aperture is covered by a rectangular 
grid (see Fig. 2). The central node of this grid is fixed. 
All other nodes can move along OZ toward and back. 
A reflector surface is determined by the two- 
dimensional cubic spline on this rectangular grid. Z- 
coordinates of moving nodes constitute reflector pa- 
rametric vector, denoted as \i = {zi,z.2,...,Z[^]'^ . This 
vector is searching during the optimization procedure 
of reflector shaping. If it is necessary to increase a 
number of freedoms, the current spline is recalculated 
on a more fine rectangular grid (with lager number of 
nodes). 

u = sin(9cosp u = sinScos(p 

Fig. 1.  One- and two- dimensional steering sectors. 
AZ 

Fig. 2. Reflector parameterisation. 
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3. HYBRID ANTENNA REFLECTOR SHAPING 

Each element of the feeding array forms its partial 
patternff'Cp.M,), where p =^ [pi,P2,-,P„V is an 
arbitrary system of points in the far zone, e = L..A^ is 
an element number. Let us demand the coincidence of 
each partial pattern with the desired patternGd(p), 
determined by the beam steering sector, so 

G'{p,ii) = GAp),e = l...N. 

Combining all this equations, we have: 

G"'*'''(p,H) = 

G(i>(p,^) \GAP)] 

G^'HP,\^) — GAP) 

G(^')(p,H) GAP) 

G'r'ip). 

To find a solution of this system we minimise the 
norm of the distance between two patterns: 

iiiin||G*''*«'(p,n)-Gf'"(p)||. (1) 

Components of the reflector parametric vector repre- 
sent optimisation parameters. For solution of (1), we 
sequentially use two optimisation algorithms: non- 
linear least squares algorithm, which minimises square 
norm li-lb, and minimax algorithm, which minimise 
the norm of the maximum deviation iiiioo [1]. 

4. EXAMPLE OF THE SYSMEM SYNTHESIS 

As a first example, let us consider the synthesis of 
a HA with beamwidth 1° and steering angle +10° (see 
Fig. 3). The antenna is fed by the linear array of E- 
plane open-end rectangular waveguides with a=l.9X 
and b = do/N, where do = 22 X is the array length, and 
A'^ = 32 is the total element number. 

As an initial approximation for the reflector shap- 
ing, the surface of ideal focuser is used [2]. 

Dependence of the maximum antenna gain on 
beam steering angle before and after optimization is 
shown in Fig. 4. 

According to geometrical optics, HA vrith focuser re- 
flector can scan in the sector of ±10°. Owing to aperture 
phase errors, steering sector is limited down to ±6.5°. 

A HA with shaped reflector can scan up to ±10° 
with 1 dB gain variations, and 0.5 dB gain decrease in 
centre of the steering sector. 

It is necessary to note that HA with shaped reflec- 
tor has the element use factor of the value 
NI N^in = 1 -7, which is a good result for the hybrid 
antennas. 

Antenna patterns for the different location of the 
steering beam are shown in Fig.5. 

The considered above results were obtained by us- 
ing least squares algorithm. This means that in equa- 
tion (1) we use a square norm II lb . It is necessary to 
continue optimization of the HA reflector by applying 
minimax algorithm. 

The obtained gain/scan dependence is shovm in 
Fig. 6. In this case, the gain variation in the sector of 
the beam steering is equal to 0.3 dB. 

5. CURVILINEAR SECTOR OF 
BEAM STEERING 

It is possible to use the approach described above for 
reflector shaping of a HA with curvilinear sector of 
beam steering. 

In the second example, we use the same structure 
of HA as in the fist example (see Fig. 3). But the de- 
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sired sector of beam steering in this case is shown in 
Fig. 7. 

In this figure, a grey colour denotes a rectilinear 
beam steering sector, while black colour denotes a 
desired curvilinear beam steering sector. 

It is necessary to note that the beam steering in 
thissector is done only due to shaped reflector while 
the same linear array (as in the fist example) is used. 
The antenna gain vs. scan angle after reflector shaping 
is shown in Fig. 8. In this case, the antenna focuses its 
beam in different points of the curve y (see Fig. 7). 

In Fig. 8, X-axis corresponds to the beam azimuth 
on the curve y, and y-axis corresponds to appropriate 
antenna gain values. 

Fig. 9. Antenna beam in the end point of the steer- 
ing sector. 

The antenna gain variations in considered curvilin- 
ear sector constitutes 0.7 dB. 

The pattern colormap for the HA with obtained 
shaped reflector is shown in Fig.9. The point of the 
beam maximum is 7° in azimuth and 1° in elevation. 

It can be seen ft-om this figure that the beam has 
slightly different widths in azimuth and elevation 
planes (the beam has an elliptical cross-section). In 
addition, the maximum of antenna pattern is gently 
displaced from the focusing point (-r,-7°) to the point 
(-0.8°,-7°). The maximum antenna gain is 42.7 dBi. 

The considered HA with curvilinear steering sector 
can be used, for example, as a satellite antenna for the 
service of Russia. If a satellite is located in the point 
of 100°W, the considered curvilinear sector (from -5° 
to ±5° by azimuth) provide a good coverage of the 
Russia territory. So, this HA with active phased array 
feed can be used as a multibeam antenna for the 
communication system. 

6. LIMITATION ON THE EFFICIENCY 

OF THE HYBRID ANTENNAS 

Let us consider the efficiency of HA with single re- 
flector. 

Let the feed array dimension and the beamwidth 
are fixed, then there is a minimum HA reflector di- 
mension, which provides a beam steering in a given 
sector. To understand this limitation let us consider 
the following. 

A field on the reflector surface is formed by a small 
array, i.e. has a finite spectra. In addition, the reflector 
itself has limited dimensions. Therefore, there is a 
limited number of functions (excitations), which can 
effectively transfer the energy from the array through 
reflector to far zone of the antenna. Let us consider 
the following evaluations. 

For the simplicity, we assume that the reflector is 
located in far zone of the array. The dimension of the 
array beam is An_3 = \jd, ■ Xjd,^ = X^JA, where 
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dj:dy = v4  is the array area. The flare angle of the 

reflector is 5/i? , where S is the reflector area, L is 

the mean distance fi-om the array to the reflector. 
The number of orthogonal array beams (Kotel- 

nikov's samples) allocated on the reflector is 

N « {S/L^ )/(AV^) = A ■ S/{X ■ Lf . 

The A'' can be considered as number of independ- 
ent excitations that can effectively transfer the energy 
of antenna. 

Let's Q is a solid angle of the beam steering sector. 
The dimension of the antenna beam is Afi = AV^O , 

where So is effectively excited reflector area, which 
forms the beam. The number of independent (or- 
thogonal) beams in the steering sector is 

iv,,„,„ = n/An = n/{x'/So) = o • s,/x'. 

This number can not be more than the number of 
independent excitations which can form the HA, i.e. 

therefore, 

5o/5 < A/{n ■!?) = A/So ■ {So/L')/n . 

Denote as QB = Sa/L^the flare angle of the ef- 
fectively excited area. For the HA with limited sector 
of scanning, the condition fljj /Q <1 is always true. 

Therefore, we have 

So/S<A/So. (3) 

Equation (3) shows that the decrease of the array 
aperture A in comparison with the area So forming the 
beam leads to necessity to increase the reflector area S 
in comparison with ^o at least by the same value. The 
value E=So / S means the efficiency of the HA. So, 

we have 

e < A/So ■ (4) 

The last equation represents the final limitation on 
the efficiency of the HA with single reflector. 

Thus one can understand that small efficiency of 
the HA is an inevitable consequence of the wish to 
use a small feeding array. 

The equation (4) can be obtained in a more formal- 
ised mane. In addition, one can obtain that equation 
(4) takes place if the following two conditions are 
true: 

1) steering sector is rather large one, and includes 
at least more than ten independent (orthogonal) 
beams; 

2) HA is able to form a complete set of orthogo- 
nal beams in the steering sector. 

In the case of one-dimensional beam steering, the 
above equation is transformed in the following man- 
ner. The total dimension of the reflector D in the plane 
of scanning, the dimension of the effectively excited 
part of reflector Do that forms the beam, and the 
length of the feeding array are bound by the relation: 

Do/D< do/Do, 

and accordingly, we have for the antenna efficiency: 

e< dolDo . 

Equation (5) was confirmed by a number of numeri- 
cal simulafions of the HA, considered in this paper. 
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REFLECTIVITY OF ROUGH METAL SURFACES 
OVER MILLIMETER WAVE RANGE 
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Abstract 
Calculations of the reflection factor over the millimeter wave range are made on 

the basis of the theor>' of black body, the skin-effect theory and the electrodynamic 
criterion of smoothness obtained in our previous works. The results of these calcula- 
tions are compared with experimental data. Errors are estimated. The application aria 
and capabilities of this technique are noted. 

Keywords: reflectivity, rough metal surface, millimeter waves, electrodynamic 
criterion of smoothness. 

1. INTRODUCTION 

The reflection loss decreasing by appropriate surfac- 
ing is one of actual problems of electrodynamics of 
large powers of millimeter and submillimeter ranges. 
There is a divergence between calculated and meas- 
ured values of reflection losses appearing as a result 
of mechanical or chemical treatment of the metal sur- 
face. These stray-load losses lead to the surface ther- 
mal degradation and increasing of the same losses. 
The given work is devoted to the development of the 
method of calculation of reflectivity of rough metal 
surfaces with a definite profile of average irregularity 
on the basis of investigations [I, 2]. The simulated 
results are compared with experimental data [3]. 

2. SPECTRAL HEMISPHERICAL 

REFLECTIVITY OF A ROUGH METAL 
SURFACE 

According to the paper [4], the spectral hemispherical 
reflectivity R^ is determined by 

Rx ^rA/{l-r{l-A)), (I) 

where r is the smooth metal surface reflectivity; A 
is the smoothness factor. 

A = s/S,[S] (2) 

where s is the irregularity aperture area; S is the 
area of the effective reflecting interior rough surface. 
For refractory metals the value of r at A > 1 |im can 
be determined by Eq. [6] 

r = 1 - 5.8 ■ 10 ■"i X-6' (3) 

where T  is the heating metal thermodynamic tem- 
perature, K; 6 is the thermal conductivity, W/(mK). 

For calculating the spectral hemispherical reflectiv- 
ity of the rough metallic surface it is necessary to de- 
termine its smoothness factor depending on the average 
irregularity profile. The real roughness often has no 
regular geometric shape, but to some extent it verges 
towards this [4]. To a first approximation it is enough 
to investigate V-shape grooves on the metal surface as 
a result of its primary treatment [5]. The finishing of 
the metal surface, been brought up to size, leads to the 
irregularity top cutting and trapezoidal groove forma- 
tion on the surface [ 1 ]. The smoothness factor of metal 
surfaces with V-shape and trapezoidal grooves was 
obtained in papers [1, 8]. The irregularity profiles ac- 
quired due to the blade processing of metal is described 
more precisely by the Gaussian curve [9]. The expres- 
sion for the smoothness factor of the Gaussian groove 
was derived in the paper [9]. However, there was no 
comparison of calculated results with experimental data 
presented in papers [1,2, 8]. Besides there is no estima- 
tion of errors arising at the use of obtained expressions. 

3. FIELD PROPAGATION CONSTANTS 
INSIDE ELEMENTARY VOLUMES OF THE 

GAUSSIAN GROOVE 

The 3D image of the Gaussian average groove with 
metal walls is shown in Fig. 1. A nonpolarized plane 
wave (wave with random polarization) is incident on 
its aperture (in the plane xy) from the half-space 
2: < 0. On corrugation ridges located along the y - 
axis the nonpolarized wave is decomposed into a pair 
of uncorrelated waves with orthogonal polarizations 
and identical average amplitudes: the E-wave with 
the polarization vector H,,  and  //-wave with the 

polarization vector £',^. The E - and // -waves, sepa- 

rately fi-om each other, excite the field inside the 
groove whose sides form a waveguide with variable 
wave impedance dependent on z . 

0-7803-7881-4/03/$17.00 ©2003 ffiEE. 
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Let's divide the groove into A'' volumes by planes, 
parallel to the plane xy and arranged at a distance of 
Az from each other. Between planes z — nlS.z and 
2 = (n + 1) Az (n = 0, 1, ..., iV - 1) we enter 
the moving coordinate C • In each of N volumes the 
groove walls is approximated by the exponential 
transmission line, so that in each elementary volume 
for the wave propagating along the z -axis the wave 
impedance is determined by 

Z, (C) = ^.(c=o) exp{cC} when 0 < ( < Az .(4) 

The Gaussian groove profile and its approximation 
by exponential sections are shown in Fig. 2. On parti- 
tioning the groove into 20 elementary volumes the 
arithmetic average error of the wave impedance along 
the full groove does not exceed 5 %. The error distri- 
bution into volumes is irregular (Fig. 3). The increase 
of the number of volumes results in the decrease of 
the approximation error in the first layer. Values of 
the wave impedance errors in last and penultimate 
layers do not depend on the quantity of elementary 
volumes and have the peak value. However the con- 
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Fig. 4. Dependence of the reflection loss on frequency 

tribution of these two layers to the magnitude of the 
reflection factor is negligible that allows excluding 
them from consideration. 

As the interval Az inside the elementary volume 
is small, the longitudinal wave number 7 is consid- 
ered constant. The expression of the factor c, see (4), 
corresponding to the Gaussian groove, was obtained 
in the paper [2]: 

-(1-^-^) . (5) 
2[L-^(l-e-l)]e(l-0' 

Propagation coefficients of the current Tj and the 
voltage Tu inside the interval Az are determined by 
characteristic equations 

where x is the attenuation coefficient of the 
waveguide field. The parameter p depends on the 
wavelength A and is determined by the expression 

-If (7) 

A part of the groove which reflects effectively the 
incident wave can consist of two areas: the area with 
the propagating wave (Re(p) ^^ 0) and another area 
without the propagating wave (Re(p) = 0), but the 
field strength is not attenuated yet by factor of e (in 
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accordance with the skin-effect theory). All irregulari- 
ties can be subdivided into three classes depending on 
their parameters: into grooves of the first class with the 
propagating wave area, and grooves of the second class 
without propagating wave area and where the field is 
attenuated more then e times, and into grooves of the 
third class without the propagating wave area and 
where the field is attenuated less then e times. 

4. COMPARISON OF CALCULATED VALUES 
OF THE REFLECTION LOSS FACTOR 

WITH EXPERIMENTAL DATA 

The experimental data [3] correspond to the last case of 
irregularity classification. Consequently the whole in- 
side surface of the groove reflects effectively the inci- 
dent field. The calculated values of the reflection loss 
factor and experimental data are shown in Fig. 4. At a 
definite ratio of the irregularity aperture p to its height 
a the calculated values coincide with experiment data. 

5. CONCLUSION 

The method of calculation of the reflection coefficient 
of a rough surface developed in this paper gives good 
coincidence of the calculated results with experimen- 
tal data. The errors arising during implementation of 
this method, are small enough and can be minimized. 
The method can be applied to estimate parameters of 
rough surfaces and their radiation properties in the 
millimeter, submillimeter and infra-red waveband. It 
should be noted that the known method [3] of calcula- 
tion of the reflection loss on rough metal surfaces has 
limitations in a shortwave part of the millimeter 
waves and for shorter waves. 
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Abstract 
The leaky-wave antennas in the form of closely spaced transverse slots cut in a 

broad wall of rectangular waveguide were investigated. The thickness of waveguide 
walls and interaction between slots were taken into account in numerical calculations. 

Keywords: Leaky-wave antenna, rectangular waveguide, transverse slot set. 

1. INTRODUCTION 

There are no exact analytical investigations of leaky- 
wave slotted-guide antennas. Often a simplified model 
of antenna is used or equivalent circuit theory is ap- 
plied. In some case, it is made a guess that the radiat- 
ing array is infinite periodic one with half-wave 
approximation of field within a single slot. The thick- 
ness of waveguide walls is not taken into account in 
such investigations. 

The proposed below method allows one to investi- 
gate multielement slotted-guide antenna sufficiently 
rigorously and to solve inner and outer problem for 
antenna in the form of closely situated transverse slots 
cut in the broad wall of a rectangular waveguide. 

2. PROBLEM DEFINITION AND SOLUTION 

METHOD 

The set of closely spaced transverse slots is cut in the 
broad wall with thickness t of rectangular waveguide. 
The slots may be with different dimensions in length 
and width and can be situated arbitrary as to the cen- 
terline of the broad wall of rectangular waveguide 
(Fig. 1). 

The unknown fields in the surfaces of slot with a 
number n which verge on inner and outer spaces of 

waveguide (.B,^/' and E^'P respectively) is represented 
in expanded form of linear-independent vector- 

function of slot e„, with complex coefficients FJ^ 

and T>i2) [1]. 

Then the field in the aperture of multislot system 
may be written as follow: 

E^m^J2E\p = Y:J:v^H,,.   (1) 
w = l =1,;=1 

Fig. 1. Transversely slotted waveguide geometry 

Considering narrowness of slots it is made a guess 

that the field E has across slot direction and does not 
depend on transverse coordinate. Then the vector fiin- 
damental functions of slot can be written as 

Z       .     QTT / 
p       =  Rin       .T — e«,5 = T-sm- (2) 

where x, z are the coordinates along and across of a 
slot respectively, z° is a unit vector. 

After substitution of (1) in to the continuity equations 
of magnetic field tangential components on exterior and 
interior surfaces of slots, we obtain the set of algebraic 
equations for unknown V^}\ andl'^i^', as in [1]. 

Self and mutual, inner and exterior conductiviries 
of slots and conductivities of slot volume space are 
coefficients of the obtained set of equations. 

After determination of the electric field in antenna 
aperture according to the expression (1), we deter- 
mine radiation and directional characteristics of an- 
tenna, as in [1]. 
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3. CALCULATION RESULTS 

First of all consider the properties of a single trans- 
verse slot in the broad wall of rectangular waveguide 
should be investigated. This information is necessary 
to design multielement antennas. 

Fig. 2 shows the radiation coefficients \r^f for slots 
of the electrical length l/X = 0.469 and differing 

width d/l versus thickness of waveguide walls <. The 
slots are cut in the waveguide of cross-section 
0x6 = 23x10 mm^. For the case of narrow slots, 
the energetic coefficients strongly depend on walls 
thickness t. Changing the proportion by d and t it is 
possible to change |rj;p. This is very important for de- 
sign of antenna array with a great number of radiators. 

Consider the leaky-wave antenna consisting of 20 
slots cut symmetrically regarding centerline of a wide 
wall of the waveguide. The slots placed at a distance 
Az = 0,375A and excited by field of Hio wave 

with A = 32 mm have identical length (//A = 0.4) 

and width (d/l = 0.077). The magnitude field dis- 
tribution in the aperture of such an antenna is shown 
in Fig. 3 (curve 1) 

The radiation pattern of the antenna is presented in 
Fig. 4 (curve 1). Sidelobe level of the radiation pattern 
is -10 dB. Therefore, we shall create in the given an- 
tenna such magnitude distribution, which would shape 
radiation pattern with an acceptable sidelobe level, for 
example, decreasing distribution to the edges of the 
system. Such a distribution can be obtained if to select 
length of each slot in appropriate way. Magnitude 
distribution shown in a Fig. 3 (curve 2) is shaped in a 
set of slots, which length varies according to the graph 

/ /!=0.469 

t, mm 

Fig. 2. Radiation  coefficient  versus thickness  of 
waveguide walls. 

1^ 

in Fig. 5. Corresponding radiation pattern is shown in 
Fig. 4 (curve 2). As evident, sidelobe level decreased 
to-19 dB. In this case |rsP=0.89. 

In practice exterior dielectric covers of antennas in 
the form of one or more layers with finite width of 
different dielectrics have often used. This implies that 
the characteristics of antennas are change. The prob- 
lem about radiation of an antenna with exterior dielec- 
tric in layers is more complicated mathematically than 
radiation in space filled by dielectric. As follows from 
[2] the radiation from a slot covered by a dielectric 
layer of O.SA^ (A^ is the wavelength in space filled by 
dielectric with permittivitye*) practically does not 
differ from the case of radiation of an antenna in 
space completely filled by such a dielectric. 

Fig. 6 shows directivity, gain and radiation coeffi- 
cients (D , G and IT^P respectively) of the above- 
considered antenna versus permittivity e" of outside 
dielectric. 

The functions D = f{e') and G = f{e'') reach 

maximal values at certain value of e*". Moreover the 
main lobe of the radiation pattern is sharpened and is 

F, 
dB 

-20 

A \ 

? V 
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45 90 135 e" 

Fig. 4. Radiation patterns. 
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Fig. 5. Length of slots versus slot number 
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Fig. 3. Magnitude distribution. 

20 n 
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Fig. 6. Directivity, gain and radiation coefficients 
versus permittivity e-*^. 
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Fig. 7. Radiation patterns 

30 35 40 ^MM 

Fig. 8. Radiation coefficient versus wavelength. 

deflected from waveguide axis at location of the 
dielectric as contrasted to case e'^ = 1. Fig. 7 shows 
the radiation pattern of antenna with e^ = 1.45 at 
which maximum of function G — f{e^) is reached. 
In this figure the radiation pattern of the antenna with 
e" =1 is shown. The directivity coefficient of the 
antenna covered by the dielectric has increased by 
8.8 % and the gain has increased by 21 % whereas the 
radiation coefficient has also increased. 

Consider frequency properties of the given type of 
antennas. The operating frequency band is resfricted 
to the following factors. With decreasing wavelength 
sidelobe level of radiation pattern increases and with 
increasing wavelength radiation coefficient decreases. 
Fig. 8 shows the radiation coefficient versus wave- 
length for the investigated antenna of 20 slots with 
dielecfric cover and without it. 

Application of dielectric cover makes it possible to 
increase directivity coefficient over the broad fre- 
quency band and to increase radiation coefficient over 
long-wave band. It allows one to extend operating fre- 
quency band. Fig. 9 shows the radiation patterns of the 
antenna covered by dielectric with e" = 1.45 at dif- 
ferent values of wavelength: A = 30 mm (curve 1), 
A = 35 mm (curve 2), A = 40 mm (curve 3). 

Decreasing of sidelobe level of the radiation pat- 
tern can be achieved by using antennas array with 
space tapering of radiators. Fig. 10 shows the radia- 
tion patterns of the antenna of length 13.44A consist- 
ing of 50 slots with I = 0.33A with constant distance 
between slots Az — 0.27A (curve 1) and the radia- 
tion pattern of the given slot set, in which distance 
between slots Az,, = z„_,.i - z„ varies sinusoidally 
versus number  n . It is shown that sidelobe level 
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Fig. 9. Radiation patterns. 

F, 

Fig. 10. Radiation patterns. 

managed to decrease. Radiation coefficient of antenna 
islFsp =0.88. 

Calculations have shown that it is possible to im- 
prove considerably the radiation pattern, when using 
slot set in which the slot length l„, the distances be- 
tween slot Az„ and position of slots in a wide wall of 
the waveguide x„ are fiinctions of the number of 
slots. Fig. 10 (curve 3) shows the radiation pattern of 
antenna with length 13.44A consisting of 50 slots. In 
this antenna dependences In , Az,,, and a;„ versus 
number of slots n vary similar to half-wave of sinu- 
soidal fiinction. 

4. CONCLUSION 

The problem of radiation of leaky-wave antennas in 
the form of closely situated fransverse slots cut in a 
broad wall of rectangular waveguide has been solved. 

The numerical calculations have shown that in such 
slotted-waveguide anteimas the shaping of the given 
magnitude-phase disfribution is possible by selection 
of sizes of slots, distance between them and position 
of slots in a wide wall of the waveguide. Therefore it 
is possible to create antenna with radiation pattern of 
necessary shape and sidelobe level. 
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Abstract 
The expression for the inner mutual admittance of inclined slots in a narrow wall 

of a rectangular waveguide with broad wail penetration was obtained. The expression 
for the radiation pattern was obtained. The radiation patterns and magnitude distribu- 
tions of antenna with closely spaced slots are presented. It is shown the possibility to 
create magnitude distributions in aperture by means of variation of tilt and dimen- 
sions of cut in the broad walls of a waveguide for each slot. 

Keywords: Antenna, leaky-wave, waveguide, slot, radiation pattern, magnitude-phase 
distribution, mutual admittance. 

1. INTRODUCTION 

Narrow slots in a side surface of a waveguides have 
widely used in SHF techniques as independent radia- 
tors and as functional elements of equipment of an- 
tenna-feeder sections and guide-slotted arrays. 
Designing of antenna arrays with titled slots in a nar- 
row wall of a rectangular waveguide is complicated 
because no adequate theory exists regarding the be- 
haviors of a single slot. 

In the work [1], expression for a slot admittance in- 
cluding broad wall penetration was obtained. It has 
been found from this expression that the slot resonant 
length is 0.4625Ao (^'S the wavelength in free 
space) for arbitrary angles of inclination. This is not in 
agreement with the experimental and computed data 
obtained by the other authors. 

The difficulty with applying the method of mo- 
ments approach to the study of such slots is that the 
form of the Green's function outside the waveguide is 
not known analytically. Therefore some type of ap- 
proximation must be used, for example, such as 
wedge type external Green's function proposed by Jan 
et al. [2]. However, the moment method analysis with 
such a complicated external the Green's function is 
quite time consuming and the results are found to be 
rather susceptible to the numerical errors. In the work 
[3], the problem of titled slot in the narrow wall of the 
rectangular waveguide using the finite-difference 
method is solved. Method is not require knowledge of 
Green's function, and is simple to program. However, 
large amounts of computer memory and calculations 
time are fully restricted of a practical using of this 
method. 

The purpose of this paper is to build a mathemati- 
cal model to calculation of characteristics slotted- 
guide leaky wave antenna with inclined slot in a nar- 
row wall of a rectangular waveguide. 

2. FORMULATION OF THE PROBLEM 

There are N of inclined slots in the narrow wall of 
infinite waveguide with wall thickness t, cross section 
axb with medium parameters of a waveguide cavity 
£,/i (Fig. 1). Let us denote as Lj,lj,dj,'dj respec- 

tively slot length inside a waveguide, broad wall pene- 
tration, width of slot, angle of slot title and Zj is the 

shift along waveguide center of the slot with num- 
ber j (j = 1,2... TV ). 

Waveguide is excited by dominant mode Hm of 
wavelength in free space Ao. Aperture of the slot is con- 
sidered as three linear parts and distribution function of 
electric field e^;(u) in a slot is presented by cosine half- 
wave as in [6]. Assume slots to be narrow and electric 
field in aperture each of slot e,/ ^ has transverse compo- 

nent predominantly (e,, j = v"e,t j{uj), where vf is 

Fig. 1. Geometry of the antenna 
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the basis vector across slot, Uj is the local coordinate 

along part of the slot from center each of part). 

3. THE MUTUAL ADMITTANCE 

Inner mutual admittance of the slots in the general 
form according to [4] is defmed as: 

Ylf =^ f e,,,{u.,)HTiesn)dS , (1) 

where 8^12 is the square of aperture of the second slot; 

H^u*{esii) is the projection on the second slot axis of 

the magnetic field, excited by the first slot inside a 
waveguide. Considering that areas of the slot location 
are not overlapped along the waveguide, magnetic field 
in this area can be presented as Fourier series expansion 
on a complete set of rotational eigenfimctions of a 
waveguide volume occupied by a slot [5]: 

H±u{^sn) — 2^ ^±?mjl-^±wm  + ^^imnl^itnn >(2) 
in,n vi,n 

where F|,„„ , H±mn are the rotational eigentlinctions 

of a waveguide, Clmni and C±„,„i are traveling 
waves magnitudes of E,„„ - H £[,„„ - types respec- 

tively, that propagating from the first slot to 2: < 0 
(sign «-») and z > 0 (sign «+»), as in [4]: 

1      Vr 01 

Nmn   di 
Je,n{u,)H<t^dS,       (3) 

where i\r„„, is the normalization factor; FQI is the 

voltage between edges of the first slot. Using (2), (3) 
from (1) the inner mutual admittance expression is 
obtained: 
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In(4)Fi\ F/, F/, F/ and variables included in it 

are calculated by the first slot geometry. The 

Fii y-ii Fii ^2 are calculated by the second slot 

geometry, e„ = EQE , //„ = /XOM , where EQ and fj^ 

are an electrical and magnetic constant. 
To define the exterior own and mutual admittances 

the approximation formulated in [6] can be used, pre- 
senting the exterior surfaces of the investigated slots 
as equivalent linear slots, which radiate in a half-space 
limited by an infinite plane. In this case slots length is 

b + 2t 
defined as 2Lf 

^ COS 17 
+ 2L + 2t. 
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4. RADIATION PATTERN 

Consider slots to be linear and radiate in a half-space 
limited by an infinite plane. Then electric field in the 
slot is presented as 

ing expression: 

Q j{Uj) = -jr--cos 
■KUj 

2Zf (5) 

where VQJ is the complex field magnitude in a center 

of j -th slot. 
Observation point M (Fig. 2) is characterized by 

coordinates of the spherical system■d, tp, r with 
center point in center of the slot. 

The electrical field intensity that created in obser- 
vation point as in [4] is 

^.(^'V'^r) = l^/[f°, J/" y^^-dS,   (6) 
47rr 

s., 

where r, = UjUj + VjVj, J/" = u^e^i j. 

After integration procedure of the expression (6) 
per the slot square the intensity field expression cre- 
ated by thej-th slot in the observation point is ob- 
tained: 

= ,.      ,     ^^^oi   •i'je-"-^     cos(x) 
2Ao7r 

1 -m 
■2sm\kj,.-^ 

(7) 

27r 

(Q„i^"-/3„^«), 

where k = —,x^ ky„Lj, 

Ou = cos0cos(y) -'Oj),   7„ = sm9cos{(p - i9j), 

A; = sm{'dj -(p), 7„ = sinds\n{ip -■dj). 

The electrical field intensity created by a set of 
slots in the observation point is defined by the follow- 

N 
E{e,ip,r) = Y^Ejie,ip,r)    e ikz, sin 5 

(8) 
j=i 

where j is slot number in array. 
To define values of the voltage magnitudes on the 

slots Vo j method of magnetic motive force in accor- 

dance with [4] is used. 
In this case, inner mutual admittance is computed using 

the formula (4). Expression F{6,(p)=       - 

defines the radiation pattern of the set of slot. 

5. CALCULATIONS RESULTS 

The radiation patterns and magnitude-phase distribu- 
tions of antenna of 30 slots with width dj = 1.5 mm 

in narrow wall of the rectangular waveguide with wall 
thickness t = 1 mm and cross section 23 x 10 mm^ 
were computed by expression (4), (7). In this case, all 
slots were titled in the same direction and the distance 
between slots was 13 mm. 

Waveguide is excited by dominant mode with fi-e- 
quency / = 8.0 GHz. 

In Fig. 3 the radiation pattern of antenna is pre- 
sented, when title angle of all the slots are the same 
i9j = 30"  and value of slot penetrations in broad 

walls of a waveguide is changed along aperture as 
cosine function. 

The radiation pattern has side lobe of about -20 dB. 
Radiation coefficient of such an antenna is about 0.8 
and reflection coefficient is 4.0 • lO""*. The major 
lobe of the radiation pattern deviates fi-om normal to 
aperture as far as a linear phase distribution of the 
electric field in aperture is formed. In this case as 
shown in Fig. 4 magnitude distribution drops down to 
the edge of aperture. A symmetric magnitude distribu- 
tion can be created if decreasing of last slots excita- 
tion be compensated by increasing of their title angles. 

The radiation patterns are presented in Fig. 5. The 
corresponding magnitude distribution of antenna for 

Fig. 2. To definition ofradiation pattern of the slot Fig. 3. Radiation pattern 
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the case, when title angles of the slots vary along ap- 
erture of antenna as cosine-square (curve 1) and co- 
sine-cubic (curve 2) functions is presented in Fig.6. 

In the second case, it possible to create radiation pat- 
tern with lower side lobes level. In this case radiation 
coefficient within the limits l^gp = 0.82...0.85 and 

reflection coefficient is | Tj |'^ = (2.3... 2.5) • lO"*". 

F,dB 
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Fig. 4. Magnitude distribution 
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Fig. 5. Radiation patterns 

6. CONCLUSION 

In the present work, a mathematical model to calcu- 
late the characteristics of antenna with inclined slots 
in a waveguide is developed. The method of magnetic 
motive force is used. It has been shown that magni- 
tude distribution in the antenna aperture can be cre- 
ated by variation of title angle and penetration depth 
of the slots into broad walls of waveguide. In this 
case, it is possible to obtain high value of the radiation 
coefficient and low value of the reflection coefficient 
in a waveguide section. 
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Abstract 
.On a basis of the asymptotic method of averaging the approximate analytical solu- 

tion of the integral equation concerning a magnetic current in slot-hole coupling aper- 
tures of electrodynamic volumes was obtained. There are presented some expressions 
for currents and scattering characteristics of the transverse and longitudinal slots in 
the common broad and narrow walls of rectangular waveguides. The comparison 
with the results obtained by other methods is carried out. 

Keywords: narrow slots, waveguides, integral equation, asymptotic solution. 

1. INTRODUCTION 

The problem of electromagnetic coupling of two 
waveguides through apertures in their common walls 
is the classical problem, which starting with paper [1] 
has been attracting attention of many researchers. Par- 
ticular place among coupling apertures occupies the 
narrow slots a length 2L of which is commensurable 
with operating wavelength A. The investigation of 
such slots located both in the broad and in the narrow 
walls of rectangular waveguides were carried out by 
various methods, namely: analytical [2, 3], variational 
[4, 5], numerical [6] and also equivalent circuits 
method [7, 8]. 

However, all the mentioned methods have some 
drawbacks. The numerical techniques have not suffi- 
cient clearness and simplicity to understand the physi- 
cal processes. The analytical solutions have the 
limited range of applicability (fcL^7r/2, where 

fc = 27r / A). The variational method and the method 
of equivalent circuits suppose the presence of the in- 
formation a priori about distribution function of the 
equivalent magnetic slot current, which in some cases 
is even approximately unknown (for example in the 
case of electrically long slots). 

In this paper the asymptotical method of averaging 
is employed to obtain the general analytical expres- 
sion for a magnetic current in the slot. This expression 
can  be  applied  both  for adjusted  (kL = mr/2, 

n — 1.2,3...) and for unadjusted {kL ^ mr/2) slots 
coupling two waveguides with different cross-section 
sizes in the general case under exciting ones with arbi- 
trary fields of impressed sources. 

2. THEORY 

Let two volumes limited with ideally conducting flat 
surfaces be coupled between ones with an aperture cut 
in the common infinitely thin wall. Using the discon- 
tinuity of tangential magnetic field on the boundary 
surface 5,; of the coupling aperture the following 
integral equation for an equivalent magnetic current 
can be obtained: 

(graddiv+ k')[G^,{r,r')J"'{r')dr' = 

i: (1) 

Here f and f' are the radius-vectors of observation 

point and source; <7"'(i^) is the surface density of 
magnetic        current        on        the        aperture; 
G^, (f, r') = G:„ (r, r') + (?', (r, r'), G^^ {r, r') are 

the      magnetic      dyadic      Green's      functions; 

H^{r) = H{i{r) - H^{r) are the fields of impressed 
sources in the internal (index " i") and external (index 
"e") volumes. 

Functions G^,f{r,r')  may be represented as fol- 

lows [9]: 

G;;;'(r,r') = /G(r,r') + (7^;;,(r,r'),        (2) 

where I is the unit dyadic, 
G{r,r') = e-''l^""l I \r -r' \ is the Green's func- 

tion of the free space, (7,^;), {r, r') are the regular dy- 

adic  functions providing satisfaction  of boundary 
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conditions for G^;'{r,r') on the internal surfaces of 
coupled volumes. 

Equation (1) is sufficiently complicated for analy- 
sis.    However    for    narrow    slots    (d/2L <^ 1, 

rf / A < 1, d is the slot width) it is simplified. In this 
case the current in the slot can be represented as fol- 
lows (index " m " is omitted): 

Jir) = eAs)x{0, Ji±L) = 0, JxiOd^ = 1, (3) 
i 

where 5 and ^ are the longitudinal and transverse 

local slot co-ordinates; xiO is the set function, ac- 
counting features of electrostatic field on the slot 
edges; e^, is the unit vector. Thus, a problem of find- 

ing the current J{f) by given field Ho{r) is reduced 

to determining the current distribution function J{s). 
Let us assume further that the slot is rectilinear and 

the impressed field in external volume is absent: 

Hl{r) = 0. Then, substituting expressions (3) into 
(1), we obtain: 

\^ 
+ A;2 U J{s')[Gl{s,s') + Gi{s,s')]ds' 

ds^ 
-L 

Gf{s,s') = 2- 

-jwjff,i,(s) 

Ris,s') + G^(s,s'), 

,(4) 

(5) 

R{s,s') = ^{s-sf +{d/4:f 

It is accounted here that for sources on the surface 
G"{s,^;s',^') = ■2iGis,^;s',^') + G^''is,^;s',e) 

and 

Gis,s') = jG{s,ey,i')x{i')d^', 

G^\s,s') = jG'/{s,^;s',e)xii')de. 
(6) 

It should be noted that in kernel (5) of the integral 
equation (4) the approximate expression of R was 
used, namely dependence on transverse coordinate 
was chosen in form of (^ - ^'y^^ = {d/Af, as it was 
used in the vibrator antenna theory [10]. This is cor- 
rect with the satisfactory accuracy for slots in the 
metal surfaces [11]. 

Isolating the logarithmic singularity in equation (4) 
we obtain integral-differential equation with small 
parameter: 

ds^ ^ ' (7) 
= a{ia;Fo,(s) + F[s,J{s)] + Fo[s,J{s)]] , 

in which a = l/(81n(d/8L)) is the natural small 

parameter of the problem (| a |<C 1), HQg{s) is the 

component of the field of impressed sources along the 
axis of the slot. 

F[s,J{s)] 

= 4 
dJ{s') e -ikR{s/) 

ds' 

(2dJ{s) 
[    ds 

L 

R{s,s') 

d) 

+ 

+ Jis) 
ds 

1 

R{s,s') 
+ 

(8) 

R{s,s') 
dV(s') 

ds'-' 

d^J{s 

ds' 

+ l^J{s') 

- + k^J{s) 

■ikR{s,s') _ 

ds' 

is the own field of the slot in an infinite screen; 

F,[s,J{s)] = 

L 

+ .^\GUs,s') + Gl{s,s')] 

+ I 
-L 

d^J{s') + fc'V(s') 
(9) 

x[GL{s,s') + GUs,s')]ds' 

is the slot own field repeatedly reflected from the 
walls of coupled volumes. 

Further, following the variation method of arbitrary 
constants, execute the change of variables: 

J(s) = A{s)cosks + B{s)sinks  ,        (10) 

By the latter the equation (7) is transformed into 
the next system of integral-differential equations con- 
cerning unknown functions ^4(5) and B{s) 

As) {iivHo.is) + 

+ FN[S, A{S) , A'{s), B{s), B'{s) ]} sin ks, 

a (11) 
B'{s) = +j{iuHos{s) + 

+ FN[s,A{s),A'is),B{s),B'{s)]}cosks, 

where A'(s) = dA{s)/ds , B'{s) = dB{s)/ds, 

Ffi = F + Fo is the full own field of the slot. 
The obtained equations are complete equivalent of 

equation (7). These equations represent the system of 
integral-differential equations of standard type, unre- 
solved in derivative. The right-hand side of these 
equations are proportional to the small parameter a. 
Therefore the functions A{s) and B{s) in the right- 
hand parts of the equations (11) can be considered as 
slowly varying functions. To solve the system of 
equations (11) it is possible to use the asymptotic 
method of averaging. Substantiation of applicability 
of this method to the systems like (11) and the tech- 
nique of its solution are grounded by Philatov [12]. 
Then, associate the system of equations (11) with the 
simplified system, at which in the right-hand sides of 

International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine     281 



M. V. Nesterenko and V. A. Katrich 

equations (11) A'{s) = 0 and B'{s) = 0. Performing 
in this system the partial averaging by explicitly enter- 
ing variable s, we obtain two equations of the first 
approximation: 

A'{s) = -al^HoAs) + FN[s,A,B]\smks , 
(12) 

I    (13) 

Wis) = +al^Ho,{s) + FN[S, A,B]\cosks , 

in which Gf{s,s') = G',{s,s') + Gi{s,s'), 

FN[S,AB] = 

= [I(s')sinfcs' - Bis')cosks']Gf{s,s')\_^ . 

Integrating the system (12) and substituting the ob- 
tained values A{s) and B{s) as a approximating 

functions of A{s) and B{s) in (10), the most general 

asymptotic expression of the current in the narrow slot 
at its any position concerning the walls of the coupled 
volumes is obtained in the following form: 

J{s) = A{-L) cos ks + B{-L) Bin ks + 
8 

+ aj\^HoAs') + FN[s',A,B]'^x     (14) 

X sin k{s — s') ds'. 
-L 

To define the constants A{±L) and B{±L) it is 
necessary to use boundary conditions (3) and condi- 
tions of symmetry, which are uniquely connected with 
the way of the slot excitation. Then, taking in consid- 
eration symmetrical (index "s") and antisymmetrical 
(index " a ") components of the current under arbi- 
trary slot excitation the  Ha,{s) = Hu,{s) + Ho,{s) 

with accuracy not more than terms of an order a^ we 
have definitively: 

J{s) = J'{s) + J°(5) = 

= Q- 
VJJ 

J Hasis') sin k{s-s')ds' 

sin kiL + s)J m,{s') sin k{L - s')ds' 
 ^L  

sin 2kL + aN, {kd, 2kL) 
L 

smk{L + s)JHS,is')sink{L - s')ds' 
        -L  

(15) 

sin2kL + aNa{kd,2kL) 

where N„(kd,2kL) and Na{kd,2kL) - the functions 
of the own field of the slot, are accordingly equal 

Ni{kd,2kL) ^ 

L 

= J[Gf{s-L) ± Gf{s,L)]sink{L -s)ds, 
(16) 

and which are completely defined with Green's func- 
tions of coupled volumes (infinite or half-infinite 
waveguides, resonators etc.) 

As an example, let us consider the coupling of two 
identical rectangular waveguides with cross-sectional 
dimensions axb through the symmetrical transverse 
slot cut in the common broad wall and through the 
longitudinal slot in the common narrow wall. 

2.1.  SYMMETRICAL TRANSVERSE SLOT IN 

BROAD WALL 

In this case Ho,{s) = Ho,{s) = Ho cos(7rs/o) and 

J(s) = -aHo X 

iu} {cos kscos(7rL/a) — cos kLCOS{-KS/a)} (17) 

i^[coskL + aN{kd,kL)] ' 

where 7^ = k'^ -{n/af, HQ is the amplitude of 
the incident wave, falling from 2 = -00 (region 1), 
N,{kd,2kL) = 2 sin kLN{kd,kL). 

Reflection (in region 1) and transmission (in re- 
gion 2) coefficients (| S^ |and | S^ | accordingly) in 
the first waveguide and forward (in region 4) and 
backward (in region 3) coupling coefficients | S^^ | 

and I 5i3 | into the auxiliary waveguide are equal to 

Airaf {kL,TrL / a) 
abk'y[cos kL + a2N{kd, kL)] 

\Sn\ = \l + i\Su\\, 

f{kL,TrL/a) = (18) 

_    sinkLcos —L — -^ cos kL sin —L 
2cos-i ^ ^^?-^_ 

a l-{7r/kay 
a 

cos kL I .   2-KL     2nL\ 
7 r sin +   . 
(27r/A;a)\        0. a   I 

2.2.   LONGITUDINAL SLOT IN NARROW WALL 

For a longitudinal slot the component of the field 
of impressed sources along slot axis equals 
■ffo.f(*) = ffo exp(—175) and 

J{s) = J'{s) + J^is) = aHo 
tw 

x|   e-^' - 

{n/af 

+ cos ks cos 7Z/ 
coskL + aN''{kd,kL) 

sinfcssin7L        1      (1°) 
+ t 

sinkL + aN''{kd,kL) 

N, {kd, 2kL) = 2 sin kLN' {kd, kL), 

N„{kd,2kL) = 2coskLN''{kd,kL). 

} 

For reflection, transmission and coupling coeffi- 
cients the following expressions were obtained: 
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|5n| = |5i3| = 

47rQ 

abkj 

1^12 1 = 

f(kL,jL) + r(kLnL)- 

sin 2jL 
2kL- 

27L   J 

l + '^{fikL,jL)-rikLnL)- 
abk'j 

-2kL}\, 

|5i4|-|5i2-l|, 

rikL,^L) = 

sin kL cos jL - (7/fc j cos kL sin jL 

[1 - (7/fc)'^][cosA;i + aN'{kd,kL)] 

r{kL,^L)^ 

cos fci sin 7^-17/A; j sin kL cos 7L 

[1 _ {^^jk'jWsmkL + aN''{kd,kL)] 

(20) 

2 cos 7L - 

= 2sin7L 

3. NUMERICAL RESULTS 

In Fig. 1 the plots of dependencies of coupling coeffi- 
cient Ci3 = 201og|5i3| on the length of the symmet- 
rical transverse slot cut in the common infinitely thin 
broad wall of two identical rectangular waveguide are 
represented for various methods of the calculation. It 
is seen that the averaging method, the variational 
method and the method of moments give the slot 
resonance length 2L ^ 0.47A ("shortening" of slot). 
On the other hand quasi-static antenna method and 
equivalent circuits method ("reaction" method) pro- 
vide the resonance value of length 2L = 0.5A that 
does not correspond to reality. The difference between 
values of Cy^ calculated with the averaging method 

i-15 

o 

-'—1— 
*»«, 

■ >^*^\^;^'' V 
- ^^     y^^ s 

• ^^/^ ,.f 
- ^ /^'/'' 

■ 

' 
/■•' ,^ ,' 

^ 
...--<^ 

^^ ,''     Averaging method 
- 

^ 
■^■^^ 

*-  Variational method [41 

..^ y ^  Moment method [6] _ 
f ^'    y  "Quasi-static" method 3] 

('  "Reaction" method (7) 

10 11 12        13        14 
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17 
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-T 1 1 \ ] ! !                       I 
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 D 

— 
1 >, /; 

1 1 i i i 1 i       ; _ 
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Slot length / wavelength (2L/ ) 
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Fig. 2. Coupling and directivity versus relative slot 
length for a longitudinal slot in the common 
narrow wall between a pair of rectangular 
waveguides, with a = 23.0 mm, 
6 = 10.0 mm, d = a/15, j/o=:6/2 is 
the slot axis position, A = 28.75 mm. 

and other methods for short slots is explained evi- 
dently with increasing the small parameter a, that 
leads to increasing the inaccuracy, when solving the 
equation (7). 

In Fig. 2 the plots of dependence of coupling coef- 
ficients Ci3 and Ci4 =201og|5i4| and directivity 
B = 201og(|5i3|/|5i4|) versus 2L/A for the longi- 
tudinal slot, coupling two rectangular waveguides 
through the common narrow wall of the finite thick- 
ness, are shown. 

It is seen from the plots that increase of the electri- 
cal slot length leads to increase of the differences be- 
tween values Ci3 and Cu near resonances 
{kL « n7r/2, n = 1,2,3...) and to change of the 
sign of D on the opposite one. It should be noted that 
in paper [8] the incorrect conclusion about equality of 
Ci3 and Cii for such coupling the waveguides was 
made on the basis of the equivalent circuits method. 
This discrepancy can be explained by using in [8] the 
symmetrical fimction for the current 
J'(s) = jQsink{L-\s\) for obtaining formulas of 
parameters of the equivalent circuit, whereas the 
asymptotic solution of equation (7) gives the 
expression (19), where J(s) = J-'is) + J"(s). 

4. CONCLUSION 

The obtained asymptotic solution of the integral equa- 
tion for a magnetic current in slot-hole coupling aper- 
tures allows one to obtain even for a first 
approximation for the current analytical expressions, 
which is valid for the various ratio between the wave- 
length and the longitudinal size of the slot. 

The carried out numerical results demonstrate effi- 
ciency and effectiveness of such a solution. 

Fig. 1. Coupling versus slot length for a symmetri- 
cal transverse slot in the common broad 
wall    between   a   pair   of   rectangular 
waveguides, with a = 22.86 mm, 
6 = 10.16 mm, d = 1.5875 mm, 
A = 32.0 mm. 
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FORMING A PARTIALLY POLARIZED WAVE BY 
NON-COHERENT SOURCES OF THE NOISE FIELD 

L. G. Kornienko, V. A. Kovalchuk 

Kharkov Military University 

Abstract 
Polarization parameters of the wave formed by noise radiation of two non- 

coherent sources in far zone are considered. The directional properties of system of 
radiators concerning a degree of polarization of a wave and their dependence on a ra- 
tio of intensity partial fields and mutual orientation of antennas are analyzed. 

In this paper, we research a polarization condition of 
the noise radiation formed by superposition of two 
independent partial completely polarized noise fields 
extending in a certain direction. Such a radiation can 
be created, for example, by two closely standing and 
unresolvable on angular coordinates onboard stations 
of electronic warfare. Research of a polarization con- 
dition of a summary noise wave is necessary, in par- 
ticular, for an efficiency estimation of methods of 
polarization and spatial rejection of jammings with 
fluctuating polarization [1]. 

A complex amplitude of the intensity of the electric 
field vector for a separate harmonic component of the 
i -th radiation source in the direction of ort u 

Eiiu, f) = Aim{u, f)S,{f). (1) 

A = 
730J?s.A -Md i 

depends on radiation resistance R^ j, directive gain 

Dj, the normalized vector radiation pattern (RP) F^ 
of the antenna excited by a current with spectral den- 
sity S.;(/), delay interval t^ i — n / c of partial wave 
past a distance ?; (cj = 27r/ is the circular frequency 
of oscillations). 

For studying a polarization condition of a summary 
wave    from    two    sources    of   noise    radiation 

E{u, t) = El («, t) -f E-i {u, t), where 

1,2   are limits 
n 

of integration  ^ - 0,.5n < fi < /, -f 0,5n, /o, U 
are the central frequency and effective width of a 
radiation spectrum, it is convenient to use a method of 
a coherence matrix [2] 

%{u,t) = j%{uj)/'''"df. 

J 
az 

(2) 

whose elements depend on dispersions al, a^ and 

mutual correlation factors r„j, Vy^ of projections of a 

field E^^, Ey on the axis of the cartesian coordinates 

system placed in a plane, perpendicular to a direction 
of wave propagation, and r^,y = r^. Taking into ac- 

count, that for stationary processes the spectral den- 
sity of currents is delta-correlated, we can obtain 

= /[IA P Fi,F{yN,if) + 14 P P2.F2yN,{f)]df' (3) 
n 

where Ni{f) is a power spectrum of the i -th antenna 
current, Fjj., i = 1,2 , k = x, y are coordinate pro- 
jections of vector pattern for each of antennas. 

If combining in appropriate way indices x and y, 
it is possible to obtain from (3) the expressions for 
elements of a matrix (2). Because of the mutual inde- 
pendence of partial fields, elements of mafrix J do 
not depend on waves delay interval  tj i. Stocks' 

parameters of a summary random field SQ = (x^ + a'l, 

sj = al -a'y, S2 = la^Oy | r^ ,/ j cos(arg r, j,), 

S3 = 2o-3.(Tj,|rj j,|sin(argrj J,) allow calculating a 

wave polarization degree  m = v ^i + *l + «! / ^o. 

an ellipticity angle sin 2% = 53 / vsi+ s\ -\- s\ and 
an orientation angle of the ellipse big axis 
tg 2T\) = s-il Si of completely polarized wave com- 

ponent with the intensity 4^\ + s\ -\- s\ . The indi- 
cated parameters characterize a wave polarization 
condition. 

Let's apply the described technique for the analysis 
of the summary field parameters excited at an observa- 
tion point with a pair of elementary electric dipoles 
turned from each other by angle 7 . For these antennas, 
RP and DG do not depend on the field oscillations fre- 
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(4) 

m 

quency. The radiation impedance of dipoles depends on 
frequency. Antennas radiate the waves completely po- 
larized with linear polarization. Because of flill inten- 
sity of a summary wave SQ , polarization degree m and 
eliipticity angle x are invariant concerning system 
coordinates rotation, it is convenient to combine a vec- 

tor Fj, for example, with an Ox -axis. Then Fj^. = Fj 
and Fly = 0. Under the specified conditions the ex- 

pression for Stocks' parameters get a kind 

So = a^F^ + a.,F^; Sj = a^F^ + a^[FI - Fl); 

Si = 2ciiF2,Fiy\ Si = 0, 

where factors a,, i = 1,2, define the mean field 
intensity of the i -th antenna in the direction of RP 
main maximum. As Sj = 0, a completely polarized 
component of a summary field is linearly polarized 

Let's study parameters of summary radiation in a 
magnetic plane of the first vibrator. Then |Fi| = 1, 
F-ir = cos 7, F^y = sin 7 sin y?. Polarization degree 

m and inclination angle ^ of vector E are deter- 
mined in accordance with the expressions 

^l + bFj' +2b{F^,-F!„) 

1 + bF^ 

^      ■2'''^''h + b{Fl-Ff,y 
where b = Oj/aj . 

First, consider parameters of a summary wave in 
direction ip = -K/2. For 7 = 0 (axes of dipoles are 
parallel), and also for 6 -+ 0 or 6 —> 00 the sum- 
mary wave is completely polarized (m = 1). Thus, 

vector E is oriented either along an Oa;-axis, or 
V" = 7 (for 6-»oo). At7 = 7r/2 (axes of dipoles 
are perpendicular) and 6 = 1, the wave is non- 

polarized (m = 0), a vector .B in a cross-section 
plane occupies an equiprobable position through time 
intervals TK - l/II. In all other cases, the summary 
wave is partially polarized (0 < m < 1) [3]. 

We research the dependence of a wave polarization 
degree on angle (p. For this purpose, introduce a no- 
tion of RP of the system of radiators in polarization 
degree m{ip). Such an RP Tn{ip) of the fluctuating 
field does not depend on the distance between the 
phase centers of dipoles. This distance defines the far 
zone of a dipole pair, where parameters of a summary 
field are studied. 

In Fig. 1, the dependencies of the full intensity of 
the wave sll{ip) normalized to the intensity of the first 

dipole radiation for cases 7 = 7r/2 (a continuous 

line) and  7 = 7r/4  (a dotted line) at  6 = 1   are 

60       120      180     240    (pO       360 

Fig. 1. The full normalized intensity of two non- 
coherent radiators system field 

360 

Fig. 2. RP in a polarization degree of system of two 
radiators of noise fields 

shown. In Fig. 2, dependencies m.{ip) for the same 
cases are presented. 

At 7 = 7r/2, the full intensity of radiation and a 
polarization degree of a summary field essentially 
depends on an angular direction  tp. In directions 

^ = 0° and 180° (both dipoles are in one plane with 
an observation point), only one dipole radiates 
(so =1, Fig. 1), therefore, the field is completely 
polarized (m = 1, Fig. 2). In directions <^ = 90° 

and <p = 270° two dipoles are located in a picture 
plane concerning an observer and radiate non- 
coherent fields of orthogonal polarization and equal 
intensity. Therefore, the full intensity is doubled 
(so =2, Fig. I), and the summary field is com- 
pletely non-polarized (m = 0, Fig. 2). At other an- 
gles (p, the fiill intensity lies in the limits of from 1 to 
2, the degree of polarization changes from 0 up to 1. 

At 7 = 7r/4, the fiill intensity and a polarization 
degree has weaker direction. At any angle ip both 

dipoles radiate, therefore, SQ' > 1. The field is polar- 
ized much stronger (the minimal polarization degree 
m = 0.707), what is stipulated by the greater inten- 
sity of a a;-component of the summary field. The an- 
gular dependence S("(v?) is determined by the directed 
radiation of the second dipole. 

Thus, in the common case, two sources of inde- 
pendent noise radiations of linearly polarized waves 

286     International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



Forming a Partially Polarized Wave by Non-Coherent Sources of the Noise Field 

create partially polarized field in the far zone. The REFERENCES 
completely polarized component has a linear polariza- , Komienko L. G., Mysik F. F. Feature and potenti- 
tion. The polarization degree and orientation angle of ^jj^j^^ ^f coherent compensation of partially polar- 
vector E depend on relationship of intensities of ra- ized jams. In Journal "Antennas", issue 1(47), 
diated fields in the specified direction and mutual ori- 2001. - P. 55-63. [in Russian], 
entation of dipoles. Parameters of the partially 2. M. Bom, E. Volf Foundations of optics. M.: 
polarized field do not depend on partial fields delay Nauka, 1970, 856 p. [in Russian], 
interval. These fields are summarized non-coherently 3. Komienko L. G., Mysik F. F. Polarization charac- 
at an observation point, what reduces the directional teristic of the jamming created by a pair of angu- 
properties of the system of radiators. larly unresolvable jammings. - Kharkiv: (KAI), 

issue. 22,2001.-P. 268-272. [in Russian]. 

International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine     287 



International Conference on Antenna Theorj- and Techniques, 9-12 September, 2003, Sevastopol, Ukraine  pp 288-289 

A NOVEL APPROACH TO SCANNING ANTENNAS 
DESIGN 

Konstantin A. Lukin 
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Abstract 
A new concept for design of scanning antennas is suggested. The concept is based 

upon a combination of a single radiating element movement with antenna aperture 
synthesizing. The radiator movement may be either real or virtual one. In turn, the 
latter may be either mechanical or electronic one. In the paper, the case of electrome- 
chanical motion is preferably considered. Various realizations of real and virtual 
movements of the radiator are shortly described. Examples of the concept implement- 
ing are presented. Advantages and drawbacks of the concept arc briefly discussed. 

Keywords: Scanning Antenna. Synthetic Aperture, Radiator, Electromechanical 
Scanning. MEMS 

1. INTRODUCTION 

Development of scanning antennas is still a challenge for 
radar engineers. There are several design problems to be 
solved for providing of scanning antenna performance, 
such as low sidelobes levels, smoothness of antenna am- 
plitude and phase patterns, large number of antenna 
beam positions, low power consumption, etc. Many 
technical approaches have been suggested for design of 
scanning antennas [1]. They may be split into two big 
classes: (a) electromechanical (mechanical) scanning and 
(b) electronically scanning: phased-array antenna (PAA). 
A fast scanning and flexibility in resetting of scanning 
program are basic advantages of the latter approach. 
However, that concept poses numerous drawbacks as 
well: strong parasitic coupling of the radiating elements, 
big losses, roughness of the phase antenna pattern, re- 
stricted scanning angles, etc. With this respect, mechani- 
cal scanning may provide much better performance, but 
it is much slower. Recently, a compromise approach has 
been elaborated to go around some of the above draw- 
backs: application of Micro-Electro-Mechanical System 
(MEMS) switches for proper connections/ disconnec- 
tions of patch elements in PAA. Combination of a real 
aperture antenna with virtual movement of a patch radia- 
tor for aperture synthesizing on receive only has been 
suggested in [2], Similar idea, but suitable for design of 
transmit^receive antennas with electro-mechanical scan- 
ning has been suggested in [3]. 

In the paper, a new concept for designs of scanning 
transmit/receive antennas is suggested. The concept is 
based upon a combination of a single radiating ele- 
ment movement with antenna aperture synthesizing. 
Physically, the radiator movement may be either real 
or virtual one. In turn; the virtual movement may be 

either mechanical or electronic one. The case of elec- 
tro-mechanical motion is preferably considered. Vari- 
ous realizations of real and virtual movements of the 
radiating element are considered. Examples of the 
concept implementing are presented. Advantages and 
drawbacks of the concept are briefly discussed. 

2. GENERAL DESCRIPTION OF THE 
APPROACH 

The basic idea of the suggested approach consists in 
the following [4]. For antenna beam forming and 
scanning, we use the principles of ID-PAA, but using 
radiation/reception of electromagnetic pulses at each 
position of a single radiating element rather than si- 
multaneous radiation/reception by all elements of the 
ID-PAA, as usually. In other words, we use the con- 
cept of synthetic aperture radar being applied in the 
situation of a 1D-PAA having a real aperture. Gener- 
ally, this approach enables application of both various 
types of radiating elements and methods for imple- 
menting of its movement along the antenna aperture. 
The following parameters are of the most interest: (I) 
antenna beam width, (2) number of beam positions, 
(3) antenna pattern sidelobes and (4) time of full scan. 
In the scanning antenna suggested, the beam width is 
defined by its real aperture, while the number of beam 
positions is defined by that of measurement positions 
for the radiating element. The sidelobes level will 
depend on the phase-amplitude distribution (weight- 
ing fianction) along the real aperture of the antenna. 
Finally, the time of full scan is defined by both radiat- 
ing element shift time to a neighboring position and 
numbers of those positions. This parameter is limited 
by the required data acquisition time at each position. 
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Besides, in order to implement a full scan in real time 
scale one has to perform both range and azimuth 
compressions in quasi-real time scale. The latter is to 
be implemented with help of an appropriate digital 
signal processor, which is nowadays feasible for many 
short range applications. 

3. TECHNICAL IMPLEMENTATIONS 

We have suggested, elaborated and tested several an- 
tennas for implementing of the suggested concept. 

3.1. HELICAL-SLOT SPINNING ANTENNA 

This antenna should consist of two hollow co-axial cyl- 
inders. The outer cylinder has a longitudinal slot parallel 
to the cylinders axis, while another one contains a heli- 
cally shaped waveguide with either a single longitudinal 
slot or set of half-wavelength slots properly oriented with 
respect to the slot of the outer cylinder. When rotating, 
the inner cylinder will cause movement of the longitudi- 
nal slot and helical waveguide cross-point along the slot. 
In this way, we realize a linear motion of the radiating 
element provided radiation suppression by other half- 
wavelength slots. Scanning rate of such antenna is de- 
fined by rotation rate of the inner cylinder and may be 
rather high provided a properly fast SAR processor. This 
type of scanning antennas is described in [4] in more 
details. It should be noticed that the principle of linear 
motion of a cross-point of helical slot and linear one be- 
cause of helical slot rotation has been used in so called 
helical scanner [1]. However, both the function and de- 
sign of that scanner cardinally differ from those in the 
suggested scanning antenna. 

3.2. SLOT-IN-TAPE SCANNING ANTENNA 

Another technical approach to realization of the sug- 
gested principle represents itself the following. As a 
real aperture antenna, one has to use a waveguide with 
a not-radiating half-wavelength longitudinal slot in its 
wider wall. When covering this wall by a metallic 
tape with a half-wavelength transverse slot one pro- 
vides condition for resonant radiation of the wave 
traveling inside the waveguide. In order to enhance its 
efficiency one has to place a short circuit at the proper 
distance from the radiating slot. The tape is to be self- 
connected into a ring and rotated with a certain speed. 
Scanning rate depends on the tape ring rotating speed 
and also may be rather high provided a properly fast 
SAR processor. Unlike the previous case, this antenna 
does not need a rotary joint. This type of antenna has 
been also developed and tested in LNDES. The tests 
showed excellent results concerning its suitability for 
scanning antenna design on the basis of aperture syn- 
thesizing principle. 

3.3. FLIP-FLOP SLOT WAVEGUIDE ANTENNA 

In that type of scanning antennas a virtual movement 
of the radiating element is suggested. The antenna 
consists of a waveguide with a linear array of equally 
spaced resonant radiating slots. Each slot is covered 

by a three-state-screening strip (TSSS) having three 
different states: (1) open, (2) close and (3) chop. The 
first/second state is used to open/close each radiating 
slot according to the control signal, while the third 
state is used to stop propagation of the feeding wave 
through the waveguide for enhancement of the radia- 
tion efficiency. Flip-Flop operation is to be imple- 
mented by electro-mechanical switches, e.g. 
combination of springs with electro-magnets. A linear 
virtual motion of the radiating slot is performed via 
switching of the TSSSs in the way enabling for each 
slot a sequential alternation of the following states: 
chop-state, open-state and close-state. The scanning 
rate of that antenna will be defined by time of TSSS 
electro-mechanical switching. 

3.4. FLIP-FLOP PATCH SCANNING ANTENNA 

Similar design may be implemented for patch antennas. 
With this aim, one has to prepare a linear array of radi- 
ating patches at the upper row and chop patches at the 
lower row while feeding sfrip-line is to be placed be- 
tween them. Each patch should be fed through a flip- 
flop switch. A linear virtual motion of the radiating 
patch is performed via connecting/disconnecting of the 
radiating patches and chop patches in the way similar to 
that in the previous case: (1) "radiating patch discon- 
nected" and "chop patch connected"; (2)"radiating 
patch connected" and "chop patch disconnected", (3) 
"radiating patch disconnected" and "chop patch dis- 
connected". In order to provide high efficiency, low 
cross-talk, high decoupling of the radiating patches one 
has to use either electronic switches having small losses 
and high rate isolation, or electromechanical flip-flop 
switches possessing similar performance. 
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Abstract 
Pre!iminar>' results of implementation of a new approach to design of scanning an- 

tennas are presented. Combining mechanical movement of a simple radiator along a 
real aperture of a stationary antenna with the concept of the antenna aperture synthe- 
sizing is the main idea of that approach. Helical-Slot Synthetic Aperture Antenna has 
been suggested, designed and tested in Ka-band. The tests shown a good agreement 
with theoretical evaluations, as well as a high efficiency of the suggested antenna in 
transmit/receive operating mode. A high azimuth resolution is provided by the an- 
tenna in the near-field zone for relatively small real antenna apertures. 

Keywords: scanning antenna, near-field and far-field zones, antenna pattern, Helical- 
Slot Synthetic Aperture Antenna, azimuth resolution, remote sensing 

1. INTRODUCTION 

Scanning antennas are used for radar design when both 
resolution in range and azimuth are required, e.g. vari- 
ous surveillance radars. Nowadays, designs of fast 
scanning antennas having a large number of beam posi- 
tions is a big challenge, specifically design of trans- 
mit/receive antennas of that type. A promising 
approach has been recently suggested in [1]. Combin- 
ing mechanical movement of a simple radiator along a 
real aperture of a stationary antenna with the concept of 
antenna aperture synthesizing is the main idea of that 
approach. Actually, in that approach, observation of a 
territory via real beam scanning in azimuth and range 
scanning due to pulsed waveform is substituted with 
mapping of the same area using synthetic aperture radar 
concept. It turned out that this approach enables a de- 
signer to implement antenna having capability of vir- 
tual azimuth beam scanning with the number of beam 
positions not available for standard methods. Similar 
approach, but with electronic switching of the receiving 
elements has been investigated in [2]. It is worth to 
note, that capability of scanning in near field (for the 
whole real aperture) range is another essential advan- 
tage of such scanning antennas. 

In the paper we describe one of the methods for im- 
plementing of the above approach and present the pre- 
liminary results of design and development of helical- 
slot synthetic aperture antenna in Ka-band. In the an- 
tenna design, electromechanical movement of the 
transmit/receive resonant slot antenna is provided along 
the real aperture of a stationary antenna. For that, we 
used well known idea of fast motion of a cross-point of 
a helix and linear waveguide [3], but in a different and 

new implementation. The antenna suggested is to be 
used in combination with a coherent radar capable of 
preserving the phase ratios between transmitted and 
received signals during the mapping period of an area. 
The latter is required for application of the synthetic 
aperture radar concept [4] to provide scanning of the 
virtual antenna beam over the mapped area. High azi- 
muth resolution is equivalent to a large number of an- 
tenna beam positions for real scanning antenna. 

2. HELICAL-SLOT SYNTHETIC APERTURE 
ANTENNA 

The Helical-Slot Synthetic Aperture Antenna 
(HSSAA) suggested is made of two metal hollow cyl- 
inders, one of which is coaxially inserted into another 
with the minimal backlash between their surfaces. The 
appearance of the suggested antenna and some details 
of its design are shown in Fig. 1, while Fig. 2 shows 
(schematically) the Iragment of its cross section (flat- 
ted version). 

The inner cylinder is mounted with a possibility of 
its rotation around the cylinders axis OX. It is re- 
ferred to as the HSSAA rotor. The outer cylinder, 
referred to as the HSSAA stator, contains a longitudi- 
nal slot supplied with 2D-hom, i.e. plane-parallel 
waveguide with smoothly increasing cross-section. A 
helically formed rectangular waveguide (HFRW) is 
incorporated into the rotor body. Fig.lb. In the HFRW 
narrow wall, the rectangular resonant slots are cut 
with the required period, 6z and parallel to the OX 
axis. Hence, when rotating the rotor, the HFRW slots 
will be serially overiapping with the slot of the 2D- 
hom. The overiapping of the slots will occur at the 
equally spaced positions along the OX axis, at the 
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Fig. 2. Cross-Section (flatted version) of tlie Heli- 
cal-SIot Scanning Antenna. Waveguide slot 
radiator arrangement: 1 - HFRW, 2 - reso- 
nant slots, 3 - resonant chokes 

Fig. 1.  Helical-Slot Synthetic Aperture Antenna: 
a) General view and antenna stator; 
b) Antenna rotor with array of resonant slots 
in the helically formed rectangular waveguide 

consecutive moments of time t^ . The period of the 
HFRW slots spacing is taken in the way that the exci- 
tation of the 2D-horn is possible through one and only 
one slot in a time. The transceiver of the synthetic 
aperture radar is to be connected to the HFRW via 
waveguide rotary join. 

The resonant slots in the HFRW narrow wall may 
excite a parasitic propagating wave inside the back- 
lash between the rotor and stator of the antenna, 
which, in fact, is a slightly curved plane-parallel 
waveguide. In order to prevent excitation of that wave 
short circuit grooves (chokes) are to be made in the 
rotor body along both sides of the HFRW. 

Maximal power, radiated by a resonant slot in a 
rectangular waveguide, is no more than 50 % of the 
power of the propagating waveguide wave. That ra- 
diation can be increased up to 100 %, when a reflect- 
ing load will be placed at the certain distance from the 
slot [5]. In order to enhance the HSSAA radiating 
efficiency we have used the idea of reflecting load 
that increases radiation efficiency of each slot exciting 
the 2D-hom at any given moment. 

We have used the following design: when the n"" 
HFRW slot excites the 2D-hom, the next HFRW slot 
is shielded by the HSSAA stator inner surface and, 
hence, does not radiate. If exactly in that place of the 
HSSAA stator body to place a resonator it will inter- 
act with the (n+1) "" slot of the HFRW ensuring the 

Fig. 3. Dependence of HSSAA radiation power as 
function of the HSSAA rotor turn angle 

are located periodically, the increase in the radiation 
efficiency is achievable for any slot. The reflecting 
resonator represents a groove of a rectangular cross 
section in the HSSAA stator body (see 2D-cavity in 
Fig. 2). The radiation efficiency of the HSSAA 
achieved experimentally was 96 % at the error of 
measurements ±4%. 

Excitation of the 2D-hom will take place not only 
at the moments of symmetrical overlapping of the 
HFRW resonant slots and the slot of the 2D-hom, but 
also within some range of mutual displacements of the 
rotor and stator slots. Indeed, Fig.3 shows the depend- 
ence of the power, radiated by HSSAA under investi- 
gation as a function of the HSSAA rotor turn angle. 
The angular size of both slots equals to 0.9°, while 
their mutual angular displacement is 2.1° when scan- 
ning the antenna via rotor spinning. The case of con- 
secutive passages by two slots is illustrated. It is 
clearly seen the shielding effect by the HSSAA stator. 
In the antenna suggested, the radiation of probing 
pulses and reception of radar returns occur for differ- 
ent positions of resonant slots equally spaced by spa- 
tial period Aa; at the consecutive moments of time 

required reflection rate inside the HFRW. As the slots     k =in + N)Ay/{RD,), where fi is the angular fre- 
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Fig. 5. Synthetic   aperture   antenna   pattern   for 
HSSAA in its near-field zone 

quency of the HSSAA rotor spinning; Ay = Aitga 
is spacing between resonant slots along OY axis; R 
is the radius of the rotor; a is the helix angle; 
n = -Ar,...-l,0,l,....Ar and 2Ar + l is the number of 
the resonant slots. The HSSAA real aperture equals 
L = 2NAx. 

Taking into account geometry and notations of 
Fig. 4, one can calculate [4] the antenna pattern for 
the HSSAA fi-om the following equation: 

N 
SpiX,XQ)=   Y: F(Xo,r,Ax)»s{X,Xo,nAx) 

where       F(Xo ,nAx) = e^ ^" ^^° ^;       r„ (X) = 

= >/^T(x'^^^nAl)^; '     s(Ro,X,nAx,t) = 

= M(i-T„)-e^"*e~^^''"^^^   are   radar  returns 

having      a     delayed      amplitude      kA{t — T,, ); 

T„ = 2r,i{X)/c ; Wo = I-KCIX ; A is the wavelength 

of the probing signal; c is velocity of light. The rest of 
the notations are to be seen in Fig. 4. 

-»0-«1-70-«0-M-«0-30-«I-10   0     10    50    30    40    M    60    70    M    90 

Fig. 6. HSSAA antenna patterns in a H-plane: 1 - 
measured resulting HSSAA antenna pattern; 2 
- radiation from chokes only; 3 - no chokes, 
resonant slot only; dashed line - theory 

The above equations are valid not only for the 
HSSAA far-field zone, but also for its near-field zone. 
Evaluation of the HSSAA pattern using these equa- 
tions has shown its capability of a high azimuth reso- 
lution in the near-field zone. Fig. 5 shows the HSSAA 
pattern for the following set of parameters: 

A = 0.01m; L = 0.7m; RQ = XQ = 10m;N = 100. 

It is seen, that with these parameters we may achieve 
-3 dB azimuth resolution of AX = 0.10m   in the 
near-field zone. 

In this way, the design suggested enables imple- 
menting of HSSAA with the real aperture L for sta- 
tionary (non-moving) installation of the equipment, 
provided synchronization of the pulse repetition pe- 
riod of the probing signal with that of resonant slot 
flashing in the longitudinal slot of the stator: 
A< = Aj//(/?n), when scanning the antenna via spin- 
ning of its rotor. 

3. PRELIMINARY RESULTS OF THE 
HELICAL-SLOT SYNTHETIC APERTURE 

ANTENNA TESTS 

Using results of theoretical and experimental model- 
ing of the suggested antenna elements [5, 6] the ex- 
perimental model of the HSSAA was designed and 
tested. We have studied linear azimuth resolution of 
the HSSAA at distances from ten to hundred meters 
within azimuth scanning sector of 120 degrees by a 
method of antenna aperture synthesizing. The meas- 
urements were carried out at the radar working fre- 
quency / = 30.1 GHz. In the whole, the test has 
confirmed the azimuth resolution expected from theo- 
retical evaluations. However, more carefiil studying of 
the antenna pattern fine structure has revealed a sig- 
nificant departure of the antenna pattern from its theo- 
retical expectation. It is seen rather strong roughness 
of the antenna pattern. Let's discuss the most probable 
reason for that distortion. The antenna pattern in ele- 
vation plane (E-plane) is formed by the 2D-hom and 
agrees with theory within the limits of measurements 
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errors. In azimuth plane (H-plane), the 2D-hom does 
not strongly affect the antenna pattern and it approxi- 
mately corresponds to the antenna pattern of a reso- 
nant slot in a screen. In Fig.6 theoretical antenna 
pattern is shown with dashed line. The measured 
HSSAA antenna pattern in azimuth plane is presented 
in Fig. 6 by curve 1. It is seen a rather strong rough- 
ness of the HSSAA antenna pattern. The additional 
studying has shown, that along with the radiation 
from the resonant slot there is additional parasitic 
radiation from chokes (see curve 2 in the Fig. 6). If to 
leave the resonant slot open and to put an absorber 
into the choke grooves the roughness decreases sig- 
nificantly, as it is seen from the curve 3 in Fig. 6. 

The most probable reason for that is the wave ex- 
ited in the space between the antenna rotor and stator 
surfaces which propagates along HFRW and causes 
the partial radiation when it crosses the interaction 
area of the 2D-hom. The interference of that parasitic 
radiation with the main radiation from the resonant 
slot causes the roughness of the antenna pattern. Pre- 
venting excitation of that parasitic wave via properly 
choosing of working frequency one may improve sig- 
nificantly the HSSAA pattern smoothness. 

4. CONCLUSIONS 

We have presented preliminary results of implementa- 
tion of a new approach to virtual scanning antennas 
design. The main idea of that approach consists in 
combining of mechanical movement of a simple 
transmit/receive antenna along aperture of a stationary 
antenna and the concept of the antenna aperture syn- 
thesizing. The Helical-Slot Synthetic Aperture An- 
tenna has been suggested, designed and tested in Ka- 
band. The tests have shown a good agreement with 
theoretical evaluations, as well as a high efficiency of 
the suggested antenna in transmit/receive operating 
mode. A high azimuth resolution is provided by the 
antenna in its near-field zone for relatively small real 
antenna apertures. In order to realize virtual beam 
scanning in real time scale using the antenna sug- 
gested one has to use rather fast SAR-imaging algo- 
rithms and DSPs. However there are many 
applications where a real time scale is not required. 
For instance, the HSSAA is very suitable for devel- 
opment of remote sensing systems for monitoring of 

structural and other changes in natural and manmade 
objects [7, 8], such as large buildings, bridges, dams, 
etc., as well as monitoring of objects with intensive 
movement of vehicles, such as airport, seaports, cross- 
roads of highways, etc. Usage of radar systems in- 
stead of or in addition to optical ones is forced by the 
requirement of day & night data acquisition under 
difficult weather conditions. 
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Abstract 
The determination problem of wide band wave field parameters in continuous me- 

chanical media is considered. The problem is solved by means of the accurate meas- 
urements of displacements and strain of the certain number of medium elements 
together with subsequent numeric development and data processing. 
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The oscillations which are excited by the source of 
any physical nature in the continuous mechanical me- 
dium can be presented as some superposition of rela- 
tive spatial displacements of medium particles. These 
displacements cause the variations of pressure or ten- 
sion in the medium depending on their mechanical 
properties. 

The simple problem of the acoustic wave tests in 
the liquid or gas medium is usually solved by meas- 
urements of the temporal pressure variations dp{t) at 
some point x within this medium. In the three- 
dimensional case, the space-time distribution of the 
scalar pressure field is the function of four variables: 

P = p{Xk,t),    A; = 1,2,3; 

where t is time. 
The equation of such a medium motion is ex- 

pressed as follows: 
iu)p\ = gradp , (1) 

where: v is the velocity vector of the particle spatial 

displacements  ^t-(% = 9^*/9f, A; = 1,2,31;  p  is 

the scalar pressure; u; is the frequency of the complex 
amplitudes of wave field, i = -J^ . 

One pressure sensor can measure the intensity of 
the wave oscillations. For determination of the spatial 
wave field parameters (the direction to a source of 
oscillations and its localization), the acoustic array of 
N sensors has to be used [1]: 

Pu = P„{t),   n = 2,3,...,AT 

Another situation occurs when the wave field dis- 
tribution is probed in the elastic continuous medium. 
The basic equation of motion in such a medium is 
expressed as [2]: 

p d%./dt^ = K d\„ /dx,dx,„ + q d\„ idxUi) 

The left part of this equation includes the temporal 
derivations of particle displacement vector ^/i.: 

i^. = 6(x,t), A;,m = 1,2,3, 

whereas the right one represents the combinations of 
the spatial displacement derivations in some given 
plain Xi = 0; K and q are the combinations of 
Lame's constants, which determine the elastic me- 
dium properties. This kind of media motions usually 
are detected by three-component accelerometers, 
which measure every component of the acceleration 
vector a^4/rf<^ 

A three-component accelerometer alone, in addi- 
tion to the wave intensity, is able to determine the 
direction to the oscillations source. The source local- 
ization is defined when using the velocities difference 
of refining longitudinal and transversal components of 
the elastic waves (the so called primary and secondary 
seismic waves). One can see that the amount of in- 
formation has been increased here in comparison with 
the above acoustic methods (1) of the wave field pa- 
rameters determination. 

We resort to the next approach of the elastic wave 
detection improvement in continuous media. It is 
based on application of the precise laser interferome- 
ters for measurements of the medium strains in the 
wave field distribution to be studied. This technique 
deals with the values in the right part of equation (2), 
which actually relate to the strain tensor P<.,„ of the 
tested medium. This tensor has 9 components, and 6 
of them are pair-wise ones equal to [2]: 

Phn   — Pmk-,   k,m = 1,2,3 

In such a way we can significantly increase the 
amount both of calculating parameters and equations 
for their determination. In addition, we suggest to 
apply the multi-component laser strainmeter system 
[3] to realize the advantages of this method. 

The technique consists in measuring the small in- 
crements of strain sensor base-lengths Lj: 

dh =4(x„)-e*.(Xi), fc = 1,2,3, 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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Fig. 2. The result of antenna data processing 

Xa and xj are the vector points of the laser 
interferometer arms. 

In this procedure, the spatial derivative is recorded: 

\i Lk = I Xa - xj I —> 0 . As we have earlier shown 
[4], this condition is satisfied when the strainmeter 
base-length is much less than the wave-length A of 
seismic disturbance Lu «: A. For arbitrary relation 
between A and L^., the azimuth diagram of strain 
sensor have been found [4]. 

Having the number of strainmeter components, one 
can determine both the intensity of wave oscillations 
and field spatial characteristics: the direction to the 
signal source, its localization, and motion. 

In Fig. 1 the diagram of the proposed antenna set is 
shown. 

It consists of N spatially distributed strain sensors. 
Each of them is the multi-component laser interfer- 
ometer with the horizontal and vertical measuring 
arms [5]. Every laser sensor measures the strain com- 
ponents of the seismo-acoustic field. In this way we 
obtain the fc x AT strain amplitudes: 

dito, k = 1,2,3, n = 2,...,^' 

Our technique implies also the capability of phase- 
difference measurements: 

d$to„ fc = 1,2,3, n = 2,...,N-l 

The calculation method [3] is used to obtain the 
wave amplitudes and the azimuth angle which deter- 
mines the direction to the source. If the processor unit 
(Fig. I) operates permanently, the dynamic azimuth 
diagram (Fig. 2) can be displayed in real time. 

We have applied seismo-acoustic antennas to de- 
tect both the acoustic and seismic sources of signals. 

Our recent experiments are directed to the precise 
recording of the seismic waves with spatially distrib- 
uted laser interferometers. We apply remote instru- 
ments with base-length 4, = 1...300 m [6] which 
are placed apart at a distance of up to 140 km with 
respect to each other for investigations of unusual 
wave propagation appearances. 
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Abstract 
Numerical and research results of investigation and optimization of the distributive 

system of the monopulse Phased Array Antenna (PAA) with circular aperture based on 
the radial waveguide are presented. The research was carried out with decomposition 
technique using a one term approximation of the induced E\fF. 

Keywords: monopulse PAA, radial waveguide, collector array, coaxial probes, 
amply-phase distribution (APD), aperture efficiency factor (AEF), side- 
lobe level (SLL), parameter synthesis, iterative algorithm. 

1. INTRODUCTION. THE PRESENT STATE 

AND FUTURE OF THE AIR-BORNE PAAS 
FOR RADAR SYSTEIWS 

There is a big interest as for the modem aircraft in the 
flat mono-pulse PAA designs with circular aperture, 
minimal longitudinal sizes, integrated construction 
(including radiating elements, phase shifters, sum- 
difference and distributive microwave subsystems) 
and high techno-economical performance. For the 
urgent air-borne radar frequency-band around 
-10 GHz, the above-mentioned requirements are sat- 
isfied to a fullest measure by mono-pulse PAAs on 
the basis of radial distributive waveguides. 

The basic advantages of the radial lines are the radio 
mode of excitation and their plane geometry. The ur- 
gent problem for the air-borne radars is also size- 
incorporation of the antenna into the aircraft cross- 
section. The radial wavelines correspond in most ways 
to these geometry requirements with the connection 
links under the given law in radial dimension, which in 
electrodynamic sense means a parallel (ether, space) 
feed of PAA elements. Such a design concept is very 
technologic and also compact. Another its advantage is 
a small longitudinal size. Its drawback is the construc- 
tive complexity of the directive energy coupling. Nev- 
ertheless, even when nondirective coupling is realized, 
the energetically effective microwave circuits of power 
distribution for multi-element PAAs with the circular 
aperture is possible, using the rigorous account of elec- 
trodynamic properties of distributive microwave sub- 
systems on the radial waveguide basis. The strict 
electrodynamics approach allows evaluating such 
PAAs with their interference taken into account. The 
effective development in this direction is the experi- 
mental model of PAA, which was widely investigated 
in practice, having increased electrical durability in the 
transmitting mode due to a non-conventional feed of 

the radial waveguide from its circular perimeter by 
converging radial waves. The quite large number of 
PAA's elements {N ss 10''...10''), the quasi-regular 
(close to a hexagonal one) and dense (rf ~ 0,7A) char- 
acter of their distribution in the PAA aperture do result 
in an appreciable interference. The latter is the basic 
reason for practically insuperable difficulties of direct 
experimental operational development of such PAAs 
up to the given performance. In particular, there are 
some developments of Russian "Phazotron" organiza- 

<l-l)/3k 

Ri.=*</a3 

1656=N 

R=R« 

Fig. 1. Phased array geometry: a - the aperture ele- 
ments distribution; b - the collector array 
based on a radial waveguide. 
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tion, such as "Zhuk-radar-MSFE". Here, the key ways 
of theoretical overcoming of the above difficulties are 
presented, using strict and approximation approaches to 
PAA elements interference effects both in its internal 
and external paths. At the same time, by virtue of the 
specified reasons, the electrodynamic solution of the 
formulated problem is a very difficult one. 

2. THE DECOMPOSITION OF THE PROBLEM 

Using the decomposition technique of the task, there 
was developed a complete real scattering matrix of the 
given PAA sum-channel as regards all the features of 
its microwave circuit (Fig. 2). 

Tn > 
(1) 

Here 

r = so-f < s„ • (E - TST ■ s')"^ ■ TST • s„ > (2) 

is the reflection factor of the monopulse PAA's sum 
channel; 

< T„ =< s„ ■ (E - TSTS')-^ • T • (E - SS*)°-^ (3) 

is the transfer factor a EQ field of the PAA's sum 
channel in its aperture; 

E' = -S* + T(E - SS' i0,5 

X(E-S'TST) -1 (E-SS f^T 
(4) 

is the scattering matrix of PAA's elements in its aperture. 
The problem decomposition of the given PAA al- 

lows making the following conclusions: the circuit 
essentially is not matched to a common input and has 
non-zero reflection factor (2); it is theoretically possi- 
ble to realize the given APD < a,i in the form of 
factors, proportional to it of transfer coefficients (3), 
controlled by the expedient choice, of probe lengths; 
the influence of the "well designed" (conditionally 
matched) PAA elements on the circuit operation is 
minimal and has an effect only for separate elements 
patterns. 

3. THE REDUCTION PROBLEM 

The feed system of the given PAA includes a collector 
array in the radial waveguide form, which is excited at 
its sum channel by the converging (from its perimeter) 
cylindrical TEM, given by the Hankel function of the 
first kind 

E,(r) = Eo H^o\kor) 

H^o\koR) 
(5) 

The initial field (5) excites the N + 1 collector 
probes array with cylindrical coordinates r„, (/?„ elec- 
tric forces, which are transferred through a cascade of 
three multipole circuits with transfer matrixes t, T and 
T of the N + 1 rank in the following output fields: 

< E„ = En < e,, • T. (6) 

Here 

T « t • T • T (7) 

is the "through" square transfer matrix of the N + 1 
rank for the field (5) in the PAA aperture. 

As a matter of fact the T-matrix in (7) is a quasi- 
diagonal one, i.e. the PAA's edge effects can be ne- 
glected and its product with the complex vector of 
normalized element patterns may quite lawfully be 
approximated as follows: 

X exp[—«Aflr„ sin^ • cos{(p — (p„)] > 
(8) 

where foo(^,</')  is an element pattern within of an 
infinite hexagonally regular PAA. 

Elements distribution the PAA circular aperture has 
60°-periodicity and coaxial-ring character in azimuth 
and radial dimensions. These attributes of PAA geo- 
metrical symmetry are to be used for elements order 
numeration and for providing a convenient mathe- 
matical symmetry to numerical calculation of non- 
normalized PAA's patterns. The most effective is the 
polar (radial and circular) numbering, which allows 
any (fi-om 0 up to A'^ = 1656 ) n -element of the PAA 
is placed on k -ring (k = 1;2;...23 ) and in m- 
position of an azimuth angle (m = 1; 2;... 6A;). At 
those positions 3k{k -l) + m = n^O, and their 
polar coordinates are equal to: 

r„ = Ri^, = kR/23 = kd 

7r(m — 1) 
Vn = Vhn = arccos 

(9) 
+ ■ 

3k 

The chosen law of radial-circular numeration (9) 
simplifies the calculation of the transfer matrix in (7), 
describing phase shifters, which assignment is double: 
the compensation of cone-shaped phase distribution of 
complex waves amplitudes, leaving the collector ar- 
ray, £^,'~(Fig. 1) and PAA beam forming in accor- 
dance with the given scanning law. 
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The polar grid of PAA elements distribution (8) in 
full takes into account its azimuth (coaxial) symmetry 
in respect to z -axis (Fig. 1). For the case of in-phase 
PAA scanning in the axial direction ^Q = 0 > there is 
the identity of 6fc variables in each k -ring and in all 
input-output planes of the multipole circuits, and also 
in block-circular character all the matrix multiples 
in (7), uniformly ordered in the grid (8), including the 
transfer matrix of the A'' -f-1 rank of the collector 
array based on coaxial probes in radial waveguide 
(Fig.l,a) 

t = Cm'] = [<3A(J-l)+ni,3i;'(J('-l)+m'] = 

= [<ii'ii ] = [*;U'(J'-l)+m'.:«(A-l)+m ]) 

where the indexes k(k'^ are numbers of horizontal 

(vertical) matrix blocks, starting from the 0-th (they 
are just numbers <o,n <„o) and finishing at 23-th (by 
rectangular matrixes with the 6fc x ^K and GA" x 6A; 
sizes), and the indexes m{m'^ correspond to column 

(row) element numbers in the matrix blocks with 
numbers A-(fc'), beginning from 1 and up to 6fc{6/;') 

and7n(m') = 0,if;t(fc') = 0. 

Relations   (6),    E„ = £«.(t.+i) = E^. and   e„ = 

= ^Mii'+i) - ^* ^t ■^K'^ - 1) + 1 < n < 3k{k + 1) 
(i.e. 6A; variables in each k -ring are equal each other 
in all input-output multipole planes) are carried out 
simultaneously, if their following matrix consequence 
of much lower order (K -1-1 «C N -|-1) : takes place 

<E,=Eo<e,-S. (11) 

Here 

S = G.T.g = [C,.,] (12) 

is the square matrix of the K + 1 rank, formed from 
the square t -matrix of the N + 1 rank by rectangu- 
lar matrixes of under-pressure g and duplication G 
[with the according sizes {N + l)x(K + 1) and 
{K + l)x{N + 1)1 The first one is 

g = [*K,:u(*+!)]   (<5„,„'   is  the  Croneker  symbol), 

which is everywhere with exceptions of "rare units", 
placed on crossings of 3k(k + 1)-th lines and k -th 
columns of the matrix. The second matrix is 

G = [^H-3A(«-l).t- + K--il.{l.—l),l.+K + 

+^,i-MH-l).L+iK + ^n-U{k-l),k + nK]> 

i.e. It has 6k of units in every k -th line in columns 
with numbers Zk{k - 1) + 1 < n < 3k{k + 1). 

Due to inter-block circularity of the (10) matrix, 
any column (row) in blocks is acquired by the cyclic 
shift of the neighbor one. The formal calculation of 
the reduced matrix elements (12) is reduced to the 
following sum: 

6*' 

U'A- 22 ^3t(*- l)+1.3A'(A'-l) + jn' . (13) 

where the factors are T„>„ = <„.„. 
At last, the {K + 1)-dimensional non normalized 

radial APD (11) considerably reduces calculations 
resources thanks to essentially smaller dimension [in 
(N + 1) /(K + 1) = 1657 / 24 = 69.041666 times 
at presence of the cenfral element and in 
AT //r = 1656/23 = 72   times at its absence]  in 
comparison with APD (6). It allows to determine and 
to estimate in a very fast way a number of important 
PAA's characteristics. For example, the vector and 
non-normalized pattern of the in-phase PAA with 
partial element patterns (8) is expressed by the follow- 
ing way: 

E{e,ip) = Eo\<E,\.G.t„je,^)>= 

= E,{^{e,<p)-\<E,\-f,{e,^)>= (14) 

= Eo{^ie,ip)^ 

Here 

6*- 

= ]C exp[-ikoRi, sin0 • cos(y) - (p^,„)] ^ (15) 
m=l 

« 6k3o{koRi,.sme) 

is the non-normalized multiplier of PAA's k -ring, 
which is approximated as the pattern of a continuous 
ring   radiator   with    in    radius    equal    to    R^.: 
^JI Jo C^^i sin0), where Jo(...) is Bessel ftinction 
of the zero order. 

4. CALCULATIONS OF PAA'S EXTERNAL 

CHARACTERISTICS 

There were considered various APDs of PAA and was 
chosen as an optimal one the Taylor distribution. For 
the AEF estimation there was adapted the general 
relation for any coaxial-ring PAA with the radial APD 
(11) 

AEF = 

A" 

E,+6j2k-E, 

3K{K -I-1) 

<1. 
(16) 

In the sense of the compromise between AEF and 
SLLs, the most delicate one is the Taylor distribution: 

a, =A + (l-A)-[l-(fc//0'f,     (17) 

where 0 < A < 1 is the so-called "distribution ped- 
estal". For the case of the PAA with the central ele- 
ment the relations of PAA's SLL and AEF (16) with 
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pedestal levels are presented in figures 3 and 4, corre- 
spondingly, where rf/A = 0,6410256 and K = 23. 
It can be seen that the most compromise combination 
of the basic PAA parameters (AEF = 87,5%, 
SLL = 28.51 dB and pattern width = 2.2) is 
achieved at Agpt = 0,333.... 
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Fig. 3. The SLL relation with t various pedestals of 
the Taylor distribution 
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Fig. 4. The PAA's AEF relation with Taylor distri- 
bution pedestals 
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Fig. 6. Relation of PAA's patterns widths with ped- 
estal levels 
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Abstract 
Tiie given work describes an antenna system of a continuous wave decimeter ra- 

dar. The transmitting and receiving antennae are cylindrical spirals with the oppo- 
sitely directed windings, where the distance between the axes is comparable with the 
wavelength. The main antenna parameters have been experimentally determined, h is 
shown that the reception-transmission channel isolation coefficient is 75-80 dB in the 
frequency band ranging +18 % relative to the central value. 

Keywords: spiral antenna, beam width, oppositely sensed circularly, polarized 
antenna, isolation 

1. INTRODUCTION 

It is common knowledge [1] that the continuous wave 
radars have a number of advantages as compared to 
pulse radars. Thus, if operating at small (meters - tens 
of meters) distances, it becomes extremely difficult to 
realize the pulse-operating mode, especially at low fi-e- 
quencies (tens of megahertz - units of megahertz). 
Hence, in such conditions, the continuous wave radar 
operating mode becomes the only possible one. At the 
same time, alongside with all its merits, the continuous 
wave radars are far from being devoid of essential 
drawbacks, whose removal requires tackling the com- 
plex scientific-and-engineering problems. One of such 
problems consists in a "leakage" of transmitter's power 
onto receiver's input directly through the antenna sys- 
tem, which constrains fundamentally the possibilities of 
the radar potential increase. "As a matter of fact, the 
whole history of continuous wave radar development is 
connected with persistent efforts to develop unconven- 
tional methods which provide necessary receiver's sen- 
sibility as a compensation for the effect of a direct 
"leakage" of power from transmitter" [1]. The above 
said is still urgent today. It is worth noting that along- 
side with the development of the methods of compensa- 
tion for the transmitter's power "leakage" onto 
receiver's input, it is a search for the ways to decrease 
the level of this power using the optimal design of a 
radar receiving-transmitting antenna system is not less 
important, in other words, a search for the ways of 
solving the problem of electromagnetic compatibility of 
a high-sensitive receiver with an inherent radar trans- 
mitter by using electromagnetic methods under the 
conditions of their operation at one and the same carrier 
frequency and practically in one and the same fre- 
quency band with the observance of the requirements to 
minimize antenna system sizes. 

It is well known that this is not an easy task and a 
lot of theoretical and experimental works [2] are de- 
voted to it. 

The present report gives the results of development 
and study of an antenna system of a continuous wave 
decimeter radar with circular polarization (polarization 
plane rotation directions "to transmission" and "to re- 
ception" are mutually opposite) that could provide high 
isolation coefficient (not less than 60 dB) between re- 
ception and transmission channels in a 10 % frequency 
band at minimum weight and overall dimensions. 

2. STATEMENT OF THE PROBLEM AND 
METHODS OF ITS SOLUTION 

Let us write the isolation coefficient (dB) between two 
antennae using the ideal radio transmission formulae: 

X = 22.6 + 6-n-Gn- G^ + Hn + A, 

where the first term is the isolation of two isotropic 
radiators, the spacing between which equals one 
wavelength; G^, G-n are the amplification coeffi- 
cients of antennae in the direction towards each other; 
/ii2 is the polarization coefficient; n is the exponent 
when spacing between antennae is written as 
Ri2 = 2" ; A is the "effective area" of the isotropic 
radiator. Despite the fact that this expression is valid 
only for the far zone and free space, it allows one to 
assess the qualitative effect of various factors upon 
the isolation value. Thus, for example, it is seen that a 
two-fold increase of spacing between the antennae 
results in increase of isolation by just 6 dB and, con- 
sequently, it is not an effective means to suppress a 
"parasitic" coupling between transmission and recep- 
tion antennae. Inefficiency of the above method of 
enhancing the isolation makes itself the more evident. 
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the lower is the operating frequency and it may often 
become unacceptable already in the decimeter wave- 
length range. From the given expression it follows 
that reducing the polarization coefficient /ii2 to zero 
enables one to totally decouple the antennae. How- 
ever, even for the far zone this opportimity is still hy- 
pothetic, since it is practically impossible to control 
the field polarization structure in the area of sidelobes, 
especially of the far ones, which are, as a rule, respon- 
sible for formation of coupling channels between the 
transmission and reception antennae of one and the 
same system. This is the more so in the case, when it 
is necessary to reduce the distance between antennae 
as much as possible. 

Thus, even in the above-mentioned ideal case, the 
most effective method of suppression of "parasitic" 
coupling between the transmission and reception an- 
tennae incorporated in continuous wave radar consists 
in a decrease of their gainable coefficients in the di- 
rection towards each other. The latter is equivalent to 
decreasing the levels of sidelobes, especially of the far 
ones. In actual practice, when it is not possible to have 
the antennae spaced apart for a considerably great 
distance, in the sense stated, this demand means the 
necessity to terminate all coupling channels between 
the radar antennae, which are not due to interaction of 
the sounding radiation with a search target. 

As a rule, the known methods of termination or, at 
least, decrease of efficiency of the "parasitic" channels 
of coupling between the transmission and reception 
antennae [2] are cumbersome enough and, what ap- 
pears to be much worse, they operate in a relatively 
narrow frequency band. At the same time, sometimes it 
is easier to eliminate the reason than to fight with con- 
sequences. As can be easily noticed, the main reason of 
appearance of these channels under the mentioned con- 
ditions is a mismatch of antennae with feeder lines and 
free space. This is just the fact that has determined the 
choice of the method of solving the stated problem and 
directions of the research. The results of the above 
method are presented in the given report. 

A laboratory scale model of the antenna system 
represented two cylindrical regular one arm spiral 
antennae with parallel axes and mutually opposite 
direction of windings. A fastener assembly allowed 
the variation of distance between the antennae' axes at 
their orientation preserved. 

The spirals were made of a copper wire 1.6 mm in 
diameter and were stuck with glue on a polyvinyl ace- 
tate base to cylindrical tubular expanded polystyrene 
frames having the dielectric constant of e w 1.18 in 
such a way that the coil's diameter was 2a = 86 mm 
and the increment was 64 mm. So the angle of wind- 
ing of each spiral was equal to a « ±13.5°. This 
provided a primary excitement of the fiindamental 
(T+i or T_i depending on the sign of a) wave at the 

central frequency 940 MHz(ka w 0.85, K = 2-K/X, 

X is the wavelength) and, consequently, the mode of 
axial radiation at the frequency overlapping coeffi- 
cient being close to the maximum [3]. Each spiral 

consisted of 6 coils and had a square counterbalance 
(counter reflector) with the side 250 mm. The dielec- 
tric cylinders serving as spiral's bases were fastened 
to the counterbalances through polystyrene inserts 
(e w 2.5) with metal pins 8 mm in diameter. They 
served as the elements of antennae fastening to a 
common cross bar, equipped with a shifting device 
which provided variation of the distance between the 
antennae axes at their orientation and counterbalance 
complanarity preserved. 

So much attention is paid to the description of the 
fastening units because the experiment mainly con- 
cerned matching of the antenna with the coaxial 
feeder path having the wave resistance of 50 Ohm at 
feeding "from below", i.e. just close to the fastening 
elements. The slightest mismatch in this field gives 
rise to parasitic channels of coupling between anten- 
nae and, consequently, resfricts their isolation value. 

In contrast to the matching devices being conven- 
tional foi- this range [4], there has been used a matching 
transformer in the form of an irregular "strip" line with 
the purpose to minimize a possible mismatching in the 
point of coupling of a 50 Ohm coaxial feeder path with 
the spiral antenna having, as is well known [3], the 
input resistance of 140^150 Ohm. One current-carrying 
line element was represented by the antenna counter- 
balance, to which a cable loom was attached, and an- 
other one was a conductor segment that served as an 
extension of the first spiral coil. So, the first spiral coil 
together with the conductor extending from the cutoff 
point to the spiral represented a resistance transformer 
with the constantly varying parameters. The angle of 
winding of this part of the coil was smoothly varying 
from zero (relative to the counterbalance plane) to the 
value of a at the origin of the first coil. 

The approximate formula [5] is valid for character- 
istic impedance of this irregular line: 

Zo «(l38/Ve)lg(4/i/rf), (Ohm). 

Here d is the conductor diameter, h is the distance 
between the conductor and screen (the antenna coun- 
terbalance). 

In our case, when e = 1, the gaps between the con- 
ductor and screen were approximately equal 0.5 mm in 
the point of coupling with the feeder and approximately 
equal 4 mm at the origin of the first coil. 

Such a resistance transformer does not involve any 
resonance elements and operates in the relatively wide 
frequency band. 

3. RESULTS OF EXPERIMENTS 

The experimental study of antennae has been carried 
out using the methods based on the techniques which 
proved themselves to be effective for antenna meas- 
urements [6], involving determination of matching 
using a panoramic standing-wave coefficient meter, 
radiation pattern measurement by the method of two 
antennae, polarization characteristic measurement 
using an auxiliary linear polarization antenna capable 
of rotating around a longitudinal (horizontal) axis. 
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The measurement of the transmission-reception 
channel isolation coefficient has been performed us- 
ing a method of replacement in an anechoic chamber, 
equipped by a "Bamboo"-type absorber. Here the lo- 
cation and orientation of the studied antenna system 
were chosen such as to provide that the coefficient of 
back scattering from the planes confining the anechoic 
chamber was not exceeding (90^100) dB. 

Fig. 1 shows the radiation patterns of a spiral an- 
tenna with the mentioned above parameters - the ex- 
perimentally measured at the frequency / = 940 MHz 
and the calculated one [3]. The presented radiation 
patterns indicate a satisfactory agreement of the calcu- 
lated results with the experimental ones. 

The radiation pattern of a spiral antenna (a "dumb- 
bells-shaped curve") is given in Fig. 2. It allows one 
to conclude that the antenna polarization is elliptical 
with the ellipticity coefficient r > 0.75. 

The degree of matching of the transmitting and re- 
ceiving antennae is shown in Fig.3, where the VSWR 
dependence on frequency in the frequency range 
50-^1240 MHz is given. The presented dependences 
show good matching of antennae in the frequency 
range (VS\\Tl < 1.2). 

The imperfect identity of the given dependences 
for transmission and reception channels is explained 
by non-identity of the resistance transformers by the 
channels. 
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Fig. 4. 

The measurements of the radiation pattern, polari- 
zation characteristic and degree of matching have 
been carried out not inside the antenna system but 
separately by the channels. Taking into account rather 
high isolation between channels (see below), this be- 
comes quite admissible. 

The behavior of transmission-reception channel iso- 
lation (TRCI) in the frequency band 800-1150 MHz 
measured by the method of replacement is given in 
Fig. 4. The results obtained show rather high realized 
isolation between channels (75-80) dB in the stated 
frequency band. 
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The availability of oscillations of the VSWR curve 
(Fig. 3) at 1.05-^1.1 level is explained by the polariza- 
tion vector rotation in the frequency band towards the 
coupling of the transmission and reception antennae, 
i.e. by small variations in the polarization coefficient 
/Xi2. On the one hand, this evidences that assumptions 
are valid as to the random character of the polarization 
ellipse orientation not only in the field of sidelobes in 
the far antenna zone, but at comparatively small 
(- 1.7A ) distances and as to incomplete suppression 
of the "parasitic" coupling channels, on the other 
hand, this allows assessment of the "efficiency" of 
these channels. 

4. CONCLUSION 

Thus, the results of development and experimental 
study of the decimeter antenna system consisting of 
two orthogonally polarized spiral antennas testify that 
one of the most important factors which entail appear- 
ance of parasitic channels of coupling between anten- 
nae is a mismatch in their feeding points. 

It is shown that the use of the simplest irregular mi- 
crowave power transmission lines together with or- 
thogonal circular polarized transmission and reception 
channels as the matching devices appears to be rather 
effective in fighting the appearance of these coupling 
channels and allows one to obtain high values of the 
isolation coefficient in the given frequency band. 

In the considered case the antenna system having 
the distance between the antenna axes of ~ 1.7A is 
characterized by the following parameters: 

• X > (75 -f 80) dB . 

• VSWR < 1.2. 

• Central operating frequency value /o = 940 MHz. 

• Operating frequency band A/ = (800 -=-1150) MHz. 

• Maximum gains G,naxi,2 ^ 10 dB. 

• Sidelobe Level < 3 dB 

• EUipticity coefficients in the direction of the main 
maxima of the radiation pattern ri-2 > 0.75. 

• Orientation of large axes of polarization ellipses of 
the transmission and reception antennae to the di- 
rection of the main maxima of the radiation pat- 
tern is mutually orthogonal. 

The developed antenna system can be used in low 
power continuous wave radars designed for location 
of objects having rather pronounced depolarizing ef- 
fect in the operating frequency band. 
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Abstract 
The accurate solution of the problem of scattered field in a phased antenna array 

made of semi-bounded flat wave-guides at in-phase excitation is proposed. The Func- 
tional Expansion Method over Selected Values in Hilbert space with a reproducing 
kernel is used. Alternative representations for amplitude coefficients in the analytical 
form without series and Infinite products are derived. 

Keywords: phased antenna array, Functional Expansion Method on Selected Values. 

1. ACTUALITY OF INVESTIGATIONS 

There are a lot of methods for calculation of phased 
antenna arrays. They are based on the classical theory 
[1, 2], analytical methods [3-5], numerical and ex- 
perimental results [6]. Analytical methods frequently 
are approximate. Numerical methods imply time ex- 
penses. It is connected with computational complexity 
and an increasing accuracy of results. The accurate 
analytical solution must be convenient for the numeri- 
cal analysis. The investigations and development of 
effective analytical methods of solving boundary 
problems, which allow obtaining accurate solutions, 
keep being topical in all fields of science. 

2. STATEMENT AND GEOMETRY OF THE 
PROBLEM 

The problem of phased antenna array formed by par- 
allel endless planes semi-bounded wave-guides is 
considered. The wave-guide planes are assumed ex- 
tremely thin and ideally conducting, a is the distance 
between them. The incident field in every of wave- 
guides has the same amplitude and for every two con- 
tiguous of them is phase shifted by the same angle (in- 
phase excitation). Let ^o be the counted out from the 
X -axis angle of inclination of the antenna RP main 
lobe. Then a phase of the incident field in the m -th 
waveguide should be described by multiplier 
exp(imu), where u = kasin9„. Suppose that the 
incident field in wave-guide area consists only of a 
main wave of TEM type. For each wave-guide the 
field components are presented as follows: 

i/j, = «r = e''V""', (1) 

E,=—^^, (2) 

E, 
we dx (3) 

where a; < 0 and ma < z <{m-\-l)a. 
It is necessary to obtain the field radiated in free 

space and reflected to wave-guides. The main goal of 
this paper is to obtain analytically expressions for 
electromagnetic field amplitude coefficients by Func- 
tional Expansion Method over Selected Values. 

3. METHOD OF SOLVING THE PROBLEM 
AND THE MAIN THEORETICAL 

RELATIONS 

The formulated problem is solved by the method of 
partial areas with the use of the Floquet harmonics. 
The method is applied for investigations of volumetric 
complex structures, which are decomposed into two 
or more simple adjacent areas. For each of them it is 
possible to get a solution by variable division. The 
first step consists in presenting unknown fields for 
each partial area in the form of expansion into eigen- 
flinctions. In the rectangular co-ordinate system, com- 
ponents of the electromagnetic field constitute 
solutions of the Helmholtz equation in the corre- 
sponding area. Building the periodical solution of the 
Helmholtz equation satisfying boundary conditions is 
the matter of the Floquet theorem. Orthonormal func- 
tions of transverse co-ordinates form the system of 
scalar spatial harmonics (Floquet modes). On their 
basis, full systems of vector harmonics are built [2]. 
The explicit representations for inter-orthogonal fiinc- 
tions are known. Thus, the problem is reduced to ob- 
taining amplitude coefficients to eigenfunctions for 
the field expansion in every partial area. For this pur- 
pose, it is necessary to satisfy boundary conditions of 
the field. As a result, one can obtain an infinite system 
of linear algebraic equations (SLAE) relatively to 
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unknown eigen wave amplitudes. In general case, it is 
impossible to find the accurate solution of this infinite 
system. Usually it is confined by the rough solution 
obtained with the help of methods of reduction or 
sequential approximations [3]. But in particular cases, 
it is possible to obtain the accurate solution either 
with the functional-theoretical method (a method of 
residues [I], a modified method of residues [1,4]) or 
with the Wiener-Hopf method [1, 5]. In the method of 
residues, an integral over a special analytical fianction 
is introduced, and then residues of the sub-integral 
function are associated with unknown coefficients. 

There is a class of boundary problems, for which 
infinite SLAB yields the accurate solution. Functional 
Expansion Method over Selected Values allows ex- 
panding it. This method is based on the following 
statements [7]. 

Let A be some class of functions defined on a T 
set. Function f e A can be expanded into a series 
over sSelected values at points ti €. T , if there exists 
a set of sSelected  functions   '>pi{s,ti),  such that: 

fl, 

0, i 5± j 

3)for each functionf € A, a series 

/(s) = '^f{ti)il>i{s,t.i)    converges   uniformly   for 
i 

s € T. There is the following theorem [8]. 
Let H be abstract Hilbert space with a reproduc- 

ing Icernel K{s,t) defined on the T-set. Let 

{(^,(s,i,;)}, ti eT be a complete orthonormal sys- 
tem in H. If there exist nonzero real constants Ci 
such that 

ip,{s,t,) = c,K{s,U), I K{t,t) |< q < cx), i € T ,   (4) 

then expansion by complete orthonormal system for 
every f € A, where 

m = Y,aiipi{s,ti), s € T, Ui = (/,</?,;),    (5) 

is a series over sSelected values. 
The fiindamental research of the problem of expan- 

sion over sSelected values have been carried out by 
K. Shannon and V. A: Kotel'nikov. 

4. THE PROBLEM SOLUTION 

From the continuity condition for tangent field com- 
ponents on a surface of the area a; = 0, the following 
system of functional equations holds 

ma) 

ifce""" + Er=o'^"^'" cosf —(^ - ma)  = 

(6) 

, (7) 

wherema < z < (m -h l)a ,       a^ = (2p7r + u)/a. 

To define unknown coefficients, rewrite (6), (7) as 
follows 

Z-^p=-oo    P 

^^+Er=o'^"'^"'^"'""°' 

(8) 

nir 
-(Z — ma) 

= y-~    ,-n>Re^"p(^-"'='. (9) 

ma < z < (m -|-1) a 

Let us introduce designation: z' = z - ma . Then 
fi-om the given equations there follows a relation for 
amplitudes of eigenwaves in different wave-guides: 

where n = 0,   1,   2,   ...; m = 0,   ±1,   ±2,.... It is 

easy to show that with m = 0 formulas (8), (9) can 
be given as: 

i + X:(-ir4%os—z= E V"^' 'OD 
)i=0 

ik +f2{-lTA^^0J„ COS —Z = 
n=0 

p=—00 

riTT 

a 

p= —00 

0 < z < a. 

(12) 

Thus, the problem is reduced to consideration of 
one period m = 0. From (11), (12) one can obtain 
the system of algebraic equations with respect to un- 
known coefficients {A,i} ■ For this, let us multiply 

both parts by e~"»^ and integrate the result with re- 
spect to z , z e (0, a). This yields 

1-(-!)" e- 
E(-i)"A? 
7»=0 l^n   — "n 

-I- 
1 - e-'" 

,(13) 
■B„ 

ia„ 

E(-irA%' 
l-(-l)"e- 

71 = 0 Wn £i\ 
1 - e-" 

'^o~2—7v 

a   „ ,  ^ .   (14) 
7^S,(-^), 
ja, 

9 = 0,   ±1,   ±2,.. 

where WQ = —ik . Further, equation (13) is multiplied 
by Qg andadded with (14), what gives 

f. l-(-l)"e-'''    o^l-e-^" 

>!=0 
(15) 
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f;(_l)" 1-(-!)"e-"^^o _ 1-e-'" ^ 

i2of2,        (16) 

a„ 

9 = 0,   ±1,   ±2,.... 

From the problem statement it follows that {A^,} 

are independent of q. Thus, from subsystem (15) for 
9 = 0 one can obtain 

A l-e-'"cx.s7rn   0      1-e-" 

Let's search unknown amplitude coefficients {A^,} 

in the following form 

As,, 
A".= 

a{u}„ +QQ){1- e "' cosTm)' 
(18) 

where A is some constant, which is independent of 
n . Substituting (18) in (17), obtain 

. _ M(e~"' - 1) sin u 

a{wo + fio) 

Thus, from subsystem (15) unknown amplitudes 
{A^,} have been obtained in the form 

A? = 
(e "' — l)e„Ksinu 

a^{u)o + ^o){^„ + J^())(l - e~'" cosTrn) 
,(19) 

e„ is the Neumann number. It should be noted that 
representation (19) transforms (15) into identity [8, 
5.139, p. 350]. After this, the coefficient B^ is de- 

fined from (16) and (19). For this purpose, it is neces- 
sary to define sum of series in (16). Application of 
reproducing summing operator yields 

Q     e~'" — 1 
■,q = 0,   ±1,   ±2,....(20) 

2iaQg WQ — n„ 

5. RESULTS AND DISCUSSIONS 

Thus, the accurate solution of the problem of the 
field in a phased antenna array made of semi- 
bounded flat wave-guides at in-phase excitation is 
obtained. The formulated problem is solved with the 
use of the linking method with application of Flo- 
quet harmonics in co-operation with the Functional 
Expansion Method over Selected Values in Hilbert 
space with reproducing kernel. The latter one allows 
deriving alternative representations for unknown 
amplitude coefficients in explicit form in terms of 
more elementary functions. The considered problem 
was solved in [1] by method of residues. Amplitude 
coefficients have the following form 

0 _     Res/(a;„) 
(21) 

B  =-^ 
«      t2an, 

(-1)" 

/(-n,),g = 0,   ±1,   ±2,... (22) 

where f{w) is the analytical function: 

/H = 1 - e-'" 

W + U>o 
exp 

(w + u)o)a 

TV 
In 2 

1 - w/uJo 

(l-Fu;o/a>,„)(l-tz>/no) -i!!^±^ , 
''n(l-t./a;,„)(l-Ka;o/no)'' 

ii,(i + '<^o/n,„)(i-f-u;o/n_™)^ 
Apparently, there are infinite products in equations for 
amplitude coefficients (21), (22). Therefore, it is pos- 

sible to obtain only approximate results for A^ and 

Bg. The comparison of expressions (19), (20) and 

(21), (22) yields the following formula for infinite 
products 

R«S/(W„) = £„ 
usmu -1 

/(-««) = 

a{io„ +^o)a{u)o -f-fio)' 

■' -1 

Wo -fi„ 

The obtained solutions are accurate. It is applicable 
for the numerical analysis of waveguides of different 
sizes. Since the different types of series occur when 
solving similar wave-guide problems, for radiation 
from the flanged parallel plate waveguide [10], the 
investigations in this scientific direction are very per- 
spective. 
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Abstract 
The millimeter-wave planar antenna of present concern is distinguished for the de- 

velopment of a two-dimensional radiometric image by the combined scanning through a 
not ordinary mechanical scanning in one plane and frequency scanning in the other. 

Keywords: diffraction grating, planar dielectric waveguide, dispersion, parabolic horn 
taper, dielectric lens. 

1. THE ELECTROMAGNETIC CIRCUIT OF 

THE SCANNING ANTENNA 

For the purpose of a radiometric visualization of two- 
dimensional objects, a single-channel radiometer does 
make the beam scanning in two orthogonal directions. 
An alternative approach is by using a multichannel 
radiometer equipped with an antenna which electro- 
mechanically scans in one plane, and has pronounced 
dispersion properties in the orthogonal plane, Fig. 1. 
A multifi-equency radiometer incorporated with such 
antenna provides a parallel-sequential scanning of a 
two-dimensional area. 

The antenna of present concern is intended for the 
scanning of a 2.5m high, 1.3m wide, and 5m distant 
area. The operating frequency band is 86 to lOOGHz. 
The aperture diameter is 280mm. The in-space resolu- 
tion power is enhanced with a beam-focusing lens. 

The electromechanically scanning antenna (Fig. 1) 
consists of a planar dielectric waveguide 1 accommo- 

Y/Y 
Fig. 1. The electrodynamic circuit of the scanning 

antenna 

dated in the yOz plane and the reflection diffraction 
grating 2 on a metal disk. The grating is set parallel to 
the planar dielectric waveguide some distance apart. 
In reception mode, the grating converts the volume 
waves from the object into the surface waves propa- 
gating through the dielectric waveguide. Afterwards 
in a planar parabolic horn taper, the eigenwave set of 
the planar dielectric waveguide is transformed to a 
broadband signal passing dovm a hollow metal 
waveguide to the radiometer input. 

The coordinate system employed in Fig. 1 is related 
to the planar dielectric waveguide position. The grating 
generating lines are oriented at arbitrary angle a to the 
direction of the surface wave propagation in the planar 
dielectric waveguide. In general, the electromagnetic 
circuit, as shown, can receive as many as n rays, in 
keeping with a chosen number of the grating diffraction 
harmonics. But for the considered antenna class [1], it 
is sufficient to take the first space harmonic which sat- 
isfies the reception condition. The direction of the 
space wave reception is given by the angles G„ and 
</?„ . These follow from the relationships wherein 6„ is 
the angle which the xOz - projection of wave vector 

K of the reception field makes with the Oz axis; y',, 

is the angle between wave vector K of the particular 
reception harmonic and its xOz - projection 

cos ipn 

sinv?,, = -(n/x)sina, 

where n = — 1,—2,... is the number of the grating 

diffraction harmonic, x — ^/^^ ^ is the grating 

period, A is the wavelength, U is the wave decelera- 
tion factor in the planar dielecfric waveguide. 

The scanning in the xOy plane is performed by 
turning the grating-carrying disk 2 round its axis 
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Fig. 2. The chosen sector of the antenna mechanical 
scanning in the xOy plane. 
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Fig. 3. The obtained angular sector of the frequency 
scanning in the xOz plane 

through angle a. The corresponding a-dependencies 
of the scanning angle ^_i are presented in Fig. 2. At 
the 100 GHz frequency, the grating turn through 
±10.25° makes the scanning within ±14°. In general, 
the mechanical turn of the disk in the antenna-type 
provides the scanning sector as wide as ±60°. In the 
present design, the scanning frequency is I Gz, the 
scanning sector is ±14°. 

The parallel scanning in the xOz plane is per- 
formed with a 16 - channel 14 - GHz radiometer. The 
dispersion characteristics of the antenna are viewed in 
Fig. 3 as a beam position in the xOz plane depending 
on the signal frequency. A signal band of 14 GHz 
provides a scanning sector of 14.6°. In order to do 
away with a slight nonlinearity of this characteristic, 
the radiometer passbands should be better matched. 
Also an optimum antenna positioning relative to the 
scanning area helps it. 

2. THE ANTENNA DESIGN 

A view of the in-plane scanning antenna is in Fig. 4. 
Planar dielectric waveguide 1 represents a rectangular 
shaped Teflon plate measuring 320 x 320 x 2.25 mm^ 
On the three sides, the waveguide is locked on the in- 

Fig. 4. A view of the in-plane scanning antenna of 
the multichannel radiometer 

side of the antenna aluminum metalwork 7. The fourth 
side is attached to the horn taper of excitation unit 3 of 
the planar waveguide. Excitation unit 3 is the parabolic 
horn taper from the hollow metal waveguide of stan- 
dard 2.4 X 1.2 mm^ cross section to the overdimen- 
sional hollow metal waveguide of 280.0 x 3.0 mm^ 
cross section. It serves the function of effective excita- 
tion of planar dielectric waveguide 1 and develops a 
proper field distribution in the antenna aperture in the 
xOy plane. 

The diameter of grating carrying disk 2 is 280 mm. 
This value comes from a desired size of the 5 m distant 
field spot after being focused with the aid of dielectric 
lens 4. The grating carrying disk, the disk turning shaft, 
the shaft bearing, and the antenna drive make up scan- 
ning unit 5 mounted on a T-shaped frame and locked to 
antenna metalwork 7 at three points. The mounting is 
such as to provide the adjustment of the diffraction 
grating plane with dielectric waveguide 1 in both 
planes toward getting a desired field distribution in the 
xOz plane. The scanner T-frame carries also the an- 
tenna electrical components: step motor;ilUH-200-l-l, 
step-motor damping resistors, the board with magnetic 
hermetic contact detectors of grating 2 position, adapt- 
ing panel toward antenna electrical circuits. The an- 
tenna drive is a reducing step motor between the step 
motor and the grating disk shaft. The antenna beams 
are spatially related to the observation plane by means 
of unmatched laser pointers 6 placed on the antenna 
facial surface. 
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3. THE ANTENNA PARAMETERS 

• The operating frequency band at the 1 dB level 
covers 14.0 GHz from 86.0 to 100.0 GHz. 

• In the 14 GHz band, the observation field is kept 
to be a rectangular area 2.5 m high, 1.28 m wide, 
and 5.0 m distant. 

• The resolution power depends on the aperture di- 
ameter, operating frequency, and scanning angle. 
The monochromatic - signal best resolution (at the 
observation field center) is 70 x 70 mm^. Toward 
the observation field ends the resolution power 
goes down to 100 x 100 mm^. The antenna resolu- 
tion is susceptible both to the lens astigmatism for 
off-axis rays and the difference between the focal 
distance and the off-axis ray distance. 

• Due to angle - frequency sensitivity, the scanning 
antenna develops an actual multibeam radiation 
pattern in the xOz plane. The reception unit 
specifies the number of the beams that the antenna 
forms, and it is 32. 

• For the operating frequency band and observation 
angle sector, the active loss because of the energy 
absorption in antenna components does not exceed 
1.4 dB, including 0.8 dB in the planar parabolic 
horn taper and 0.6 dB in the dielecfric waveguide. 

• The antenna provides linear polarization of the 
reception radiation. 

• Over the operating frequency band, the VSWR is 
as good as 1.25. 

Compared to the mirror antenna, the planar design is 
an unusual and compact one. The testing of the scan- 
ning antenna, as part of an experimental radiometrical 
set, does encourage its multi-purpose applications. 
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Abstract 
A simple method of excitation of the base station antenna array eliminating interfer- 

ence noughts of the radiation pattern in vertical plane has been proposed. Characteris- 
tics of the panel antenna containing collinear dipoles have been theoretically studied. 

Keywords: radio communication base station antenna; collinear dipoles; directive gain. 

1. INTRODUCTION 

For basic stations with a big coverage area it is reason- 
able to use a linear vertically oriented dipole array with 
a high gain and with the main beam orientated to the 
area boundary. The increase of the gain is achieved by 
increasing the vertical size of the antenna and the num- 
ber of dipoles, however at the same time the width of 
the main beam of the radiation pattern in vertical plane 
is reduced and the number of interference noughts in- 
creases, that causes the appearance of zones of weak 
reception. The noughts, nearest to the main beam, 
which correspond to remote receiving points are espe- 
cially detrimental to the quality of reception. 

The known method of eliminating interference noughts 
means excitation of dipoles with small out-phasing, how- 
ever this method for multielement arrays doesn't let to 
eliminate all noughts and causes close tolerances to reali- 
zation of transmission lines phasing sections. 

2. DESCRIPTION OF THE METHOD 

Let's take the linear antenna array of N identical 
radiators (N is odd). We accept that the radiators are 
excited with equal amplitudes and phases (or with 
linear phase shift), that, evidently, gives the maximum 
directive gain of an array, provided the mutual cou- 
pling can be neglected. We suppose the input currents 
in all radiators are equal to units. The corresponding 
radiation pattern in vertical plane is marked as Fo{6). 

We change the central radiator input current mak- 
ing it equal to 

Ic^l±ja, (1) 

where a is a real number. Then radiation pattern be- 
comes equal to 

Fie)^Fo{e)±jam, (2) 

and its module 

\m\ = yfW{0T+W{e), (3) 
where f{9) is the radiation pattern of the central ra- 
diator, which we consider near-omnidirectional and 
having no noughts in the coverage area. 

It's obvious that new noughts don't appear in the 
pattern (3) and in directions there is no former 
noughts for which Fo(e,„) = 0, value (3) equals to 

F{9,„) = af{9,„). The relative value of the radiation 
pattern in former noughts directions, nearest to the 
main beam, will be 

\m„)\m,..\^a/N. 
We take into account here that F„,„^ fs Nf. 

Evidently, the parameter a defines the depth of 
minimums in the array radiation pattern. 

Thus, in the suggested method all interference 
noughts are eliminated due to the change of excitation 
of only one radiator. According to (1), at the input of 
the central radiator the current module should be mul- 

tiplied by yfl + c? and the current phase should be 
increased by Ay) = -arctga, where the parameter 
a should be taken from the ratio, where S is the pre- 
determined minimal radiation pattern level near the 
main beam. The reduction of the array directive gain 
can be evaluated by the formula 

G/G,={l + 6')/{l + N6'). (4) 

While deducing (4), we suggested that mutual cou- 
pling could be neglected. 

The panel antenna containing the array of collinear 
dipoles {N = 7) with a period of rf = 0.7.5A is con- 

sidered as an example (Fig. 1). The dipoles are placed at 
a distance of 0.308A from the flat screen, marked by the 
dashed line in the figure. The dipole's length is 0.44A. 

0-7803-7881-4/03/$l 7.00 ©2003 IEEE. 
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-cy 

dB 

Fig. 1. The scheme of the antenna-feeder device 

Taking the value ^ = 0.14 (-17 dB) we get 
a = 1; 17p I = V2 ; A<p = ±45°. Such excitation is 
achieved by the feeder (Fig.l) obtained from the stan- 
dard feeder, usually used for the 8-e!ement array in 
which we inserted the microwave adder 1 and the 
transmission line section 2. This allows to excite the 
central dipole by the amplitude, which exceeds ampli- 
tudes of the rest dipoles by ^/2. The necessary phase 
shift 45° is received due to the proper choice of the 
section length 2. 

The six-pole of the ring structure [2] is used as a 
microwave adder 1. So, taking into account the fact 
that the additional phase shift made by the adder is 
equal to 180° we get the section 2 having the electri- 
cal length 5 / 8A . 

The theoretical analysis was made with the help of 
MMANA program, which realizes the well-known 
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Fig. 2. Radiation pattern in vertical plane 

algorithm of the electrodynamic analysis of thin wires 
using of piecewise - sinusoidal basis functions. Fig. 2 
gives the vertical plane radiation pattern of the array 
for: 1 - excitation by equal amplitudes and phases of 
dipoles; 2 - excitation, suggested here. In the second 
case the width of the main beam of the radiation pat- 
tern in vertical plane is 9°, in horizontal plane - 100°. 
VSWR at the antenna input doesn't exceed 1.5 and 
the antenna gain reduction is 0.5 dB. 

3. CONCLUSION 

The suggested method of eliminating interference 
noughts doesn't require complex preliminary calcula- 
tions, ft is simple to realize, not sensitive to the device 
parameter disturbance and to frequency variation. 
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CIRCUMFERENTIAL SLOTS IN CIRCULAR 
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Abstract 
A wide range of diffraction wave problem by semi-infinite equidistant succession 

of identical obstacles with axial symmetry has been considered. The numerical- 
analytical method for this problem solution has been suggested. It is based on the 
idea of the partial inversion of diffraction problem operator by the extraction of the 
simple part of the semi-infinite sequence of obstacles for which the scattering opera- 
tor is known. The desired total operator is then constructed using specific symmetry 
of the semi-infinite structure on the basis of the above mentioned operator allowing 
one to take into account the wave interaction by the obstacle components. 

Keywords: circumferential slot, circular waveguide, periodical structure, semi- 
infinite periodical. 

1. INTRODUCTION 
During the last years one can observe in many 
branches of modem radiophysics (from traditional 
microwave and super high fi-equencies to the optical 
band) the growing interest to the devices based on 
periodical and «quasi-periodical» discontinuities. This 
interest can be explained by the non-trivial properties 
of such systems. Based on these structures, the 
waveguide systems are used for the fabrication of 
different types of leaky-wave slot antennas for tele- 
communication, industrial purposes, etc. Using spe- 
cial properties by proper control of the period and 
duty-cycle it is possible to realize a wide range of 
novel components. 

It is evident, that all physical phenomena in peri- 
odical structures in different frequency bands satisfy 
to the common principles. In a whole, the properties 
of periodical, semi-infinite periodical and «quasi- 
periodical)) structures can be characterized with the 
help of scattering operator R (in the case of multi- 
wave propagation) and with the help of scattering 
coefficient (in the case of single-wave propagation). 
This method was suggested by L.N. Lytvinenko [I]. 
Below, one can find the development and realization 
of this idea as applied to the circular waveguide with 
semi-infinite and limited periodical sequence of 
circumferential slots. 

2. THEORY 
Let us investigate the interaction process between one 
of the Egp -modes in circular waveguide with semi- 

infinite periodical sequence of circumferential slots. 
There is no doubt that the scattered fields in this prob- 

lem have continuous spatial spectrum but it is possible 
to construct approximate solution by use the matrix 
operator rather then the integral operator. For simplic- 
ity let us suppose a negligible quantity of the slot's 
interference, which is caused by the slot's radiation 
into free space. In such an approximation radiated 
from any slot fields don't change complex magnitudes 
of waves in the space with the other slots. The error of 
such an approximation will be negligible in the case 
of narrow slots and large period of the slot's dis- 
placement comparing with the wavelength. 

Following the mentioned method let us formulate the 
boundary problem for the key-structure (single circumfer- 
ential   slot).   Assume  that  one  of the   E„j,   wave 

(p = 1,2...) propagates towards a single slot. Let d be 
the width of slot, 2a be the diameter of the waveguide in 
cylindrical co-ordinate system. Let us suppose that the 
ratio between frequency and diameter allow to propagate 
everyone from m  E, 

m = l,2);p„ = ^e - /^^ ^ 
root of Bessel's function Jo(x). 

The solution of this boundary problem can be 
found using the Fourier's transformation. The single 
nonzero component of magnetic field H, can be 
represented in the form: 

^/"F(/?)J,(/»r/a)x 

xexp{if3z/a)dP]     r < a, 

xexp{i0z/a)df3\    r > a. 

,„j, -waves (l<m<p, n <m, 

ka, n„ is the n -th 

H'^'\r,z) = 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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The function's presentation in the form (1) satisfies 
to the Helmholtz's equation and provides the continu- 
ity of electric field in the whole space. It is possible to 
obtain the system of pair integral equations under 
conditions that the tangential component of the total 
electric field is equal to zero on the waveguides sur- 
face; the electric current on slots is absent and if one 
takes into account the Wronskian determinant for the 
Bessel's functions as: 

These systems can be written as: 

(2) 

/ exp{iPz j a)dP 

Ji{lJ,„)exp{i/3z/a),   \z\ < d/2 

0,  izl > d/2 

2/x„ 
OC 

J X„{f3)exp{i(3z/a)d0 

(3) 

(4) 

where X„iP) = F„{p)h%{h)H^^\h). One can de- 

rive that unknown functions X„{/3) are equal to Fou- 
rier's transformation from the tangential components 
of electric field E^ on the slot (with range of accu- 
racy to constant factor): 

OC 

E,l^„ = J X,X/3)exp{i(3z/a)d(i. 
— OC 

The systems of equations (3), (4) allow one to find 
the solution of the boundary problem with arbitrary 
parameters of structure. The most interesting case for 
practical applications is the case of narrow slots. The 
solution for this case can be obtained with the use of 
the method of moments [2]. 

It is well known that electric field E^ has root singular- 
ity at the edge of slots so it is appropriate to choose the 
Chebyshev's polynomials of the first kind with weight as 

basic functions r„ (z) 1 - f 2z/rf j . Introducing the 

parameter of so called narrowness of slots i^ = d/2a, 

transform equations (3)-(4) using t = 22;/rf: 

/ 
x,m 

K'Uh)H^^\h) 
exp(il3Ct)dP + 

ma 
+ -7—.^i(Mn)exp(iA,CO = 0,   |<|<1;      (5) 

OC 

J X„iP)expiif3Ct)d0 = 0,   \t\>l. 
— OC 

In such a way, the function E^ can be presented as: 

m = E,it) = -^ f X„i0)^xpmt)d0 = 

r„-7==^;   \t\<l, 

0; \t\ > 1. 

(6) 

As far as the unknown fimction X,j (P) is the Fou- 

rier transformation fi-om £^{1) = f{t) and as it is 
well known [3] the Fourier transformation from Che- 
byshev's polynomials can be represented as the series 
of Bessel's functions and its derivatives up to N or- 
der, the unknown function X„{/3) can be represented 
as series of Bessel's functions with unknown coeffi- 
cients as: 

x,m Ca' r  Mt) 
27r / .^/^ 

= ^-EM,MP,X) 

= exp{il3(t)dt = 

.3  N 
(7) 

A:=0 

Taking into account the linear independence of the 
basic flinctions on interval [-1,1] one can obtain the 
system of linear algebraic equations of the first kind: 

<»'" ^S'^'/ A:=0 

,3 

MPOJnM) 
[h;%ih)H^^\h) 

d(3 + 

(8) 

+ ^r—Jx{f^n)J,n(PnO 
2M,i 

0;  (m :::= 0,1,.-A'')- 

The "defined field" approximation can be used in 
the case of narrow slots, so one can take into account 
only finite quantity of M^ . It is caused that the "de- 
fined field" approximation provides correct field's 
characteristics in far zone (including scattering matri- 
ces) up to the second approximation of the narrowness 
of slots parameter [3,4]. This phenomenon is con- 
nected with stationary dependence of the far zone 
characteristics of field distribution on slot. 

Defined functions X„{P) allow one to determine 
the surface current density: 

Jz =A exp{i/3„z / a) + 2M„ 

7rJ«(/Ai 
- f — XniP) 

(h)li\h) 

■exp{il3z/a)dp 

(9) 

where A = C^Jj (/i„)/47r//„  is the magnitude cur- 

rent density of E^p  wave. Using the well known 

methods of integration in the complex plane it is pos- 
sible to define j^ as: 

=^A 

z « 

exp{i/3„z / a) + ^J?„j, exp(-iPpZ/a) 

d/2, 

'(10) 
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j, = A^T„pexp{il3„z/a),  z » d/2, (11) 
p=i 

where the notations are used: 

i-KU    u n,p<m  (12) 
^nji  — "up -r   j ,        —A.„\^p„), 

-JlKt^ii) Pp 

6„j, is Kronecker's function. The R„j, and T„p define 

matrix operators of reflection and propagation "by 
current" correspondently. 

3. SIMULATION. EXPERIMENT. DISCUSSION 
Thus, the solution of the key-problem has been de- 
scribed in the previous section. Following the method 

[1] one can find the total reflection operator R of the 
semi-infinite structure from the operator equation of 
the second kind: 

R = f + i\l -ipRipf] -1 -A-' 
<pRift , 

where f is defined by /?,,,, and t is defined by T„,,; 

if is operator, which defines faze-shift between 
neighboring slots. This equation can be solved by 
different methods, but Newton's method is the most 
preferable, especial, if the initial approximation is far 
from root or if function R{r,t) has irregular regions. 

The functional dependence |i?iil upon L/\ is rep- 
resented at Fig.l. One can observe quasi-periodical 
character of this curve. 

The solution for semi-infinite structure is key- 
problem for analysis of bounded periodical sequence 
structures. It is possible to obtain the partial reflection 
and transmission operator (coefficients) of s -th slot 
(discontinuities) as: 

As 
{r-R)e -ikrl 

(14) 
1 - re'^^-^ifc-'*-^ ' 

Using the circuit theory there is no any problem to 
obtain the summary operators (coefficients) for 
bounded periodical structures. This procedure was 
realized for the bounded sequence, which includes 10 
circumferential slots. The results of simulation for this 
case can be found in Fig. 2 (straight line). It is evident 
that characteristic is quasi-periodical. The period is 
connected with L/A parameter and it is approxi- 
mately equal to 0,5. 

The series of experiments were carried out with 
aim to confirm the main concept of these investiga- 
tions. This concept lies in idea that integral reflection 
operator may substitute for matrix reflection operator 
under some condition. The main requirement is ab- 
sence mutual influence of slots. This requirement can 
be realized by two ways: it is necessary to have nar- 
row slots and the distance between neighboring slots 
must be more than wavelength. 

In Fig.2 dash curve reflects the experimental data. It 
is obvious that the theoretical and experimental central 
frequencies of stop-band and pass-band are in good 
agreement. Moreover, the form of curves is very simi- 
lar. One can detect the difference in magnitudes but it 
can be explained by errors of experimental model 
manufacturing and errors of the experimental method. 

Thus, the undertaken experiments show the possi- 
bility of transformation integral scattering operator 
into matrix scattering operator under certain condi- 
tions. The results of these investigations can be used 
in antenna technique and in the design of new types of 
functional elements in SHF techniques. 

REFERENCES 

I. Lytvinenko L.N., Reznik 1.1., Lytvinenko D.D. 
'Wave diffraction by semi-infinite periodical 
structures', Reports of the Ukrainian Academy of 
Sciences, 1991, No 6, P. 62-66. 

(13) 2. BatemanG., ErdelyiA. 'Higher transcendental 
functions', N.Y.: McGraw Hill, 
MittraR., LeeS. 'Analytical methods in 
waveguide theory' 
Lapta S.I., Sologub V.G. 'The influence of narrow 
slot in circular waveguide into propagation of Eop- 
waves', Digest of the Ukrainian Conference 'The 
main directions in development of radioelectron- 
ics, computational technique and communication', 
Kiev, 1973, p.30. 
NefedovE.I., SivovA.N. 'Electrodynamics of 
periodical structures', M.:Nauka, 1977,208 p. 

314    International Conference on Antenna Theor)' and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine pp. 315-317 

SWITCHING HEMISPHERICAL ANTENNA ARRAY 

E. V. Lukashuk, Y. V. Kolosova 

271, Academika Pavlova str., Kharkov, Ukraine, 61054 
Open Joint Stock Company "Jsc Scientific Research Institute Of Radioengineering 

Measurements" (OJSC "JSC SRIRM") 
<common@niiri.kharkov.com> 

Abstract 
All known radio engineering systems, including of flight vehicles (FV) landing 

systems, (for example, airplanes, lowered space vehicles etc.) have one essential de- 
fect: in order to implements FV tracking the antenna systems (AS) should mechani- 
cally change the own azimuth and elevation, and radiation pattern (RP) should move 
in space with large speed reaching 40 Hz. It is known, that any mechanical movement 
is connected both with the power expanses, and with operational expanses. 

Evidently solution of a problem is: FV tracking by means of phased antenna ar- 
rays (PAA) meet the troubles caused their very high cost. In present article it is of- 
fered to combine rather low cost of mechanical moving antennas with fast non- 
mechanical steering of RP by development of switching hemispherical PAA (HPAA) 
which characteristics are identical to the characteristics of antenna with mechanical 
steering of RP. 

1. INTRODUCTION 

The proposed antenna array is made of the ring an- 
tenna arrays with variable radius both in azimuth and 
in elevation. We shall consider the principle of the 
operation of the offered antenna on an example of 
one-ring switching antenna array (OSAA). 

The proposed variant of the ring antenna array (RAA) 
concerns to the commutative class of ones. Distinctive 
feature of RAA is that the commutative (discrete) phase 
shifters (PS) are not used in it. The necessary phase ratios 
are provided by fixed PS's, which sequentially connected 
to the group of antenna elements (AE) by means of elec- 
tronic commutator, thus forming required RP in defined 
direction. If it is required to find only one angular coordi- 
nate, for example azimuthal one, the offered variant of 
RAA can consist of one ring [1]. If it is required to in- 
crease an amplification factor, RAA can consist of two 
and more rings. If it is required to determine both angular 
coordinates, the oifered variant of RAA should have two 
co-perpendicular ring arrays, which place on a spherical 
surface, as it was proposed in [2]. In difference fi-om RAA 
offered in [3], in which for the circle scanning the expen- 
sive Battler matrix is used, in offered RAA the set of fixed 
PS representing set of simple and cheap microstrip delay 
lines is used. Rather close prototype offered RAA is tiie 
circle antenna array [4]. However in it the principle of 
feeding in pairs of opposite AE and controlled PS that has 
high price used. Ring antennas offered in [5] and [6] have 
also the similar disadvantages. Therefore, taking into ac- 
count advantages and disadvantages of already developed 
ring (commutafive and analogue) antenna arrays, the fol- 
lowing variant of RAA is offered. 

2.   FORMULATION OF THE PROBLEM 
In order to bearing FV, the width of a main lobe of RP 
on a level minus 3 dB ;9^, e^ should be: 
- If scanning is carried out only in horizontal plane: 

- If scanning is carried out only in vertical plane: 

(3A < PAE 
(2) 

^A - ^Ac 

where e^g, ^AZ are the specific angular sectors on 
azimuth and elevation defined by the requirements to 
accuracy of coordinates calculation, SAE is the width 
of RP of antenna element. 

As the expressions (1) and (2) correspond to fan- 
shaped RP, for their implementation is not necessarily 
to excite antenna elements (AE) on all hemispherical 
surface of HPAA, but it is enough to excite two or- 
thogonal ring AA(RAA) (Fig. 1). 

The radius of RAA can be calculated from conditions: 

• Required accuracy of positioning of a main lobe RP; 

• Required accuracy of a bearing determination. 
If to limit by known ways of scanning by means of 

controlled PS, then for overlap, for example, sectors 
Pc X Sc = ±60° X 20° are necessary to have not less 
%. X 1200 phase discrete (can be recurring), and also 
the same number of AE and PS, where %.  is the 
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Fig. 1. 

number of rings AE. Therefore to estimate n^. pa- 
rameter it is expedient to evaluate the selectivity in 
space of RAA, vi^hich has not the controlled PS. An 
evaluation of selectivity of developed RAA we shall 
make on one-ring AA as an example. Consideration 
other RAA will differ only by frequency band and 
accordingly by radius. 

It is known, fliat RP formed by OSAA with a main lobe 
direction 9 = 6Q and ip = ip^ canhe expressed as [5]: 

N.Ur 

F{e,ip) 
11=1 

I,iexp[ — JKa{smdQ X 
(5) 

xcos(i^o -<P„)- sin0cos(y) - IPQ))], 

where A^^g is AE number; i„{6,(p) is the RP of sepa- 
rate «-th AE; I„ is a current amplitude of «-th AE; 
a = ri is a ring radius. 

If AE are identical [i„iO,(p) = const(r)], isotropic 

[f„{9,ip) — I], and are excited by currents with iden- 
tical amplitudes (I„ =1), the RP of OSAA is ex- 
pressed as: 

oc 

N AE   X^   • 
III = -oc 

(6) 

where 

p = o7(sin&oo6i^-sin6t,oos(/:(i)''^ -|-(sin(9sin^-sin6(,sin(fl,)'^; 
a{sm9 cos w — sin ft, cos Wn) 

X = arcos-^^ ^-^. 
P 

If the number of iV^^ is rather great (AT^g > 10), 
and diameter of a ring 2a not so large, then RP of 
OSAA is well described by the first member of the 
sum from (6), i.e. 

Fi9,^) « Joikp). (7) 

To improve accuracy it is possible to take into ac- 
count the correction members 

where 

AF = 

F(ft,y>)«Jo(M + AF, (8) 

2J^,,(Mcos[(7r/2-x)Ar^£l, 

j2JN,A''p)cos[{7r/2-x)N^E]-   (9) 

Width of RP in a horizontal plane depends a little on 
angles ^o  and v'o. and, with increasing N/iE, the 

more poorly this dependence appears. However in ver- 
tical plane the width of RP 9^^ varies significantly: 

F{9,ip = 0) = Jo [ka{sine - sm9o)].     (10) 

From expressions (5-9) follows, that the OSAA se- 
lectivity is worse than selectivity of a linear AA 
(LAA), which has the same overall dimensions. 

These caused by the following reasons: 

• appearance of square-law(quadratic) phase distri- 
bution on LLA aperture, being an equivalent to 
sector AA, i.e. part of a ring RAA; 

• increasing of side lobes level and decreasing of 
amplification because of various orientation of 
main lobes of AE, which are forming OSAA; 

• non-equidistant allocation of AE projections eve*- 
the LAA aperture, resulting to increasing the den- 
sity of these projections on the ends of the LAA 
that is equivalent to appearance of amplitudes dis- 
fribution (AD), increasing on edges of the aper- 
ture. 

• All listed above results to RP extension (0^) and 
to growth of side radiation (Fs) of OSAA in com- 
parison with LAA. 

To improve OSAA selectivity in a horizontal plane 
it is proposed: 

• in order to decrease the side radiation caused by 
non-parallelisms of main lobes of AE, which 
forms OSAA, we propose to realize the AE as an- 
tenna units (AU), consisting of two antenna radia- 
tors (AR), which are remote from each other on 
distance dg . On input of one AR is attached fixed 
phase shifter ensuring FD over the AU aperture, 
which provides the turn of AU main lobe to 9, 
angle, thus ensure a parallelism of 0„„ directions; 

• the quadratic-law phase distribution is eliminate 
through the connection of /-th AU output to phase 
shifter with the fixed phase (Oi); 

• to decrease influence of non-equidistant AU allocation 
over LLA aperture, the so-called RP digital steering is 
implemented; this approach is similar to [6] and pre- 
sume to install the low-noise amplifiers (LNA), which 
have regulated, but fixed amplification. 

The offered OSAA allows one to improve the RAA 
selectivity in comparison with known ones. 

It is known that in air motion control (AMC) ser- 
vice the plenty of radio electronic systems is used. In 
particular, it is possible to use OSAA, in which one of 
HPAA rings is used as elevation radio beacon (ERB). 
At the same time, if the radius of sphere is calculated, 
then the calculation of geometrical parameters OSAA 
for ERB is reduced to calculation only of moving ele- 
vation sector £.„,, within of which RP with specific 
width of a main lobe(on a level of minus 3 dB )is 
formed. Analytically factor of RP OSAA, composed 
from AE (for example, as vibrators with improved 
selectivity), is written as: 
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N„. -1 

Fc =   Y^ a,Fi,-exp{-jkdiiSme)        (11) 
j=0 

where: a; is the weight coefficients of amplitude dis- 
tribution on LAA. 

1 

Fi,; = Y^eyip(-JKdEq\{sme - sin6'i)|) = 
9=0       , ■ 

= 1 + exp{-jO,5KdE lisinO - sin^i)|) =   (12) 

= cos(O,5Kd£(sin0 — sin^j)); 

d^i — R{l-cos(3i) - distance between AU phase 
centers on LAA aperture; /?,: is the angle from radius- 
vector of 1-st AU up to radius-vector of/-th AU; d^ is 
the distance between phase centers of AR, formed AU: 
d^ = iB + Oi 1-*^; '-B is the length of the radiator (for 
example, vibrator) in a plane of a circle; the value 0,1 A 
undertakes from a condition of weakening of mutual 
influence AI and geometrical placement of AI within the 
antenna unit; 6i is the angle, on which it is necessary to 
turn a main maxima of RP AU j {6i = A — 90°), to 
ensure parallelism of their directions. 

For numerical assessments the ratio (11) and fol- 
lowing parameters (Fig. 1) was taken: 

[ 105 — in a horizontal plane, 
M ~    6 — in a vertical plane, 

/ = 5 GHz(A=60mm); tB = 0,48A; d^^ 0,58A; 
d^i are depends on R and, are determined in RP cal- 
culation process. 

The executed calculations have shown, that: 
1. RP in horizontal and vertical planes is symmefric 
relative to it's main maxima. 
2. Width of RP main lobe lies in bounds: 

•   In a horizontal plane: (f^ < 1° ; 

3. The maximum level of aside lobes has the value: 

•   In a horizontal plane: 
at imiform amplitude distribution: F/ < -11 dB; 
at digital (optimal) method of amplitude distribution 
steering: Fj^j,^ < -17,63 dB; the optimal amplitude 

disfribution given to one from possible functions: 

A =20 1 

In a vertical plane: 6^ < 20°. 

where t is the value of 'pedestal' on the edge of OSAA. 

•   In a vertical plane: 
at uniform amplitude distribution F/ < -12 dB; 
at digital (optimal) method of amplitude distribution 
steering:  F^gpt < -35,6 dB; the optimal amplitude 

disfribution is prescribe with the following coeffi- 
cients: Aifi = 1; ^2,5 =7; ^,4 = 14,5. 

RP OSAA for ERB is described in a vertical plane 
by the same expression (11) and is similarly to RP 
OSAA ARB in a horizontal plane. In a vertical plane 
because of uses one ring SAA, it RP coincides with 
RPofasingle AE. 

3. CONCLUSION 

The speed of action offered RAA does not concede 
modem phased AA, but its cost is significantly 
cheaper. If to use multi-entry AE, the creation two- 
beam RP is possible, which main maximum are bi- 
ased on a half of RP width (on a half power level). It 
indicates possibility of implementation of a mono- 
pulse amplitude direction-finding (Fig. 2), as it is of- 
fered in [7, 8], and the possibility of creation of nulls 
in interference direction, as is offered in [9] (Fig. 3). 
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Abstract 
The technical solution of the design of a linear Dolph-Chebyshev antenna grid of 

the speaking-trumpet radiators is proposed. This proposition is based on the applica- 
tion of special waveguide non-absorbing power elements used for installation of 
Dolph-Chebyshev amplitude distribution in the grid speaking-trumpets. 

The receiving-transmitting antennas with narrow di- 
rection diagram (DD) on azimuth and relatively wide DD 
on location angle are widely used in radiolocation and 
other radiotechnical systems. For example, linear antenna 
grid which looks like horizontal line of pyramidal speak- 
ing-trumpet radiators could be used as such antenna. 

The development of a technical solution to decreas- 
ing the side radiation level on horizontal surface for 
such grid is the objective of our research. 

The linear grid looks like horizontal line composed of 
N radiating elements of pyramidal shape, which operate 
on gap. Antenna operates in X - band onA = 0.032 m 
wavelength. The size of grid aperture is equal to 
i4= 1.0725 m (width) and Cp = 0.1143 m (length). 
The size of speaking-trumpet radiating element aperture is 
equal to bp = 0.0268 m (width) and op = 0.1143m 
(length). The grid consists of TV = 40 elements. 

The grid is installed in the aperture of large E - sectors 
speaking-trumpet of relatively short length B = 0.5 m. 
This speaking-trumpet is required for optical supply of 
grid elements. At such relatively short length of large E - 
sector speaking-trumpet phase distortions of a field on 
aperture edges are inevitable. However, such distortions 
are not hazardous and do not have any significant mean- 
ing, because they can be easily compensated by the selec- 
tion of appropriate parameters of rectangular waveguide of 
each speaking-trumpet radiating elements. 

Because of that, we can apply E - sector speaking- 
trumpet, which length is significantly smaller than the 
horizontal size of the grid aperture. Large E - sector speak- 
ing-trumpet is supplied by mutual rectangular waveguide. 
In addition, polarization of radio waves is horizontal. 

Our calculations show that such sin-phase grid with 
almost unifomi amplitude distribution on its length has 
quite poor direction performance. Even though DD on 
azimuth of 1.6° of this grid is relatively narrow, such result 
is obtained at the expense of unacceptably high level of 
side radiation of -16 dB. Grid DD in vertical surface has 
20° width and appropriate level of side radiation of - 
24 dB, which is quite satisfying. 

0-7803-7881-4/03/$l 7.00 ©2003 IEEE. 

Our calculations demonstrate the need in development 
of new technical solution on decreasing of side radiation 
level of linear grid on horizontal surface. One of the ideas 
on such development is discussed below. 

The idea is based on the application of well-known 
Dolph-Chebyshev amplitude distribution [1,2], used in 
sin-phase vibrator linear antenna grid. Currents in vibra- 
tors are set based on that distribution, so the required low 
level of side radiation is obtained with their help. How- 
ever, it is difficult to apply directly this well-known solu- 
tion to the considered linear speaking-trumpet grid. The 
explanations of those difficulties are provided below. 
Radiating elements of linear grid do not have any de- 
vices for weakening of currents (fields) amplitude in 
them. Additional introduction of fields weakening de- 
vices could lead to big loss in transmitter power; there- 
fore, it is not expedient to use those devices based on 
design and energy reasons. 

The goal is to obtain low level of side radiation on 
horizontal surface in the considered linear grid by install- 
ing Dolph-Chebyshev amplitude distribution in its radi- 
ating elements. We need to develop special devices, which 
will pass to radiating grid elements only part of energy 
felling on them without absorbing the heat of residual 
energy in those devices. Therefore, we need the devices, 
which change the general load of waveguide-feeder device 
without energy absorption. 

The design of the device for passing to radiating 
grid elements only part of energy falling on it is pre- 
sented below. 

The simplified design of proposed radiating grid 
element is presented on Fig. 1. 

Radiating grid element is pyramidal of bp aper- 
ture size (width) and ap (length). This speaking- 
trumpet is supplied by rectangular wave-guide. Po- 
larization of radio waves is horizontal. 

Signal amplitude changing device in radiating grid 
element is mobile section of waveguide. This device 
can rotate along vertical axis of the grid radiator. Ba- 
sic section of this device is designed as rectangular 
waveguide part. That section is bounded on its edges 
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with two section of round waveguide of d diameter. 
The bound is implemented through regular waveguide 
transitions from rectangular waveguide to round one. 

In the end of the rectangular waveguide of speaking- 
trumpet grid element, a part of circular waveguide (the 
transition from rectangular waveguide to circular one is 
used again) is also installed. Circular waveguides are 
needed for a connection ofthe immobile element part with 
mobile one. 

The connection between the mobile and the im- 
mobile parts of the element can be either contact or 
contact-less. We should note that the mobile section 
of waveguide should be rotated only if it is needed for 
antenna tuning during its manufacturing; after that, it 
can be soldered (welded) to the immobile section. 

If the mobile section of rectangular waveguide is not 
tilted to the vertical axis, then waveguide will pass all en- 
ergy to radiating element. If waveguide is tilted on 90°, 
then it will not pass any energy. If we choose pitch to a„j 
vertical axis, then we can change field amplitude on aper- 
ture of radiating grid element in long interval starting from 
zero to maximal possible value. 

We propose to set a,„ pitch angles of mobile 
waveguide sections to vertical axis in a way that field am- 
plitude on apertures of radiating grid elements are disfrib- 
uted according to Dolph - Chebyshev distribution law. 

So we need to set a„ 
to the formula: 

pitch angles in compliance 

a,,, = arccos. 
IVB^ +6|(m-l/2y^ 

A)! 

where hp is the horizontal aperture size of radiating grid 
element; m is the number of radiating grid elements (we 
define numbers by counting from aperture center to the 
right and left; overall number of grid elements is equal to 
2M); B is the length of large; E is the sector speaking- 
trumpet of grid radiation; J4,„ is the normed coefficient of 
Dolph -Chebyshev distribution [1,2]. 

Simplified design of proposed linear speaking-trumpet 
grid with low level of side radiation on horizontal surface 
is presented on Fig. 2. We install additional mobile 
waveguide sections, which angles of pitch to vertical axis 
are defined by the formula given above, in the proposed 
grid between radiating element and large E - sector speak- 
ing-trumpet of grid radiation. 

DD on horizontal surface of proposed linear speak- 
ing-trumpet grid is defined approximately by the fol- 
lowing formula 

^^^~        2 {'Khpl\)sinl3     ^ 

^Zl,n=i^» cos{(7r6p/A)(m - 0,.5)sin/3}, 

in which all of acronyms are explained above. 
Example of calculations for DD of proposed linear 

grid on horizontal surface is presented on Fig. 3. 
Calculations are made for the linear grid containing 40 

radiating elements (M = 20) on wavelength 
A = 0.032 m, and the grid size is given above. The same 
figure also shows DD of a similar grid which has a uni- 
form amplitude distribution, fortiie comparison purposes. 

Fig. 3 shows that the side radiation level of the pro- 
posed linear grid on horizontal surface E does not exceed 
-40 dB. It is a much better parameter than the parameter 
ofthe grid with a uniform amplitude distribution. The DD 
width ofthe proposed grid on a horizontal surface is equal 
to 2°, which is slightly wider than for analog grid, but it is 
a trade-off for the low level of side radiation. 

A similar antenna may be used, for example, in 
ship impulse radio-location system, designed for the 
detection of targets on sea surface, and the prevention 
of sea collisions. The low level of side radiation in 
such antenna is needed for elimination of false bear- 
ings on the side petals of DD antenna, because errors 
in direction-finding can lead to ships collisions. 

Thus, the proposed technical solution ofthe design of 
linear speaking-trumpet antenna grid can be implemented 
in practice, and provide for the side radiation on horizontal 
surface which is not worse, than - 40 dB. It can become a 
widely used design in radiolocation and other radio tech- 
nical systems. 
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Abstract 
Technical solution of design of linear phased antenna array consisting of speak- 

ing-trumpet radiating elements with controlled phase-rotators and uniform amplitude 
distribution along the array is proposed. Low level of side radiation is provided by 
special shift of phase-rotators phases, which does not require any changes in grid de- 
sign. 

Receiving-transmitting antennas with narrow direc- 
tion diagram (DD) on azimuth and relatively wide DD 
on location angle are widely used in radiolocation and 
other radiotechnical systems. For example, linear 
phased antenna array (PAA), which looks like hori- 
zontal line of speaking-trumpet radiating elements can 
be used as such an antenna. 

Each element of PAA has controlled phase-rotator that 
provides electrical scanning on azimuth of DD beam. 

Development of new technical solution for decreas- 
ing of side radiation level on horizontal surface for 
such PAA is the objective of our research. 

Simplified design of PAA in two projections is pre- 
sented on Fig. 1. 

Linear PAA looks like horizontal line composed of N 
radiating elements of H-sector speaking-trumpets, which 
operate on gap. PAA operates in X- band on 
A = 0.032 m wavelength. Each PAA element has the 
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waveguide     / 

Control 

I phase shifter 
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Fig. 1.  Draft of the antenna array. 
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phase-rotator installed, for example, ferrite phase-rotator. 
The size of PAA aperture is equal to ^4 = 0.9143 m 
(width) and o^, = 0.1143 m (length). The size of speak- 

ing-trumpet radiating element aperture is equal to 
bp = 0.01145 m (width) and a^ ::= 0.1143 m (length). 

PAA consists of A^ = 80 elements. 
The linear PAA is installed in the aperture of large 

E-sectors speaking-trumpet of relatively short length 
B = 0.5 m. This speaking-trumpet is required for 
optical supply of array elements. At such a relatively 
short length of large E-sector speaking-trumpet, phase 
distortions of a field on aperture edges are inevitable. 
However, such distortions are not hazardous and do not 
have any significant meaning, because they can be eas- 
ily compensated by controlled phase-rotators of the 
elements. Because of that, we can apply E-sector 
speaking-trumpet, which length is significantly smaller 
than horizontal size of PAA aperture. Large E-sector 
speaking-trumpet is supplied by rectangular waveguide 
with wide wall size a = 0.0229 m and narrow wall 
6 =0.01145 m. mutual rectangular waveguide. In ad- 
dition, polarization of radio waves is horizontal. 

Controlled phase-rotators are used in the elements 
of linear PAA for the following purposes: 
• electrical scanning on azimuth of antenna DD; 
• compensation of phase distortions of a field on 

aperture edges (that allows one to use large but 
short E-sector speaking-trumpet for radiation of 
PAA elements). 

Our calculations show that directed parameters of 
such a linear PAA are mediocre. Even though DD on 
azimuth of 2° of such a PAA is relatively narrow one, 
such a result is obtained at the expense of unacceptably 
high level of side radiation of-15.5 dB. For example, 
almost the same level has sin-phase vibrator antenna 
array with unifonn amplitude distribution, which means 
that worse parameters simply do not exist. PAA DD in 
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vertical surface has 20° width and appropriate level of 
side radiation of-24 dB, which is quite satisfying. 

Our calculations demonstrate the need to develop a 
new technical solution to decrease side radiation level 
of linear PAA on horizontal surface. One of the ideas 
of such a development is discussed below. 

The idea is based on the application of well-known 
Dolph-Chebyshev amplitude distribution [1, 2], used 
in sin-phase vibrator linear antenna array. The cur- 
rents in vibrators are set based on that distribution, so 
the required low level of side radiation is obtained 
with their help. However, it is impossible to apply 
directly this well-known solution to the considered 
linear PAA. The explanations of those difficulties are 
provided below. The elements of linear PAA have 
only phase-rotators, and do not have any devices for 
weakening of currents (fields) amplitude in them. Ad- 
ditional introduction of fields weakening devices can 
lead to big loss in transmitter power; therefore, it is 
not expedient to use those devices based on design 
and energy reasons. Therefore, application of Dolph- 
Chebyshev distribution is still just a good idea, which 
is difficult to apply to the considered linear PAA. 

The goal is to obtain low level of side radiation on 
horizontal surface in the considered linear PAA with- 
out any change in currents (fields) amplitude and ra- 
diation power of each PAA element by the use of only 
existing controlled phase-rotators. At first it seems to 
be impossible. 

The scope of Dolph-Chebyshev distribution appli- 
cation is that this is radiation fields' intensify in the 
direction of element's axis, but not currents (fields) 
amplitude in PAA elements, which needs to be set in 
compliance to that distribution. 

We propose to implement this idea as follows. 
Elements of linear PAA are conditionally broken 

down into pairs, and number of pair is counted start- 
ing from the mid-point of aperture to the right and 
left. Shifts of phases are equal to 

+ ^[V52+6|(2m-iy^ - VFT&I 

and are installed in each pair of elements with the help 
of controlled phase-rotators, where </3,„   is the phases 

shift of controlled phase-rotator of m -pair of PAA 
radiating element (in the left half of PAA: "+" sign is 
assigned for the left element of the pair, "-" sign is 
assigned for the right element of the pair; in the fight 
half of PAA it goes vice versa: "+" sign is assigned 
for the right element of the pair, "-" sign is assigned 
for the left element of the pair); m is the number of 
pair of radiating PAA elements (number of pair is 
counted starting from the mid-point of PAA aperture 
to the right and left; overall there are 1M of pair 
elements in PAD, N = 4M ); B is the length of large 
E - sector speaking-trumpet of PAA radiation; A is 
the wavelength; 6,, is the size of PAA element meas- 

ured on horizontal line of aperture; AH 'S normed 
coefficient of Dolph-Chebyshev distribution [1,2]. 

The idea of proposed technical solution on decreas- 
ing of side radiation of PAA can be easily explained 
from physics point of view. 

With the help of controlled phase-rotators of PAA 
elements' pair DD beam of that pair can be slightly 
shifted to the right (left half of PAA) or left (right half of 
PAA), so that intensity of radiation field in the direction 
of PAA axis decreases slightly and receives a value 
which is proportional to appropriate Dolph-Chebyshev 
distribution coefficient. That allows one to apply effec- 
tively Dolph-Chebyshev distribution without loss in ra- 
diation power and change of field amplitude in the 
elements. Except for controlled phase-rotators installed 
in each PAA radiation elements, other elements are not 
needed for the implementation of our proposal. 

A shift of beams of elements' pair to the right or 
left (depending on PAA half) does not lead to symme- 
try distortions of PAA DD and beam deviation of all 
PAA DD on azimuth. 

Controlled phase-rotators are used for the follow- 
ing purposes in considered linear PAA: 

• electrical scanning on azimuth of antenna DD; 

• compensation of phase distortions of a field on 
aperture edges; 

• development of Dolph-Chebyshev distribution of 
radiation intensify in the direction of element's 
axis by slight deviation of DD beam of elements' 
pair on azimuth. 

Proposed linear PAA is an exact analog to PAA - 
analog on their design, which is demonstrated on 
Fig. 2. The only difference is in shifts of phases set in 
confrolled PAA phase-rotators. 

DD on horizontal surface of proposed linear PAA 
is defined approximately by the following formula: 
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Example of calculations for DD of proposed linear 
PAA on horizontal surface is presented in Fig. 3. Cal- 
culations are made for linear PAA of exactly the same 
design as of analog PAA mentioned above. The only 
differences are set phases in controlled phase-rotators. 
For comparison purposes the same figure also shows 
DD of analog PAA. 

Fig. 2 shows that side radiation level of proposed 
linear PAA on horizontal surface E is equal to -35 B. 

It is much better parameter than parameter of analog 
PAA. DD width of proposed PAA on horizontal sur- 
face is equal to 2.4°, that is slightly wider than for 
analog PAA, but that is a trade-off for low level of 
side radiation. 

Thus proposed new technical solution can be im- 
plemented in practice, and provide for side radiation on 
horizontal surface which is not worse than -35 dB, and 
provide for acceptable level of side radiation on vertical 
surface of -24 dB. It can be become widely used de- 
sign in radiolocation and other radio technical systems. 
This proposal can become widely used device in radio- 
location and other radio technical systems. 
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SELF-POINTING GUIDED BY INFORMATION 

SIGNAL THROUGH GEOMETRIC RATIOS 
OPTIMIZATION OF IRRADIATORS 

CONSTRUCTION 

Y. V. Kolosova, V. N. Rudenko, V. A. Burmasov 

271, Academika Pavlova str., Kharkov, Ukraine, 61054 
Open Joint Stock Company "Jsc Scientific Research Institute of Radioengineering 

Measurements" (Ojsc "Jsc Srirm") 
<common@niiri.kharkov.com> 

Abstract 
For reahzation of self-pointing with the help of mirror antennas of ground stations 

by an information signal it is necessary to have 4 irradiators minimum. All irradia- 
tors, as it is known, should be placed on a small distance from focal axis of a mirror 
for displacement of partial radiation patterns, which are forming direction-finding 
characteristic with the help total-differential systems. Therefore irradiators are in a 
zone of significant mutual influence, which can complicate both bearing and accu- 
racy of self-pointing. Really, at exact pointing of the radiation patterns of the antenna 
on the flying device on one angular coordinate the interfering signal because of mu- 
tual influence of pair of irradiators, which define other angular coordinates, can ap- 
pear and this will result in a failure of auto-support on first angular coordinate. 
Therefore, the development of ways of lessening mutual influence of antenna chan- 
nels, which realize self-pointing by an information signal, is urgent. Usually, the mu- 
tual influence is estimated either as a factor of connection, or mutual resistance, 
concerned to it [1]. In the given work we shall consider a dependence of factor of 
connection (mutual resistance) from geometrical parameters and from mark of polari- 
zation of regular spiral antennas, and also from their mutual orientation. 

Keywords: irradiator, spiral antenna, factor of connection. 

essential defect. The dipoles with reflector are usually 
1    INTRODUCTION ^^^^ ^^^ removal of this defect (such antennas widely 

applied as irradiator of mirrors and lenses). Advantage 
At realization of self-pointing by the information ^f ^j^e dipole irradiators is its small sizes, hence, in- 
channel there is very important question of a mutual significant shadowing of aperture. The dipole with 
outcome both channels of self-pointing among them- reflector provides wide required RP (70-1OO"). Spiral 
selves, and outcome between channels of self-pointing ^^^  log-periodic  antennas  are  low-  and  middle- 
and basic receiving-transmitting information channel. directed wide-band antennas of elliptic and linear po- 

One of the main questions of easing of mutual in- jarization. They can be used as irradiators. However, 
fluence is the choice of irradiator type both for the ^^^^^^ ^^^ log-periodic antennas have linear polariza- 
decision of a task of self-prompting, and m view of ti^^^ ^^^ realization of required circular polarization 
easing mutual influence of channels of self-pointing ^^^^^ ^^^^^^^^^ ^^^^^^ of summation and phasing, 
and basic information channels. Therefore, it is expedient to use spiral aerials. The 

For reahzation of self-pointmg by the information advantages of spiral antennas are: the rather small 
channel it is important to choose irradiators both by ^:^^^^. simplicity of the feeding; the good coordina- 
cnterion of formation required radiation pattern (RP), ^^^^. ^^ey provide radiation and reception of elliptical 
and by criterion of a minimum of mutual influence. p^iaHzed fields in a wide range of frequencies. Thus, 

The application ofwaveguide-hom antennas is hm- as irradiators of mirror antemias for reception of 
ited by the following defects: the horns turn out ^aves of ellipfic polarization, that is typical for 
bulky; they have linear polarization. The single dipole ^,^^^^ stations of reception of the information from a 
antennas have not directed RP in a plane H, that as is gpa^e vehicle, the application of spiral aerials is most 
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expedient. Therefore, we shall stop on consideration 
of a question of easing of mutual influence of an- 
tenna's channels, which realize self-pointing by an 
information signal by means of optimization of geo- 
metrical proportions of irradiator design. 

2. FORMULATION OF THE PROBLEM 

The mutual connection between irradiators of a mirror 
in the form of spiral antennas with various parameters 
can be essential. Let's consider the ways of reduction 
of mutual connection between irradiators in form of 
spiral antennas. In the given work we shall consider 
dependence of connection factor (mutual resistance) 
from geometrical parameters and from polarization 
mark of regular spiral antennas, and also from their 
mutual orientation. 

For reception of parities, which establish interrela- 
tion  of connection   factor  from   d/X   and  from 

geometrical parities of regular spiral antennas, the 
method, according to which the RP to each of the in- 
terconnected antennas can be submitted by function as 
(cos)"', where m - parameter of RP approximation 

of the single antenna, is used [4]. 
From [3] it is known, what RP width on half- 

capacity level is concerned with geometrical sizes 
(diameter of a spiral d, number of coils N, comer of 
winding a) by following parity: 

(20,,r,r  S    ,..    ,   '^     ,        . (1) ■JN ■ k ■ a- tga' 

where k 
2-7r 

If to show RP of the regular spiral antenna as 
(cos)'" and to use parities (1), it is possible to receive 

[1]: 
-0.1506 

m 

Ig cos 
0.74 

■JN • k • a ■ tga 

(2) 

The expression for connection factor in a general 
form can be received, using [1 and 3]: 

T{m + 3/2) ^' '^ 
\Z„\ m    1 

{kd/iy^^i 

likd) + 

+ {kd/2) '"-1/2. 
V7rr(m + 1) 

H i{kd) 

1/2 

(3) 
where m is defined by a equation (2); r(a;) is the 

gamma-function;   Ji,{x)   is the Bessel function of 

^/-th order; H^,{x)  is the Struve function of i^-th 
order. 

Obviously, the equation (3) taking into account 
with (2) establishes dependence of connection factors 
both from geometrical parameters, and from a mutual 
arrangement of two spiral antennas. 

The equation (3) is exact one, however its analysis 
is difficult. With the purpose of simplification of the 
analysis we shall consider a sort of connection factor 
for asymptomatic cases of distance between elements. 

At small distances between elements 

(»<!<^) 

|^„,l=(M/2p 
i 

1+ {2/kd) 
nm+^) 

V7rr(m-}-l) 

^(kdl'iy 
1 

-^ 

r(m-f| 
kd V7rr(m-M) 

\21 
^r(m-H)V7f 

2 r(m + | 

(4) 
From a equation (4) it is apparent that at a weak 

orientation of the spiral antenna {m — 1) connection 
factor \Zyy\ with growth of d/X, i.e. distance be- 

tween elements (not exceeding, however l/27r), de- 

creases very slowly, not faster then (kd) ' . If the 
orientation of the spiral antenna is characterized by 

value m > 1, then in limits 0 < -r- < TT" ^^^ value A      27r 
I Zy., I even little grows with a growth of djX. 

At distances between elements, which are signifi- 
cant large than l/27r, which more often occur in prac- 

tice (i. e. dlX > 0.4), the equation (3) can be 

transformed to: 

r(m-F3/2) 
l^vJ- (5) 

V7f-(fcrf/2)2    4 

From a equation (5) it is visible, what even at a 
weak orientation of the spiral antenna {m < 1) con- 
nection factor decreases absolutely not more slowly, 

than {kdy   . With an increasing of an orientation the 
mutual connection decreases even faster. 

As parameter m is unequivocally associated to 
geometrical parameters of the spiral antenna by the 
equation (2), it is obvious, what with growth of iV, ka 
and tg Q the value | Z^., | decreases. 

The experiment has shown good concurrence of the 
settlement and experimental data of dependence 
\Z,.,] from djX and N [1]. 

The technique of experiment organization consists 
in usage of the Kirgoff equations for measurement of 
connection factor. 

It is known, that for two cooperating antennas, one of 
which is active, and other is passive, the Kirgoff equa- 
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tions can be written down as follows: 
UA = JA ■ ^A + -^U ■ •^i 

0 — JA • ^vz + Jn ■ ^P: 

where UA is equivalent to a feeding voltage on an 
input of the active aerial; JA is the established current 
on the active antenna when passive antenna is present; 
Jn is the induced current in the passive antenna; ZA(n) 

is the own resistance of the single active (passive) 
antenna; Zy., is the resistance to interrelation, which 
module is connection factor. 

Obviously, the capacities, radiate (reradiate) by the 
active (passive) antenna, are proportional to squares 
of currents. If two cooperating antennas are identical, 
the parity is fairly: 

PA 
(7) 

(8) 

Using equation (6) and (7), it is possible to obtain: 

■Ol ^Yl(A) ^A 

From (8) it is evident, that if Z^(n) is known and if 
p 

ratio of capacities -^, have been measured, it is pos- 
PA 

sible to obtain unequivocally the value of a square of 
connection factor. 

The experimental plant is assembled from the gen- 
erator, capacity measuring device, test bench with two 
moving from each other spiral antennas (Fig. 1). In 
the same figure the basic geometrical parameters of 
spiral antennas are shown: 
Al is the length of stimulating junction; 
Aif is the comer of mutual orientation of the first 
coils of active and passive spiral antennas; 

d is the distance between active and passive anten- 
nas. 

For reduction of PA and P^ measurement errors 
both capacities were measured with the help of the 
same measurer in power feeder by measuring of 
maximal and minimum levels of field intensity with 
the subsequent of calculation arithmetic-mean. 

The results of experiments are processed and it is 
possible to make the following conclusions: 

1. At measuring of dependence |^vzP ^om dis- 
tance between spiral antennas, when AZ/A = 0,2, 
iV = 7, from various orientation of the first coil 
(A(p = 0, 90, 180°) and from a various polarization 
mark of active and passive antennas. Is founded, what 
at identical orientation of the first coils (A^ = 0) the 
square of connection factor decreases with accuracy 
of constant multiplier when d/X is growth, and it 

repeat a theoretical parity (5). When A(p = 180° 
connection factor decreases not monotonously, and it 
has some rise in areaAZ/A = 1,5; however, in all 

range 0,4 < Al/X < 1,8 where it changing it re- 

mains less, than when A(p = 0°. 
2. Square of connection factor accepts the least 

value when A^ = 90°, it is more then in 6 times less 

when A(p = 0°, it is more then in 2times less when 

A(p = 180° in all range of change A//A . 
3. Change of polarization mark simultaneously at 

both antennas does not result in appreciable changes 
of\Z„f. 

4. We measured the dependences \Zyyf on quan- 
tity of spiral coils for a case when connection is 
maximal  and   A(p = 0° at the  following values: 

d/X = 0,72;1,27, A//A = 0,2. It has been ob- 

tained, that when d/X = 0,72 and iV = 5 -f 7 , 
some increase of connection is observed, and when 
d/X = 1,27 such an increase of connection is ob- 
served in area AT = 3 -=- 6, and the connection of 
hetero-polarized antennas is sfronger, than in spiral 
antennas with the same mark of polarization (one- 
polarized antennas). 

5. We measured the dependences |Zvz f on length 
of stimulating transition A//A . It has been obtained, 
that the minimal connection is observed when 
Al/X « 0,3, both for hetero- and for one-polarized 
antennas. Maximal connection is observed, when 
A//A = 0,2 and 0,4. 
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Fig. 2. 

6. We measured the dependences | Zy, f on mutual 
orientation of the first coil of spiral antennas. It has 
been obtained, that minimal connection of hetero- 
polarized antennas is observed when Atp = 90°, and 

of one-polarized antennas at 135° (-45°) for right- 
polarized and at + 45° for left-polarized antennas. 

3. CONCLUSION 

In this work the theoretical equations of dependence 
of the mutual resistance module (connection factor) 
from the geometrical sizes, mutual orientation and 
mark of polarization of two regular spiral aerials are 
obtained. The carried out experiment has confirmed 
the received settlement equations. As a result of ex- 
periment it has been established, that the mutual con- 
nection essentially depends on length of stimulating 
junction and from mutual orientation of the first coil 

of a spiral. Is has been marked, that the minimal con- 
nection is observed when size of stimulating junction 
is Al/X = 0,3, and orientation of the first coil of a 
spiral is 90° for the one-polarized antennas. With a 
growth of number of coils the mutual connection 
tends to decrease. 

Hence, at easing of mutual influence of antenna 
channels, which realize self-pointing on an informa- 
tion signal by optimization of geometrical parities of 
irradiator design, it is expedient to set irradiators as 
shown in a Fig. 2. 

Such an orientation allows one, at first, to keep 
phase synchronism of irradiator pairs, which realize a 
monopulse method of direction-finding in each chan- 
nel of self-pointing, and secondly, to reduce mutual 
influence between channels up to a minimum. 
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PERISCOPE ANTENNA RERADIATOR BASED ON 
TWO COUPLED ARRAYS 

V. I. Zamiatin, A. V. Perekatiy, Y. V. Yefimova 

Ukraine, 61054, Kharkov, Ak. Pavlova-str., 271, <common@niiri.kharkov.coni> 
OJSC «A0 Scientific research institute of radio measurements», (OJSC «A0 NIIRI») 

Abstract 
Planar structures reradiating electromagnetic waves are widely used now. Such 

structures can be seen as planar analogues of reflector antennas. One of perspective 
variants of their application may be a planar horizontal reradiator of periscope an- 
tenna system. The present paper suggests a variant of reradiating structure with longi- 
tudinal-broadside reradiation. The suggested structure is simple and manufacturable. 
Its application as horizontal reradiator for periscope antenna system (PAS) will sim- 
plify the design considerably due to load reduction. 

Periscope antenna systems (PAS), used in radio communication, are large station- 
ary structures. But application of horizontal reradiating array in such structure as re- 
radiator allows simplifying reradiator bearing-lifting gear. At that, basic requirement 
is capability of reradiator to re-emit power in direction longitudinal to its plane. The 
second part of the paper introduces PAS reradiator structure on the basis of two cou- 
pled antenna arrays. The suggested methods of calculation are supported by experi- 
mental investigation of model of the reradiating structure. 

Keywords: planar antenna, reradiating structure. 

INTRODUCTION 

Now various planar antenna systems are widely used. 
For instance, planar analogues of reflector antennas 
based on phased arrays are applied in satellite televi- 
sion systems, Internet and communication systems 
[1]. Such arrays are structures with reradiators placed 
on the plane. Changing the shape and features of rera- 
diators it is possible to make the structure reradiate 
arriving electromagnetic wave in the required direc- 
tion. Often it is necessary to reradiate the wave in 
direction longitudinal to structure plane. For instance, 
in periscope systems replacement of vertical reradia- 
tor with horizontal one with longitudinal reradiation 
provides significant gain in reradiator lifting gear. 

The suggested reradiating structure may be a con- 
siderable support in accomplishing this task. Operation 
principle of the suggested reradiating structure consists 
in capability to reradiate the received electromagnetic 
wave (EMW) in the specified direction. One of features 
of the described structure is the capability to reradiate 
normally falling EMW in direction, which is longitudi- 
nal relative to the structure plane. Such reradiation 
scheme is often used in conformal antenna structures. 

PARTI 

Let us consider reradiating structure, which consists of 
half-wave dipoles, placed on plane dielectric surface 
(Fig.l). ft is a planar equispaced array with half-wave 
diode as elementary radiator. Array spacing is similar 
in rows and columns and equals a half of wave length. 

Number of radiators in columns is N, number of rows 
is M. At that, adjacent dipoles in rows are turned to op- 
posite sides at angle a = 45° (Fig. 2), and in columns 
they are oriented in a similar way. Antenna array is radi- 
ated by E-sector horn, placed in the same plane. 

Antenna array directional pattern calculation is not 
possible according to Bonch-Bruyevich law, i.e. sepa- 

Fig. 1. 

Fig. 2. 
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rate radiators are oriented unequally. That's why we 
will consider the system containing two nested arrays, 
placed in plane XOY. 

Each array is a two-dimensional equispaced array, 
which consists of half-wave dipoles. Elements of each 
array are placed in straight-line graticube nodes with 
spacing dx, dy. Array spacing is equal, centers of 
one and other arrays are shifted from coordinate ori- 
gin by dxl, dyl, dx2 , dy2. The elements are turned 
relative to axis X by angles aj and a^. 

Let's add spherical coordinates system r, 6, (p, 
where r- range from coordinate origin to sighting 
point, 6- angle between axis Z and direction to 
sighting point, and (p -angle between X axis and 

sighting point projection to plane XOY Fig. 1. 
To determine directional pattern of a separate su- 

barray element we will use the known ratio [3]. Let's 
consider that dipole is characterized by certain current 
vector located in plane XOY. 

This current vector can be represented as: 

ij = (5o cosQi + j7o sinai )cosai 

for the first subarray and 

h — {% cos Q2 + yo sin a2) cos Q2 

for the second subarray. At that, functions of cos and 
sin in brackets determine dipole position at XOY 
plane, and cos out of brackets - dipole position rela- 
tive to electric field vector, inducing current in it. 

Let us use the method based on vector and scalar 
potential to estimate the field in the dipole far zone. 
We know, that vector potential can be specified as [3]: 

47r  J 

(1) 

(2) 

-1/2 
47rr 

(3) 

where: /;„ is the absolute magnetic permeability; li is 
the dipole with induced current i; r \s the range to 
sighting point. 

Perfonning the known conversions [3] we obtain: 

H = —rot A = const{r)r'' xl . (4) 

As we are interested only in directional pattern, 
multiplier, depending on range from sighting point 
(const(r)), can be omitted. Hence, after normaliza- 
tion and designating the normalized vector of mag- 

netic intensity as ;^ , we receive: 

h=r^ xl, (5) 

where: r" = i^sin0cos(^-f j/osin^sin^-I-^cos0- 
direction to sighting point. 

We determine dipole field of the first subarray: 

hi s\n9cos(p   sin5sinyj   cos5 

cos Oi sin«! 0 

(6) 

The same way we determine dipole field of the sec- 
ond subarray 

hi =  sin 0 cos {/5   sinflsiny   cos 6 .       (7) 

cos 02 sin a2 0 

Let's determine subarray system multipliers. 
Af-lAT-l 

fsisi{e,ip) = Y^ Y^lexp{jkp,„„rn),       (8) 
ni=OTi=0 

where       k = 2n/\ ;       p,„„ = XQ [dxl + mdx] + 

+yo W2/I + '"■dy] - for the first subarray and p,„„ = 

= XQ [dx2 + mdx] + y^ [dy2 + ndy]-for the second 
subarray. 

Correspondingly subarray vector diagrams 

fi{e,(p) = hifsis^- 
(9) 

To determine scalar expression for subarray direc- 
tional pattern it is necessary to perform coordinatewise 
addition of subarray fields and take a module of it: 

fx = hxl ■ fsisl + hx2 ■ fsis2, 

fy = hy\ ■ fsisl + hy2 ■ fsis2, 

fz = hzl ■ fsisl + hz2 ■ fsis2, 

(10) 

F^yfPTWTJ?. (11) 
According to the stated methods directional pattern 

calculation of subarray, including 20 rows and 40 col- 
umns, was carried out. Fig.3 represents subarray direc- 
tional patterns for three variants of dipole positions. 

In the first case adjacent dipoles are turned relative 
to each other by the angle of 45° . At that, directional 
pattern main lobe is jammed to array surface and has 
narrow shape in horizontal plane and wide shape in 
vertical plane (Fig. 4). Back lobe has the same size as 
main one. There is also a narrow diffraction maxi- 
mum, directed vertically in normal direction relative 
to array plane. In the case, stated in Fig. 3 with num- 
ber 2, adjacent dipoles have an angle of 70° between 
each other. At that, as per the first case, array direc- 
tional patter has the same shape, but DP main lobe is 
lower in amplitude. Amplitude value of diffraction 
maximum is higher. In the third case, the angle be- 
tween dipoles is 110°. DP shape is similar to the first 
and second variants, though it is lower in amplitude. 

Hence, dipoles orientation change relative to the first 
variant of position when the degree of 45° between 
them leads to DP decrease, as part of power changes to 
diffraction maximum or to lobe at cross polarization. 

Availability of high diffraction lobe, equal to main 
loge in level, makes the structure of little use at sin- 
gle-layer application. The percent of power leakage 
(not intercepted by the structure). This lack can be 
corrected using additional layer of the same structure 
mixed relative to the first on at the range of A/4 . 
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Experimental research of fragment of such struc- 
ture was carried out for practical check of theoretical 
calculations and comparative evaluation of the se- 

lected reradiating structure. Structure fragment DPs 
were read by way of measurements in free space. 

Fig. 4 represents experimental DP in vertical plane 
and Fig. 5 in horizontal plane of the structure. 

It is seen, that reradiating structure has pronounced 
directional features. Frequency bandwidth, evaluated 
on gain decrease by 2 times, is approximately 8% of 
frequency carrier. 

Dependence of the structure model DP main 
maximum direction on radiation frequency has been 
obtained during the experiment, which can be used for 
creation of systems with frequency scan or creation of 
double-diagram arrays. 

PART 2 
The suggested reradiator design includes two intercon- 
nected arrays. The first one is an array of wave dipole 
quarter. The second one - is an array of one-thread spiral 
elements Fig. 6. Both arrays are coupled bit-by-bit by 
feeder line, which is a part of wire. The same type of 
wire is used at creation of spirals and loop dipoles. 

Let us consider one dipole, coupled with spiral, as 
a separate integrated element of reradiator. Reradiator 
element operation mechanism determines the neces- 
sity to have metallic shield, which shall separate loop 
dipole and spiral. Elecfromagnetic wave (EMV), re- 
ceived by spiral element, is partly reradiated in direc- 
tion, determined with phasing, and partly it is 
transmitted to loop dipole, which fransmits it finally. 

Array phasing shall be performed for reradiation to 
pass in longitudinal direction relative to reradiator 
surface. Reradiator phasing with such design is per- 
formed by way of establishing the corresponding an- 
gle of spiral element turn. Depending on the selected 
inclination angle of DP main angle and its azimuth 
orientation, relative to reradiation array, diffraction 
maximums may occur in DP. The analysis of diffrac- 
tion maximums occurrence in arrays with various 
variants of element arrangement was carried out in the 
monograph [2]. It was outlined, that during selection 
of phasing direction in azimuth plane it is possible to 
find a direction, at which the required level of diffrac- 
tion maximums is obtained. 

To check the above, reradiator model was manu- 
factured and experimentally examined. First, reradia- 
tor element design variants were checked using 
special stand with method of measuring elecfric pa- 
rameters in waveguides. Then, DPs of reradiator- 
model, manufactured on the basis of finalized element 
design, were read1)y method of measurement in a free 
space. Array elements were arranged within metal 
circle with thickness of 5 mm and radius 
a = 15,5 cm, in nodes of friangular grid with step 
b = c = A/2 Fig. 7. 

By way of reradiator lower array spirals turn, it was 
possible to check reradiator adjustment with direc- 
tional pattern maximums of reradiator both arrays 
(higher and lower) phased at angle 6 = 82° relative 
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to axis, perpendicular to reradiator plane. Reradiator 
elements were calculated for wave length of 3 cm. 

Fig. 8 and Fig. 9 represent PAS model directional 
patterns, one measured during experimental examina- 
tion and one calculated, in vertical and horizontal 
planes. 

CONCLUSION 

1. The suggested reradiating structure with feature 
of longitudinal-broadside reradiation is much cheaper 
in manufacturing and more comfortable for applica- 
tion as conformal antenna. Application of the second 
layer in the structure will give the opportunity to 
compensate the large back lobe, which is a character- 
istic of single-layer design. 

2. Experimental examinations of periscope antenna 
reradiator on the basis of two coupled arrays proved 
the possibility to create a structure with longitudinal 
reradiation. The suggested design of electrically cou- 
pled antenna arrays can be considered as one variant 
of such a structure. 
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Abstract 
The effects of non-ideal channel estimation in multiple-input-multiple-output 

(MIMO) wireless communication systems using the eigenchannei technique for the 
independent symbol transmission are investigated in this paper. Analytical expression 
is derived for the Shannon capacity for arbitrary signal-to-noise ratio (SNR), training 
sequence length (TSL), transmit and receive antenna numbers. The weight error loss 
(WEL) that quantifies the increase in signal-to-noise ratio (SNR) required to meet a 
given capacity target due to weight jitter are investigated. 

Keywords: MIMO systems, adaptive beamformer, channel estimation, eigenchannels, 
capacity, weight error loss, training sequence. 

1. INTRODUCTION 

One of the main problems of the communication sys- 
tems is a significant increase of the data rate in the 
different environments, especially in the deep 
Rayleigh fading which is caused by the multipath 
propagation. The data rate can be increased signifi- 
cantly due to the use of the multiple-input-multiple- 
output (MMO) systems with antenna arrays at both 
the transmit and receive link ends. 

Recently, MIMO systems with the parallel spatial 
eigenchannels for the independent symbol transmis- 
sion have drawn considerable attention [1], [2]. These 
eigenchannels are orthogonal decoupled channels and 
the symbol detection at the outputs of eigenchannels 
is carried out independently. Such MIMO system in- 
creases the data rate considerably [3], but the trans- 
mitter must have the channel knowledge that gives the 
possibility to form the eigenchannels. 

In the case of the MIMO system the training se- 
quence of each transmit antenna must be differ from 
the others, in order to allow each transmit antenna to 
be identified at the receive antennas and to estimate 
the channel coefficients between all pairs of transmit 
and receive antennas. The time channel variations 
mean that only finite number of the training signals 
can be used for channel estimation at any time. Noise 
will be present in the estimated channel coefficients 
causing so-called "weight jitter" [4]. 

The imperfect channel estimation leads to the er- 
rors of the eigenvectors of both the transmit and re- 
ceive adaptive beamformers. Therefore the 
orthogonality of the eigenchannels is destroyed and 
the crosstalk between eigenchannels appears. With the 

increase of the channel estimation error the crosstalk 
gain between the eigenchannels is increased and the 
eigenchannei gains are decreased. If MIMO system 
must attain a certain level of the capacity averaged 
over the fading then we can introduce the weight error 
loss (WEL) that quantifies the increase in signal-to- 
noise ratio (SNR) required to meet a given capacity 
target due to weight jitter. This paper is devoted to the 
investigation of the capacity and WEL of MIMO sys- 
tem using the eigenchannei technique. 

2. POWER AND CROSSTALK GAINS OF 

EIGENCHANNELS 

We consider the MIMO system with M transmit and 
N receive antennas. Let h^ be the channel coefficient 

for /'' transmit and i"' receive antennas and H be a 
{N X M)-matrix of the channel coefficients. This ma- 
trix has a singular-value decomposition of the form 

H = UAV^V^, where the matrix V = (Vi,V2,...,V^) 

consists of the matrix H^H eigenvectors and the 
matrix U = (Ui,U.2,...,U^)  consists of the matrix 

HH^ eigenvectors; A is the (iiT x if)-diagonal 
mah-ix of non-zero eigenvalues A^ of the matrix 

H^H or HH^; K^mm{MxN}; {.f - is 
Hermitian conjugate. We assume that for the Rayleigh 
fading the matrix H has independent identically dis- 
tributed, complex, Gaussian, zero-mean entries h^ 

and |hjj |   is a chi-squared random variable with two 

degrees of freedom normalised so <\h.ijf >=l 

(<...> means the statistical average). 
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The orthogonal beam sets at both the transmitter 
(with the help of matrix V ) and the receiver (with the 
help of matrix U ) are formed in order to create parallel 
eigenchannels. The signal vector S  at the transmit 

beamformer V output can be written as S = P' VC, 
where C = (ci,C2,...,c^)^ is the vector of K sym- 
bols simultaneously transmitted over K eigenchan- 
nels; P = (PI,P2,...,PA')^ 'S the diagonal matrix of 

powers at eigenchannel inputs; (.)^ is transpose. The 
optimal power allocation between eigenchannels that 
maximises the capacity is found on the base of the so- 
called 'water-filling' algorithm [5]. 

The signal vector at the receive beamformer input 

is X = P'/'^AVVC -f- Z, where Z is the vector of 
complex, additive white Gaussian noise (AWGN) that 
is assumed as independent in different antennas, has 
zero mean and variance a^ • The output signal vector 

is equal to Y = P'/'^AV^C -I- Z, where Z = U^Z. 
The statistical properties of the transformed noise Z 
and non-transformed noise Z are the same. Therefore 
the eigenchannels are the orthogonal decoupled chan- 
nels and can be used for the independent symbol 
transmission. The block diagram of MIMO systems is 
shown on Fig. 1. 

The SNR at the k"' eigenchannel output is equal to 
SNRi, = pi^Xi, where p^. = pi,/al. The mean Shan- 

non capacity < C > is the sum of the mean capacities 
of all individual eigenchannels and given by [1], [3] 

K 

C = ^<log.,(l + ft\)>. (1) 
t=i 

This formula is true for the case of the perfect 
channel knowledge when the TSL L is unlimited 
(L = oo). Assume that each element /ly of the exact 

channel matrix H is estimated by means of the train- 
ing sequence, which has length L of symbols. Then 
we have the channel matrix H = H 4- AH instead of 
the matrix H . If the maximum likelihood estimate is 
used then the matrix AH elements are independent 
normal complex random values with a zero mean and 
variance equals to 

2      M 

pL 
(2) 

where the SNR p = Pi)/cr'u , P^ is the full transmit 

P?'c, 

V 

^1 <-           , «>    ,(T)   , 

V" 

P?-'xfc,+2, 

p^\ s„-     '> y p0.5,0,5.   ,~ 

power. Formula (2) takes into account that the power, 
radiated by i"' antenna for the measurement of the 
channel matrix, is p, = PQ/M . 

The error matrix AH leads to errors of the eigen- 
vectors of the transmit and receive beamformers (the 
matrices V and U instead of the matrices V and 
U ). Therefore the orthogonality of the eigenchannels 
is destroyed and the crosstalk appears. It decreases the 
SNR and capacity. 

Let's write the transformations of the transmitted 
symbols in the transmit beamformer, spatial channel 
and receive beamformer. As a result, we obtain that 
the signal at the «"' eigenvector output is 

(3) 

k=\,k^i 

The first item gives the useful signal. The second 
term characterises the crosstalk since the ij"' element 

(fAHV)    (i^j) gives the crosstalk in the i"' 

eigenchannel, caused by the f'  eigenchannel. The 

matrices V and U are unitary and don't change sta- 
tistic properties of the matrix AH. Therefore the 
elements of the matrix U^HV are independent com- 
plex random values with zero mean and the variance 
given by (2). 

It follows from (3) that the SNR at the k"' eigen- 
channel output given by 

p.|(U^HV),,,f 
Vk (4) 

Fig. 1. The diagram of MIMO systems with adap- 
tive transmit and receive beamformers 

1+   E   ft|(U''HV),,, 
j=l,j*i 

For the capacity averaging we must find the prob- 
ability density function of random SNR at each eigen- 
channel output taking into account the formula (4). 
But it is a very difficult problem. Therefore the ap- 
proximate expressions for the mean SNR and mean 
capacity will be obtained for arbitrary af,, M and 
N. These formulas will be derived on the base of two 
limited cases {af, =0 and af, » 1) and verified 

for the intermediate af, with the help of the Monte 
Carlo simulation. 

The eigenchannel gains equal to eigenvalues of the 
exact matrix H with the perfect channel knowledge 
(af, =0). With the big error of the channel estima- 

tion {al » 1) the gain of all the eigenchannels 
tends to unity. Such behaviour of the average power 
gain of the i"' eigenchannel can be described with the 
function 

<|(U^HV),,f>=<^'>t"'- (5) 
1 + CT/, 
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The crosstalk gain between eigenchannels equals to 
zero with the perfect channel estimation (al — 0). 

For large errors (cr| >> 1), the eigenchannels are 
destroyed and all the average crosstalk gains tend to 
unity. Such a behaviour of the average crosstalk gains 
is described with the function 

<|(U^Hn:,,f >= 7^ (i =-:'■)•       (6) 

It can be seen that the crosstalk gains are the same for the 
different transmit and receive numbers and depend only 
on the variance af, of the channel estimation error. 
The theoretical results for the eigenchannel and 
crosstalk gains obtained on the base of (5) and (6) 
were compared with the Monte Carlo simulation re- 
sults obtained with the help of (4) for Rayleigh fading 
channel. Fig. 2 and 3 show the mean power gains of 
all the eigenchannels and two mean eigenchannel 
crosstalk gains versus the variance a'l for M — A 
and A^ = 4. It can be seen that the simulation results 
match very well with the theory. Analogous results 
were obtained for other values of M and N. There- 
fore formulas (5) and (6) are a good approximation for 
the mean eigenchannel gains and eigenchannel 
crosstalk gains. 

3. MEAN CAPACITY WITH IMPERFECT 
CHANNEL KNOWLEDGE 

Formulas (5) and (6) allow us to obtain the mean SNR 
at the eigenchannel outputs. As a result the mean SNR 
in the i''' eigenchannel is 

'<Xi >+CTI] 
< Pi> 

< Vi >-- 
i+^;t 

1+(p- < p, >) 4 
i + <) 

(7) 

For the use of this result we make the following 
approximation: the averaging of logarithmic functions 
in (1) is replaced by the averaging of arguments of 
these functions. This approximation is exact for the 
case of static channel without fading and has the larg- 
est inaccuracy for the Rayleigh fading channel. Tak- 
ing into account (2) we obtain that 

<C>K £)log2 
j=i 

1-H- 
< A >   < A,; > + 

pl^. 

l + ip-< A > +1)^ 
.(8) 

Formula (8) is valid in the case of the arbitrary 
(small and big) error of the channel estimation or in 
the case of the arbitrary SNR and TSL. It takes into 
account eigenchannel crosstalk and the change of the 
useful signal due to imperfect channel estimation. 

If the uniform power allocation is used instead of 
the 'water-filling' algorithm then A = p/^ and it is 

follows from (8) that 

<C>? 
K 

I]log2 
i=l 

1 + 

P_ 
K  pLj 

1 + (K - 1)M     M 
KL pL 

(9) 

Now we consider the case of the small error variance, 
when al «1 or pL » M. This is the case of 
high SNR p or long TSL L . Let's take into account 
that only the eigenchannels with A; > 1 give the 
main contribution into the capacity. Then the capacity 
is given by 

<C>? 
K 

i=l 
1 + - <\> 

K{,  , {K-1)M 
1 + 

KL 

.(10) 

The key formula (8) for the mean capacity was de- 
tailed verified on the base of the comparison with 
Monte Carlo simulation results for the different al, 
N and M . Fig. 4 shows the simulation and the theo- 
retical results for M = 4 and N = 2 when the TSL 
L = 1 and L — 100. Analogous results were ob- 
tained for other N and M. Thus the obtained for- 
mula (8) is a good approximation for the mean 
capacity of the MIMO systems for the arbitrary SNR 
p, TSL L, the number of the transmit (M) and re- 
ceive (A'^) antennas. 

4. WEIGHT ERROR LOSS ANALYSIS 

WEL quantifies the increase in SNR required to meet 
a given mean capacity C due to weight jitter arising 
from noisy channel estimates. WEL w can be ob- 
tained from the equation 

C{L = oo,p) = C{L,wp). (11) 

The capacity C{L, p) for the arbitrary TSL L is 
given by (8). The substitution of wp instead of p 
must be done in this formula. Then we must substitute 
TSL L = oo into (8). A closed form solution for 
WEL w can be found only in the case of the uniform 
power allocation between eigenchannels and of small 
channel estimation errors when the variance 
al « 1, i.e. pL » M. As a result we have that 
the WEL w is given by: 

{K - 1)M 
w 1 + 

KL 
(12) 

Thus if the number N of transmit antennas is in- 
creased then the TSL L at each antenna must be in- 
creased proportionally to M to prevent the WEL 
increasing. 

The WEL w versus SNR p for the different TSL L 
and for MIMO system with M ■= A, TV = 2 in 
Rayleigh fading channel are shown on Fig. 5. 
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Fig. 4. Mean capacity for MIMO system with 
M = 4 , N = 2 when TSL L = 1, 100 . 
Solid and dotted curves correspond to theo- 
retical and simulation results, respectively. 
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SNR (dB) 

Fig. 5. WEL versus SNR for MIMO system with 
M = 4, AT = 2 and for the different TSLs. 

5. CONCLUSIONS 

The effects of non-ideal channel estimation in MIMO 
wireless communications systems using the parallel 
spatial decoupled eigenchannels are investigated in 
this paper. The imperfect channel estimation leads to 
errors of the eigenvectors of both the transmit and 
receive beamformers. Therefore the orthogonality of 
the eigenchannels is destroyed and the crosstalk be- 
tween eigenchannels appears. Analytical approximate 
formulas have been derived for the mean eigenchan- 
nel and crosstalk gains and for the mean Shannon 
capacity in the general case of the arbitrary transmit 
and receive antennas numbers, SNR and TSL. These 
formulas give the results that are matched very well 
with the Monte Carlo simulations. The obtained re- 
sults show that when the number M of transmit an- 
tennas is increased then the TSL L at each antenna 
must be increased proportionally to M to prevent the 
WEL increasing. WEL depends weakly on the receive 
antennas number N. 
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Abstract 
Active Noise Cancellation algorithms (ANC) based on modification of filtered-x 

least mean squares (FxLMS) and filtered-x recursive least squares (FxRLS) algo- 
rithms are proposed, which are a direct consequence of using an orthogonal transform 
for decomposing the filter input into a number of finite and mutually near orthogonal 
signal components. The most important advantage of this approach is that it admits 
processing schemes in which each signal component can be independently processed. 
Computer simulation results are given to show the desirable features of proposed 
schemes. 

1. INTRODUCTION 

Unwanted acoustic noise is a problem that becomes 
more and more important as the applications of elec- 
tronic communication systems increase, because their 
effects represent an important source of annoyances 
for the end user and they may considerably reduce the 
efficiency, the quality and the reliability of this type 
of systems. Active noise cancellation (ANC) is an 
attractive alternative to noise reduction in which a 
secondary noise source that destructively interferes 
with the unwanted noise is introduced. 

Because the characteristics of the acoustic noise source 
and the environment are time varying, the frequency con- 
tent, amplitude, phase, and sound velocity of the undesir- 
able noise are non-stationary, the ANC system must be 
adaptive in order to cope with these variations. On the 
other hand, in real time signal processing, a significant 
amount of computational effort can be saved if the input 
signals are represented in terms of a set of orthogonal sig- 
nal components. Taking this fact into account, this paper 
proposes a parallel form adaptive noise cancellation algo- 
rithm using a single sensor, in which the input signal is 
split into a set of approximately orthogonal signal compo- 
nents by using the discrete cosine transform. Subse- 
quently these signal components are feed into a bank of 
adaptive transversal filters (FIR-ADF) whose parameters 
are independently updated to minimize a common error. 
The proposed scheme can be considered as an alternative 
form of the filtered-x least mean square and filtered-x re- 
cursive least square algorithms that allow to improve their 
performance, either by increasing their convergence rate 
or reducing the operations number necessary to obtain the 
optimal adaptive filter output. 

2. ADAPTIVE ANC ALGORITHMS 
A widely used adaptive algorithm in active noise can- 
cellation is the Filtered-x least mean square (FXLMS), 
which is motivated by the simple noise cancelling 
system shown in Fig. 1. 

First, if we consider the LMS algorithm as the adapta- 
tion method for W{z), the introduction of a secondary- 
path transfer fimction into the noise controller will gen- 
erally cause instability [1]. This is because the error sig- 
nal is not correctly "aligned" in time with the reference 
signal, due to the presence of S{z). There are a number 
of possible schemes that can be used to compensate for 
the eifect of S{z). The first solution is to place an in- 

verse filter, yS{z), in cascade with S{z) to remove its 

effect. The second solution is to place a filter, whose 
impulse response is an estimation of S{z), in the refer- 
ence signal path used by either the LMS or RLS algo- 
rithms to update the coefficients vector of W(z). These 
approaches result in the so-called filtered-x LMS 
(FXLMS) or filtered-x RLS (FXRLS) algorithms. 

x(n) . P(z) m   r ~^  « (n), 
' '^ 

W(z) y(i') 
S(z) 

y(ii) 

/ 

Adaptive 1__. 
' Igoritlmi 

Fig. 1. Simplified active noise cancellation system. 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 



Daniel Tapia-Sanche?Rogelio Bstamente Hlo,        Hor Pere^feana and Mariko fttano-NCyatake 

x(n) 
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( 

J Adnpth^e 1 
^ laoritlini • 

V<.n^ = \[P{n-l)-K<.n^Wn^V{n-l)]  (5) 

Ken) = 
P(n-l)X'(n) 

(6) 

Fig. 2.   Block diagram of FXLMS and FXRLS ac- 
tive noise cancel algorithms. 

«n) 

(-» CVZ) 

-• C,(Z) 

-J CjJ.) 

1 

—t Q/Z) 

A + X'^(n>P(n-l)X'(n) 

e(n) is the output error given by eq. (2), X\n) is 
given by eq. (3), A is a "forgetting factor" that en- 
ables RLS-type algorithms to track the statistics of the 
input signal (filtered-reference signal in this case) if it 
is time-varying. 

3. PROPOSED STRUCTURE 

Consider the transfer function W(z) of an TV N order 

transversal filter structure which is given by 

H{z) =  E kz-' , 
«=0 

(9) 

which by using a subband decomposition approach 
can be represented in terms of M parallel subfiiter 
bank as shown in Fig. 3 

Its output signal is given by 

j,(n)= X)W,''X,,(n), (10) 
r=0 

Fig. 3. Proposed   structure   of  adaptive   filtering 
structure based on subband decomposition. 

Because an inverse does not necessarily exist for 
S{z), the FXLMS and FXRLS algorithms, whose 
block diagram is shown in Fig. 2, are generally the 
most effective approaches. 

2.1. FXLMS ALGORITHM 

When the LMS algorithm is used to update the coeffi- 
cients vector of W(2), shown in Fig. 4, W(n> is 
given by 

Wen) = W(n-1) +/tX'<n)e(n).       (I) 

where 

e(n) = rf(n)-W^(n)X'<n) (2) 

is the output error, n is the time index, 

X'cn) = s<n) * X(n). (3) 

s{n) is the impulse response of secondary path and * 
denotes the linear convolution 

2.2. FXRLS ALGORITHM 

When thefiitered-x RLS algorithm is used to update 
the adaptive filter coefficients vector, Wen) at time 
instant n is given by 

W(n) = W(n - 1)-I-/iK(n)e(n),       (4) 

where fi is the convergence factor 

where 

W, = [w,{0,n),w,{\,n),w,{2,n),...,w,{2,L-l)]^ 

(11) 
X,(n) = [x,in),x,.{n - M),...,x,{n - {L - 1)M)] ^ 

(12) 

Xr = 2cos['^yj^)x,.{n - l,r) - x, (n - 2,r) - 

-cos(^){x[n -N-l]-x[n- l]{-iy -      (13) 

-x{n-N) + x[n]{-iy}. 

3.1.   MODIFIED FlLTERED-X LMS ALGORITHM 
(MFXLMS) 

When a LMS-like adaptive algorithm is used, the 
adaptive filter coefficient vectors is updated as fol- 
lows 

W,(n) = W,(n-l)-^^^,        (14) 

where e(n) is the output error given by 

(M-\ '\ 
ecn) = d{n) -    E WjX,(n)  * s(n).   (15) 

I r=0 J 

Taking the derivative of (15) with respect to W,. 
from eq. (12) it follows that 

W,(n) = W,(n -1) + ;S,e(n)XV(n),     (16) 

where, assuming that the DCT components are near 
orthogonal among them, 

a 

\x;f 
(17) 
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Fig. 4. Convergence    performance    of   proposed 
MFXRLS algorithm. 
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Fig. 5. Convergence    performance    of   proposed 
MFXLMS algorithm. 

X,(n) = [x,{n)Mn - M),...,x,{n -{L- l)M)f, 
(18) 

0 < Q < 2 , and 

x,.(n) = s{n) * x{n). (19) 

These equations allow to implement filtered-x 
LMS algorithm with band-partitioning in order to 
improve the convergence performance of the conver- 
gence performance of the filtered-x LMS. 

3.2.   MODIFIED FiLTERED-X RLS ALGORITHM 
(MFXRLS) 

The FXRLS algorithm used to update the filter coeffi- 
cients is a modified form of the filtered-x recursive 
least square (FXRLS) algorithm derived by assuming 
that the DCT coefficients of input signal are fully 
decorrelated. Under this assumption each sparse FIR 
filter can be updated independently, and then the 
N X N autocorrelation matrix of the parallel form 
FXRLS algorithm, R(n), can be replaced by a 

N X N block diagonal matrix, where each block has 

a rank equal to L. Then, under this assumption the 
proposed adaptive filter coefficients becomes 

W,. (n) = Wr(n-1)-t-/iKr(n)ecn),    (20) 

where 

R-^(n) = P,. (n) = (I/A)X 

x[P,. (n - 1) - Kr (n)X' (n)P,. (n - 1)], 

P,.(n-l)X,.'(n) 
Kr (n) 

(21) 

■,(22) 
X + X/^ <n)Pr (n - 1)X,. '(n)' 

and X'{n) is given by eqs. (12) and (13). The modi- 
fied FXRLS algorithm allows to reduce the computa- 
tional cost associated with its conventional fi-om about 
2M'^l} + ML multiplications per sampling period to 
2M{L^ -f 2L) + 6M . Thus, keeping L constant the 

computational complexity becomes linear instead of 
quadratic as in the conventional FXRLS algorithm. 

4. COMPUTER SIMULATIONS RESULTS 

Fig. 4 shows the convergence performance of pro- 
posed MFXRLS algorithm when it is required to can- 
cel an actual bell noise, where the convergence 
performance of conventional FXRLS algorithm is 
shown for comparison. The figure displays that the 
proposed algorithm provides the convergence per- 
formance similar to the conventional FXRLS algo- 
rithm with much less computational cost. 

Figure 5 shows the convergence performance of 
proposed MFXLMS when it is required to cancel an 
actual bell sound, where the convergence performance 
of conventional FXLMS algorithm is shown for com- 
parison. Simulation results show that proposed algo- 
rithm improves the performance of conventional 
algorithm with a similar computational complexity. 

5. CONCLUSIONS 

In this paper, there have been proposed alternative 
structures for the filtered-x LMS and the filtered-x 
RLS algorithms based on subband decomposition in 
which the input signals are split into M near orthogo- 
nal signal components using the discrete cosine trans- 
form. This approach allows a reduction of the 
computational complexity of conventional FXRLS 
algorithm, while keeping similar convergence per- 
formance. When an LMS-like algorithm is used, the 
proposed structure also allows improving the conver- 
gence performance of the noise cancellation system, 
because it is possible to optimize the convergence 
factor at each subband. Besides, the correlation be- 
tween consecutive taps at each subband becomes 
weakened, the sparse factor increases. 
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Abstract 
This work shows the performance of different Decision Feedback Equalizers 

(DFEs) for high speed data transmission over a telephone line. The analyzed struc- 
tures are: the Interference Intersymbol-predictive Decision Feedback Equalizer (ISI- 
DFE), the Decision Feedback Equalizer with Noise Predictor ( NP-DFE ) and the 
Hybrid-type DFE ( H-DFE ). 

1. INTRODUCTION 

Digital information over a communications cannel is 
distorted mainly by the Intersymbol Interference (ISI). 
In practical communications systems designed to al- 
low high speed of transmission over band limited 
channels, the knowledge of frequency response of the 
channel is not enough to design a fixed demodulator 
(time-invariant) in order to reduce the ISI, as a conse- 
quence, an adaptive filter approach (equalizer) must to 
be used [1,2,4]. Adaptive filters and adaptive signal 
processing algorithms are called adaptive equalizers 
and adaptive equalization algorithms, respectively. 
The purpose of both adaptive equalizers and adaptive 
equalization algorithms is to achieve an enhancement 
on the received signal. So, an equalizer is a fiher used 
to compensate the non-ideal frequency response of a 
communications channel [1,3]. 

2. TELEPHONE CHANNEL 
CHARACTERISTICS 

The ISI is caused by non-ideal characteristics of fre- 
quency response of the communications channels. 
Fig. 1 shows the frequency response characteristics of 
a telephone channel of medium range. It can be seen 
that it is not a flat response on the entire frequency 
range, and hence, there is a distortion in the amplitude 
and delay as well [1][4]. 

3. DISCRETE CHANNEL MODELS 

Fig. 2 shows the discrete channel models for some 
communication channels; channel 1 represents the 
discrete channel model for a telephonic channel of 
'good quality', channel 2 is the discrete channel 

model that is affected by ISI and channel 3 is a chan- 
nel that is affected by ISI in higher degree[l][3]. 

IDDD 2DDD SCIQQ 

Frequency, Hz 

lODO 3DDD 3000 

Frequency, Hz 

Fig. 1. Characteristics of Amplitude and Average Delay 
of a Telephone Channel of Medium Range . 

Channel 1 Channel 3 

MI QW If 

m m 

Channel 2 

Fig. 2. Coefficients for the Discrete Channels Models. 
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Fig. 3. Decision Feedback Equalizer (DFE). 
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Fig. 4. ISl-predictive DFE (ISI-DFE). 
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*! 

Fig. 5. Noise-predictive DFE (NP-DFE). 

4. DECISION FEEDBACK EQUALIZER (DFE) 
The decision feedback equalizer (DFE), shown in the 
Fig. 3, consists of two sections, a feedforward section 
and feedback section. The feedforward section is 
identical to previous linear transversal equalizer with 
iV - 1 taps. The feedback section, on the other hand, 
is also a transversal equalizer with N -2 taps whose 
function is to remove the intersymbol interference 
portion due to the previously detected symbols [1]. 
The output is given in [1,5]: 

h-d = Y.ajXi,+j -Y^lSj h-d-j,       (1) 
j=0 i=i 

Fig. 6. Hybrid-type DFE (H-DFE). 

where  h   is an estimate of the  A:-th information 

symbol; h-\,...h-M-i are previously detected sym- 
bols; Qj are tap weight coefficients of the feedfor- 

ward section; pj are tap weight coefficients of the 

feedback section; d is a delay; a;^. is the input se- 
quence at instant k -th. 

5. ANALYZED DFE STRUCTURES 

Figs 4, 5 and 6 show the analyzed DFE structures: 
ISI-predictive DFE (ISI-DFE), noise-predictive (NP- 
DFE) and hybrid-type (H-DFE) [6]. 

All the filters are adapted by NLMS (Normalized 
Least Mean Squares) algorithm equation [5]: 

a^ (n -I-1) = Qj (n) +      f"   .^ e{n)x{n),     (2) 
|A(n)| 

where: ^ is a convergence factor 0 < /i < 1; Oj are 

tap weight coefficients of the corresponding section; 
x{n) is the input sequence at instant n -esimo; e(n) 
is the error signal. 

6. ADAPTIVE ECHO CANCELLATION USING 

A FINITE IMPULSE RESPONSE (FIR) AT 

THE USER'S TERMINAL AND THE 

STATION 

Fig. 7 shows a block diagram for the connections of a 
user to the local station, the 2 to 4 wires conversion is 
made by the hybrid, since this device is not perfectly 
balanced, there are several possible paths for the sig- 
nal that flows from the user to the local station. The 
model shown in Fig.7 is used to evaluate the perform- 
ance of the three structures of Decision Feedback 
Equalizers, the ISI-DFE,NP-DFE and H-DFE, consid- 
ering the cancellation of an additional voice signal from 
transmitter 2 (T2), since the objective is to recover the 
signal transmitted by TI at Rl. 

The three structures were evaluated considering 2 
possibilities: 
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Fig. 7. Adaptive Echo Cancellation Model. There: 
Tl, Rl: Transmiter and Receiver at the 
User's Place. T2, R2: Transmiter and Re- 
ceiver at the Local Station's Place. 
EC: Adaptive Echo Canceller. H: Hibrid. 
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Fig. 8. ISI-DFE with Adaptive Echo Cancellation 
Model. 

~    I Qtf voice signal 
'at 

Fig. 9. NP-DFE with Adaptive Echo Cancellation 
Model. 

ra5. 

Fig. 10. H-DFE with Adaptive Echo Cancellation 
Model. 

First proposal: Echo canceller is adapted independ- 
ently to the DFE equalizer. 

Table. 1. Comparison of erroneous bits 

ERRONEOUS BITS                        | 
S/N DFE-ISI DFE-NP DFE-H 

1 2997 3642 3601 
1.2 2587 3008 3044 
1.4 2220 2553 2495 
1.6 1869 1958 1947 
1.8 1634 1482 1523 
2 1332 1141 1142 

2.2 1116 811 856 
2.4 854 635 618 
2.6 648 486 455 
2.8 567 353 343 
3 398 276 302 

3.2 324 241 252 
3.4 275 211 253 
3.6 271 176 211 
3.8 231 159 179 
4 218 149 163 

4.2 198 159 133 
4.4 180 145 132 
4.6 166 122 127 
4.8 153 117 112 

Thus, the received sequence is distorted by a signal 
generated by the second transmitter (voice signal), so, 
the echo is reduced by placing the canceller before the 
equalization process, and the filters are adapted inde- 
pendently among them as shovm in Figs 8, 9, and 10. 

Simulation results with additive noise at the output 
of the channel block and a voice signal at the second 
transmitter are shown in Table 1. 

The total number of samples used to obtain the re- 
sults is 20000, with 3000 samples only considered for 
training and the second channel was employee. 
Second Proposal: The Echo canceller and the DFE 
equalizer are adapted simultaneously. 

Thus, the received sequence is distorted by the sig- 
nal generated by the second transmitter, thus, the echo 
effect is reduced by placing the echo canceller in the 
middle of the equalizer's structure, then, the adapta- 
tion process is accomplished simultaneously as shown 
in figures 12, 13, and 14. 

Simulation results under the same previous consid- 
erations are shown in table 2. 

Fig. 11. Error Rate Performance. 
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Fig. 12. ISI-DFE   with   Adaptive   Echo   Cancellation 
Model. 
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Model. 
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Fig. 15. Error Rate Performance. 

7. CONCLUSIONS 

The computer simulation show that the both structures 
NP-DFE and H-DFE provides a little better performance 
than conventional ISI-DFE under distortion conditions of 
ISI and a colored signal such as a voice signal at the re- 
ceiver, generated it for own transmitter, due to that the NP- 
DFE structure doesn't propagate a symbol not well de- 
tected to the output (feedback) as the ISI-DFE structure. 
The H-DFE is a structure that combines the characteristics 
of DFE-ISI and DFE-NP (ISI reduction and noise reduc- 
tion). According to the results is better to adapt simultane- 
ously the echo canceller and the equalizer. 

Table. 2. Comparison of erroneous bits. 

1         ERRONEOUS BITS         | 
S/N DFE-ISI DFE-NP DFE-H 

1 2998 3617 3808 
1.2 2582 3177 3243 
1.4 2240 2463 2616 
1.6 1961 1977 2088 
1.8 1636 1526 1742 
2 1307 1233 1315 
2.2 1076 903 961 
2.4 856 ISl 711 
2.6 608 531 637 
2.8 489 370 448 
3 383 311 298 
3.2 275 231 225 
3.4 253 173 226 
3.6 221 140 171 
3.8 193 115 151 
4 189 93 132 
4.2 179 92 107 
4.4 170 81 103 
4.6 154 74 97 
4.8 14! 11 99 

ACKNOWLEDGEMENT. 

Our thanks to the Science and Technology Council of 
Mexico (CONACyT) and The National Polytechnic 
Institute of Mexico (IPN). 

REFERENCES 

1. John G. Proakis, Digital Communications, "Digi- 
tal Signaling over a Channel with Intersymbo! 
Interference and Additive Gaussian Noise", cap. 6, 
McGraw-Hill 1985. 

2. Juan Carlos Sanchez-Garcia, Mariko Nakano- 
Miyatake y Hector M. Perez-Meana, "A Modified 
Hopfield Network Based Analog Decision Feee- 
back Ecualizer for Land Mobile Communica- 
tions", Journal of Signal Processing, Vol. 3, No 5, 
pp 347-356, Septiembre 1999. 

3. Jos6 Ambrosio Bastian, "Algoritmo Neurodifuso 
para Ecualizacion de Canales" cap. 1,4 Tesis de 
Maestria de la Secci6n de Estudios de Posgrado e 
Investigacion de ESIME del IPN, Agosto del 
2001. 

4. C.F.N Cowan y P.M. Grant, "Adaptive Filters", 
cap 1,3, 8, Prentice Hall 1985. 

5. Arthur A. Giordano, Frank M. Hsu, "Least Square 
Estimation with Applications to Digital Signal 
Processing", cap. 6, Wiley Interscience 1985. 

6. Gi-Hong Im, Kyu-Min Kang, "Performance of a 
Hybrid Decision Feedback Equalizer Structure for 
CAP-Based DSL Systems", IEEE Transactions On 
SignalProcessing. Vol.49 No.8, Julio 2001. 

344    International Conference on Antenna Theor)' and Techniques, 9-12 September, 2003, Serastopol, Ukraine 



International Conference on Antenna Theory and Techniques, 9-12 September, 2003, Sevastopol, Ukraine pp. 345-347 

EXPERIMENTAL INVESTIGATIONS OF 
AN INTERFERENCE CANCELLER WITH THE 

MODULATION ALGORITHM OF THE WEIGHING 
COEFFICIENTS GENERATION 

Sergey V. Artuynov, Anatoliy V. Kobzev, Valeriy R. Khachaturov 

Kharkiv Military University, Kharkiv, Ukraine 
<niiret®kharkov.com> 

Abstract 
The principle of operation of the interference canceller with the gradient method 

of the weighing coefficients estimation is considered. Experimental data obtained 
from investigations of the breadboard model are given. 

1. INTRODUCTION 

The modulation algorithms of adaptive multi-channel 
signal processing at the conditions of external inter- 
ference are known for a long time [1,2]. These per- 
tain to the gradient algorithms, and their main 
distinction from the other algorithms for similar pur- 
pose is the possibility to simplify essentially the 
hardware (to reduce number of parallel channels of 
reception) at the expense of modulation of weighting 
summation coefficients. If weighing summation (in- 
terference cancellation) is realized at the carrier fre- 
quency, the mentioned positive property becomes 
especially appreciable. In this case it is not necessary 
to apply the additional receiving channels with reduc- 
ing frequency converters in circuits of correlation 
feedback of interference canceller [3]. 

A. 

N 
X 
T 

w, 

Z 
w 

Among numerous works devoted to practical reali- 
zation of cancellers the modulation-fype devices are 
not represented. The aim of this work is the acquaint- 
ance with one of the versions of practical realization 
of a multi-channel canceller with the modulation 
method of weighing coefficients estimation, realized 
on the modern analog and digital elements. 

2. THE SCHEME AND THE PRINCIPLE OF 
OPERATION OF THE CANCELLER WITH 

THE MODULATION METHOD OF 
ADAPTIVE ADJUSTMENT 

The simplified scheme of the interference canceller is 
shown in Fig. 1. 

There are the main receiving antenna "0" and N 
additional antennas in the canceller. Complex enve- 

RECIVER SL 

LPF 

U{H> K, 
HL DM 

c=> KK m. DM 

^<^ 

<^ 

mi(t) mN(t) 

OSCILLATOR 

Fig. 1. The simplified scheme of the interference canceller 
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lopes of received oscillations we'll designate accord- 
ingly t/o (O and vector Y (i). The weighing summa- 
tion is carried out at the carrier frequency with the 
vector coefficient W. One receiving channel with a 
reducing fi-equency converter, an amplifier and band- 
pass filter at an intermediate frequency is included in 
the output of the adder. The square-law detector 
(SLD), low-pass filter (LPF) and the elements, dotted- 
line enclosed, pertain to devices of weighing coeffi- 
cients estimation. 

The weighing regulators and all the elements put in 
after the low-pass filter perform the operations with 
complex oscillations, i.e. consist of two quadrature 
channels. For the sake of simplicity in the scheme, the 
feedback only for one quadrature component of each 
channel is shown. 

The weighing coefficients W(i) represent the dif- 
ference 

W(<) = aM(0-K(0, (I) 

where K{t) are slowly changing coefficients, which 
cause the interference cancellation at the summation, 
M(<) is the vector of modulating voltages 
mi (t)•■ • Jn.v (O, a is a constant coefficient 
(Q < 1), which influences the convergence rate, as 
will be pointed out farther. 

The modulating functions mi(t) (i — I...N) are 
mutually orthogonal and should not change power of 
accepted oscillations. It is possible, for example, to 
use as these functions the processes with phase ma- 
nipulation m, (<) = exp[jVi (<)], where phase 
ip,{t) can take only two values 0 and TT , so that the 
functions v, (O also are mutually orthogonal. 

In the output of the adder, the oscillation consists 
of two components 

y^(t) = {yAt)-K*(t)-Y(t)) + 

+ a-M'(t)-Y(t)^ (2) 

= Z„«) + ZM«) 

The asterisk means transposition and complex conju- 
gation. The first summand Zoit) pertains to the use- 
ful component for further processing (detection, 
parameter measurement), and it is the result of inter- 
ference cancellation. The second summand ZM (<) is 
the sum of the modulated oscillations received by the 
additional antenna. The square-law detector in the 
output, except for square of summands (2), contains 
also results of their multiplication, which is used far- 
ther on for weighing coefficients estimation K . De- 
modulators (DM) and the integrators (FNT) allow 
selecting necessary component for generation of 
weighing coefficients K . 

Let's take into account that the ratios for the aver- 
age values of uncorrelated processes Y(0 and 
M(t) hold true 

(3) 

(4) 

<M(ty •M(i)>=E 

Here O^v is zero vector of size A'^, E is the identity 
matrix. Then average value of signals in the outputs of 
the integrators is possible to present as 

K=<Z„(<)Zj,/«)-M(i)>= 

= Q7<Zo(t)-Y*(n> 

which coincides with the similar ratios for the cancel- 
lers constructed on the traditional scheme [4]. Here y 
is a transmission coefficient of circuit from an output 
of the adder up to outputs of the integrators. For an 
approximation of weights K to the optimal values it 
is necessary to ensure a7 > 1 [4]. 

The interference power in the output of the adder in 
a stationary condition is equal to 

Py:=<\Zo(t)f> + <\Z„(t)f>^ 

^Pu+ PM 

The second summand Pji/ caused by presence of the 
sum of the modulated component and equals 

P„ = ol'Pn,    (Pu -< Y(n* • Y(0 >),  (6) 

makes a hindering influence for further processing. 
Selecting coefficient a to be small (for preservation of 
condition 07 > 1), it is possible to make the sum- 
mands in (5) close to each other. Other way is most 
expedient in order to eliminate the influence of modu- 
lated component Zji/(0 It is to divide in time the 
stages of adjustment of weights K(t) and the further 
processing. For example, as applied to the pulse radar, 
the adjustment of weights (a ^ 0) is possible to real- 
ize at the end of sounding period (at the non-working 
parts of the distance), then to fix obtained weights and 
to use them at a = 0 for interference cancellation for 
the operational range of distances. 

3. THE EXPERIMENTAL BREADBOARD 

MODEL AND ITS PERFORMANCES 

The breadboard model of the modulation canceller 
was created on the basis of the scheme of the Fig. 1. 
The weight summation was carried out at the fi-e- 
quency /o = 150 MHz. The number of channels of 
cancellation is equal to 2. The weighting regulators 
are made using Afl835. The intermediate frequency of 
the receiving channel is equal to f^j = 24 MHz, and 

the passband of its linear part A/ = 2.5 MHz. The 
passband of the low-pass filter in the output of the 
square-law detector had the value 
^JiPF =1-2 MHz. The dotted-line enclosed block 
of elements is realized on basis of programmed logic 
arrays such as Xilinx. Therefore after the low-pass 
filter the AD 8-digit converter is installed. 

The program for fulfillment of all operations on 
calculation of the weighting coefficients, generation 
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of modulating voltages, integrations etc is developed. 
Outputs of the digital part were completed by the reg- 
isters of memory for a storage of weighting coeffi- 
cients and by the AD converters. The integrators are 
low-pass filters with a band A/ = 1 kHz. 

The test of efficiency of the breadboard model of 
the canceller with a modulation method of weighting 
summation coefficients was conducted in the labora- 
tory conditions. The generator of a harmonic signal 
and generator of a noise were used as interference 
sources. The generator of a harmonic signal with fi-e- 
quency tuning in a passband was applied both to pre- 
liminary adjustment of the canceller, and for the 
estimation of limiting coefficient of interference sup- 
pression in the dynamic range of stability. Since there 
is no influence of such factors as a non-identity of 
irequency characteristics and electrical lengths of 
channels at that. The maximal coefficient of cancella- 
tion of a harmonic interference after recording of the 
weighting coefficients and eliminating of the modula- 
tion was about 50 dB. In case of noise interference at 
the same conditions the cancellation was 32 dB. As 
modulating functions were used phase-shift keyed 
oscillations under the periodic law 

mi(,t)- exp[ji/i(t)] (7) 

where Ui^t) represented impulses as meander with 
frequencies /i and /2 = 2/i. These magnitudes do 
influence the choice of pass-bands of the receiving 
channel up to the detector A/ > 4/i + Af„ and low- 
pass filter AfipF > 2/i + A/„. (A/,, is breadth of 
interference spectrum). At A/j > A/, the conver- 
gence rate is differed a little from the cancellers con- 
structed on the traditional scheme. 

The experiment was conducted at various frequen- 
cies of the modulating functions 
(/i = 60... 500 kHz). In case of a violation of the 
above condition (A/j > A/„ ), the delay of transients 
was observed, as then the spectrum of the modulated 
and not modulated component of interference were 
overlapped and the estimation of a gradient had be- 
come less precise. 

It is established during the experiment that it is al- 
lowed to select such a that the power of the residuals 
of interference at the output PQ is commensurable 

with the power of modulated component P^ at the 
condition of the preservation aj = const » 1. The 
fiirther decrease of magnitude a would result in vio- 
lation of efficiency of the canceller. As it should be 
expected, the modification of the coefficient a-y did 
vary the processing speed of the canceller. The choice 
of this magnitude influences also the level of fluctua- 
tion of the weighing coefficients in the steady mode, 
which is infrinsic to all types of the canceller with a 
feedback. 

4. CONCLUSION 

The presented experimental breadboard model of the 
modulation-type canceller can practically be used to 
protect the radio engineering means from masking 
jamming when any possibility for the signals branch- 
ing-off in the carrier frequency fract for the weighing 
coefficients estimation is excluded because of specific 
construction of the antenna system. The best perform- 
ance is to be expected in the narrow-band interference 
case, whose spectrum's breadth does not exceed that 
one of the modulating functions. The interference 
cancellation on the carrier frequency of the canceller 
with modulation of the weighing coefficients permits 
a considerable reduction as to the hardware costs. 
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Abstract 
Modal mismatch effects on the output SNR of linear and quadratic array proces- 

sors under the conditions of multimode propagation in a waveguide are presented. 
The modal mismatch is modelled by the distortion in the sound speeed profile, which 
leads to unaccurate estimation of modal shapes at the array input. Numerical results 
are presented for the case of I6-eIement vertical array receiving the multimode signal 
iti the background of spatially-white and modal noise. The channel of signal propaga- 
tion is simulated for typical shallow-water environments from the Barents sea and the 
source frequency of 300 Hz. The scenarios when modal mismatch induces consider- 
able array SNR loss are demonstrated. It is shown that the key factors of mismatch 
effects are the spatial modal resolution of the signal-carrying modes and intermodal 
phase shifts. 

Keywords: array signal processing, modal mismatch, linear and quadratic processors, 
signal-to-noise ratio, signal coherence 

1. INTRODUCTION 

Recent developments of the array signal processing 
have been stimulated by the research and applied in- 
terest to the problems of the signal detection and es- 
timation in random-inhomogeneous multimode 
waveguides with linear arrays. The most actuality of 
these problems was found with application to low- 
frequency underwater sound. As is well known, un- 
derwater sound channels allow long-range propaga- 
tion of acoustic signals in the ocean. This leads to the 
two specific features of the array processing. The first 
is multimode spreading of the signal spatial spectrum 
even for a point source. The second, the loss of the 
signal coherence in space which results from multiple 
signal scattering by random inhomogeneities of the 
channel. The both features are critical factors of the 
large-array beamforming and gain [1,2], It is known 
from a general theory that optimization of the array 
processing of perfectly coherent signals (with a regu- 
lar wave front) is achieved among linear processing 
techniques and results in a weight summation of the 
array inputs in the array output. A more complicated 
scheme, quadratic array processing is optimal under 
the conditions of signal coherence degradation and is 
expressed in a weight summation of quadratic (by 
power) outputs of partial spatial filters, or beamform- 
ers [1-3]. The number of the partial beamformers is 
easily estimated by the ratio of array size to the signal 
coherence length. 

In the both cases, both in the linear and quadratic 
processing schemes, mismatch problem is considered 
as one of the key issues of optimal array performance 
analysis. The appearance of mismatch in estimation of 
the signal shape (amplitude and phase distribution 
along the array) is an intrinsic feature of array opera- 
tion in complex media that makes the array processor 
to decline from the optimal one. Thus, mismatch in 
the input signal field leads to decreasing of the output 
SNR and array gain. In the most of the literature dedi- 
cated to mismatch problem for the arrays in multi- 
mode channels, the perfectly coherent signals and, 
therefore, linear beamforming processors, or so called 
matched-field beamformers, are considered [4]. 

This article is focused on the study of the optimal 
array processors, both linear and quadratic ones, in the 
presence of modal mismatch, or mismatch in the sig- 
nal modal shapes. Mismatch effects on the output 
SNR of linear and quadratic array processors are ex- 
aminated and compared. Numerical results are pre- 
sented for the case of multimode signal in the 
background of spatially-white and modal noise, which 
is simulated for typical shallow-water environments 
from the Barents sea and vertical array. The most at- 
tention is paid to the scenarios when modal mismatch 
induces a considerable array SNR loss. 

2. BASIC FORMULATIONS 

Signal and noise fields in a multimode waveguide can 
both be expressed as a superposition of the discrete 
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spectrum normal modes. The signal s and additive 
noise background n have following vector represen- 
tation at the array input: 

M M 

s = I] flmUm , n = no + ^ 6„,u,„        (1) 
m=l m=l 

where u,„(r,2r) = {u,,,{vi,z^),u,,^{T2,z.2),...,u^,{vN,ZN)f 
is the w-th modal shape vector (modal vector) at the 
array input (the superscript "^" denotes transpose); 
ai,a-2,...,anf are coefficients of signal s decomposi- 
tion by mode vectors u„,, also called signal modal 
amplitudes; similarly, 61,62,•••J^M are the noise mo- 
dal amplitudes; M is a total number of the discrete 
spectrum modes; HQ is the vector of non-modal noise 
which includes nearest noise sources and the array 
elements noise. We suppose in the fiirther analysis, 
that s and n are random and statistically independ- 
ent vectors, n is a Gaussian vector, and no is a spa- 
tially-white noise. 

We define here the output SNR as the deflection 
ratio in the array processor output [1 -3]: 

<P{s + ii)- P(n) > 

[< P2(n) > - < P(n) >2]^ 
(2) 

The expression (2) is also known as a detection index 
or generalized SNR. It is known that maximum of the 
SNR (2) leads to (i) the small-signal asymptotic of the 
optimal processor from the maximum likelihood crite- 
rion and (ii) to the same optimal processor as it fol- 
lows from maximum of the ratio of the output signal 
power to the noise one in a particular case of coherent 
signal. 

When the signal is a coherent superposition of mo- 
dal shapes, the optimal array processor is achieved by 
the known equation for the array weight vector: 

"opt 1-1 = (3) 

where R,„i =< n*n^ > is a spatial covariance ma- 
trix of the noise field (superscript "*" denotes conju- 
gation). When the signal is a partially coherent modal 
superposition, arising fi-om random modal amplitudes 
in Eq. (1), the optimal signal processor is achieved by 
the array weight matrix from the following equation: 

W„,,W+, = R:,JRS.R„'„ • (4) 

where R^^ =< s s-"^ > is the signal covariance matrix 
and the index "+" denotes conjugate transpose. Equa- 
tion (4) was exploited for the recent study of large- 
array beamformers under the conditions of coherence- 
degraded signals in various environments [1-3]. 

As it follows from Eqs. (3, 4) the optimal array 
processing requires a priori known or measured am- 
plitude and phase shapes and covariance matrixes of 
the signal and noise. Mismatch arises when the typical 
fluctuation time of the input shapes is less than typical 
time required for their estimation and processor opti- 
mization or when the reference signal shape differs 
from the real one. The problem above was widely 

formulated in literature as the mismatch problem; the 
term "mismatch" can relate either to the channel pa- 
rameters estimation or to the array weight coefficients 
forming. In scope of the model (1) one of the mis- 
match scenario is modal mismatch which is caused by 
the errors in the modal structure estimation at the ar- 
ray input. In short, this mismatch appears as a result 
of an inaccurate estimation of the modal vectors for 
the signal-carrying modes. Another type of mismatch 
scenario within the framework of a basic model (1) is 
an inaccurate estimation of the signal modal ampli- 
tudes, which was studied by many authors (see, for 
example, [5]). 

We define the modal mismatch by the following 
model: 

Ui = Uj + 6ui i = 1,2,...,M 

Let the relative mismatch value to be defined for a 
single m -th mode by: 

L (5) 

The value that shows mismatch effects on the array 
performance is defined as the ratio of the output SNR 
in the presence of mismatch to the output SNR of 
frilly optimal processor [6]: 

Hmismatch 
P = (6) 

where the SNR q is determined from Eq. (2). 
Preliminary analytical results based on Eqs. (5),(6) 

were obtained from the mismatch study in the frame- 
work of two-mode signal model (M = 2) [6]. It was 
shown that mismatch leads to the array gain loss with 
increasing of relative value (5) in the case of both 
coherent and partially coherent signal. Specific value 
of p is dependent on the set of parameters. The most 

critical ones are the spatial mode resolution by the 
array (modal orthogonality), the intermodal phase 
shift, and the modal SNR. Also it was shown that 
mismatch effects reduces with decreasing of the mode 
amplitudes correlation. The SNR loss becomes less 
with mutual mode correlations decreasing for the sig- 
nals with similar modal SNR and doesn't depend on 
mutual mode phases. 

Some numerical results which show the output 
SNR loss in the presence of modal mismatch are pre- 
sented below. 

3. NUMERICAL SIMULATIONS 

For numerical simulations, we assume some typical 
shallow-water environments from the Barents sea. 
The accurate and mismatched sound-speed profiles 
are drawn on Fig. 1 by solid and dot lines, respec- 
tively. The vertical equidistant array consists of 16 
half-wavelength elements. The simulation parameters 
are the following: the total channel depth is of 120 m; 
the source frequency is of 300 Hz; M= 30. The modal 
shapes are calculated both for the accurate and dis- 
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Fig. 1. Sound-speed profiles for the accurate (solid) 
and mismatched (dots) estimations 

< 
( 

( 
( 

o 

> 

o 

o 

■'=?°OOOoppooooonn 

Fig. 2. Relative mismatch values (5) 

Fig. 3. Mismatch-induced SNR loss of linear 

processor 

torted profiles, and the values (5) are estimated for 
each mode. 

For the modal noise covariances we take the model 
of surface-generated noise [7]: 

where p^ is the intensity of spatially-white noise, /i„, 

is a modal wavenumber, and // is a depth of the water 
channel. We note that high-order modes in the noise 
spectrum appear to be the most intensive modes due 
to their excitation by the surface sources. Therefore, 
optimal filter is adjusted to receive low-order modes 
(about 15 modes) in the absence of mismatch. 

Computationsof the relative mismatch value ^ (5) 

for the three different source depths in a waveguide 
and for the three depths of the first array element 
{zi = 5,35,75 m) reveal that mismatch is essential 
only for the first ten modes. Figure 2 shows the modal 
distribution ^^ <m) for the array arranged at the mid- 

dle part of channel (Zj = 35 m). 

3.1.  COHERENT SIGNAL (CORRELATED MODES) 

For the near-surface array {z^ = 5 m) mismatch ef- 
fects become noticeable when the source excites low- 
order modes in which the relative mismatch values (5) 
are the most significant. It is important to note that 
low-order modes are not orthogonal at the array input. 
But low-order modes have small modal SNRs since 
its projections on the near-surface array are practically 
negligible, so the output SNR is slightly decreased 
(for about two times). 

For the array centered in the channel (2:1 = 35 m) 
significant mismatch appears in the first ten modes 
(see Fig. 2). The dependence of p on the source dis- 

tance is shown in Fig. 3 for the three different depths 
of the source. The particular case of dramatic mis- 
match-induced SNR degradation is illustrated here. A 
group of modes (starting from 5-th) with strong mis- 
match are partially orthogonal and have the biggest 
modal SNRs. Clearly, the mismatch leads in this case 
to essential suppression of the desired signal. It can be 
compared with array beamforming in a free space 
when beampattem is deflected from direction-of- 
arrival of the plane-wave signal, and the signal moves 
to the side lobes or even null of the beam pattern. 

This case confirms earlier resume formulated fi-om 
the two-mode analysis [6]: the output SNR loss de- 
pends on the mode spatial resolution and mode 
phases. We also emzphasize that considerable SNR 
degradation takes place for the small SNR values at 
the array input. 

For the near-bottom arranged array (zj = 75 m) 
mismatch effects are weak because most intensive 
modes are practically orthogonal at the array input. 
Output SNR loss is caused by large relative mismatch 
values (5) in first five modes. 

3.2.  PARTIALLY COHERENT SIGNAL 

(UNCORRELATED MODES) 

To simulate the partially coherent signal at the array 
input the following exponential model of the cross- 
modal correlations was used [2]: 

»    1 II I   f I "^ ~" n < a,na„ >= I a,„ \\a„\ exp - '■— I 

where A is the scale of cross-modal correlations. 
Numerical results for p were obtained for three val- 

ues of this scale: A = 0,3,10. We note here that this 
model does not include "residual" intermodal phase 
shifts so there is no any influence of the source range 
on the array SNR. 
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Table. 1. Mismatch-induced   SNR   loss   for   the 
quadratic array processor. 

^~~^-^^ A=0 A =3 A =10 
h=40m 0.78 0.71 0.54 
h=70m 0.97 0.98 0.94 
/i=90m 0.97 0.94 0.76 

Table 1 shows the dependence p(A) for the mid- 
dle-depth array (zi = 35 m) and three various depths 
of the source. 

In comparison with the optimal linear processing of 
the coherent signal, in this case mismatch effects de- 
creases, and the output SNR loss depends only on the 
relative mismatch values. For example, for the near- 
bottom and near-surface arrays the loss doesn't ex- 
ceed 10 % for the all scales A . For the middle-depth 
array the output SNR loss achieves up to 50 % that 
corresponds to the largest values (5). With increasing 
of the cross-modal correlation scale the influence of 
the mismatch increases because the signal becomes 
more coherent. But the loss level remains relatively 
small because the modal phase shifts are neglected. 

Thus, optimal array processing of the partially co- 
herent signal is essentially more robust to the modal 
mismatch as compared to the case of coherent signal. 
We note, however, that the coherence-induced SNR 
loss in this case is significant even for the optimal 
processor so the total effect of the signal coherence 
degradation leads to the rather poor SNR perform- 
ance. 

4. CONCLUSION 

In this paper, we analyzed optimal array processing of 
the multimode signal against the modal noise back- 
ground in the presence of mismatch in modal shapes 
estimation. Numerical results were presented for the 
vertical array in shallow-water environments from the 
Barents sea. 

Specific effects of modal mismatch on optimal lin- 
ear and quadratic array processors were demonstrated. 
It was shown that the key factors of mismatch effects 
are the spatial modal resolution of the signal-carrying 
modes and intermodal phase shifts. They are essen- 
tially significant for the case of coherent signal when 
the signal modes are well correlated. This case corre- 
sponds to relatively short distances in random chan- 
nels. Contrary, optimal quadratic processing of 
partially coherent signals consisting of the uncorre- 
lated modes is much more robust to the mismatch 
effects. In this case, the output SNR loss has a weak 

dependence on the source range due to random phase 
shifts of the signal modes. 

Therefore, modal mismatch should be taken into 
account when the optimal array processors are evalu- 
ated for the practical sonar systems operating in the 
underwater sound charmels. Some special efforts can 
be considered with the aim to minimize the mismatch 
effects especially for linear beamformers. For exam- 
ple, as it follows from the results obtained, one of the 
recommendations is to arrange the vertical array ele- 
ments in a channel in such a way that to resolve (to 
make orthogonal) the modes with the largest SNRs 
and in any case to minimize the values (6) for the sig- 
nal-carrying modes. 
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Abstract 
It is shown that the scanning radar antenna is an instrument of a selection of ech- 

oes from target with intended range and an instrument of a suppression of intensive 
close clutter. The obtained result is useful to a case of a continuous or quasi- 
continuous transmitted signal. 

Keywords: Space-time processing, resolution, selection, clutter, antenna, array. 

1. INTRODUCTION 

Continuous or quasi-continuous radar radiation is an 
effective way to improve a time (Doppler) selection of 
moving targets in clutter [1]. However, here an ability 
to receive weak useful signals from maximally distant 
targets is hampered by intense clutter originating at a 
close range. In this case it would be tempting to per- 
form a clutter suppression by a spatial processing of 
signals (by a receiving antenna). This suppression is 
impossible without a spatial resolution of radar echoes 
originating at different distances. The known theory [2] 
does not mention about using of similar resolution in 
monostatic systems and suggests the widening of the 
antenna aperture and the narrowing of the antenna pat- 
tern (AP) as the only way of the spatial suppression of 
clutter. However, these recipes ignore scanning. Some 
results of the development of the mentioned theory 
with the scanning are presented below. In particular, 
new capabilities of a radar echo resolution and selec- 
tion of continuous or quasi-continuous signals on clut- 
ter background are described. 

2. THE SPATIAL ATTENUATION OF THE 

CLUTTER 

We will consider a linear antenna system, rotating 
around its center at a fixed rate Q rad/sec in the scan- 
ning plane (a, R), where a is the angular coordinate 
(azimuth), R is the radial coordinate (range) meas- 
ured from the center of the rotation. The zeros of the 
time t and angle Q are taken so that the value Qt of 
this angle defines the normal to the receiving antenna. 
For such a system the criterion of the spatial-distance 
resolution (the generalized Woodward constant [3]) is 
determined by the formula [4]: 

6 = An-'fi-' « e,„n-\ (1) 

where 6,„ fa XTl~^ is the width of the receiving AP in 
the scanning plane, A is the operating wavelength, 11 
is the aperture antenna. 

According to the expression (1) the spatial-distance 
resolution is improved not only with the increasing of 
the antenna aperture or with the narrowing of the AP 
(this is accustomed for a spatial resolution) but also 
with the increasing of the scanning rate. 

We consider (see above) the continuous or quasi- 
continuous radar radiation and the problem of the se- 
lection of the signal on a clutter background. More- 
over, according to the peculiarity of the problem, the 
signal and a clutter are reflected at different distances. 
Namely the signal originates at the range i?,,, and the 
clutter originates at the range R « R,. Conse- 
quently, in our case it is needed 

6n < J?, or 6 < L = 2RJc. "R ■^h (2) 

In accordance with (1) and (2) the scanning rate 
should be so increased that 

£;,„, = ^t, > 0,,, or £,,„, = Qt, = -yO,,,, 

where the relative scanning rate 

7 = Sbv,/On, = Qt,/0,„ > 1. 

In other words, during signal delay <,, the antenna, 
its transmitting AP and receiving AP, rotate through 
an angle £;,„, which exceeds the width 6,„ of the re- 
ceiving AP in the scanning plane. 

The obtained results and their use for the solution of 
the discussed problem of the spatial selection of the 
signals on a clutter background with continuous and 
quasi-continuous radiation can be interpreted in the 
following way. Assume that an antenna system has the 
separate transmitting AP (the dashed curve in Fig. 1) 
and receiving AP (the solid curves - the optimization 
result with conditions indicated below in the Section 3). 
While scanning, the main lobes of these APs are dis- 
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Fig. 1. Transmitting AP and receiving AP 

placed by the constant angle £(,„, with respect to each 
other. Moreover, the scanning rate n is so high that 
during a delay of the signal from the farthest target 
every scanning AP rotates through an angle £),,„ which 
exceeds the AP width. However, these APs have not 
time for a turn between moments of the probing and of 
the echo reception from nearby land or water surfaces. 
Then clutter will be reached at angles corresponding to 
the main lobe of the transmitting AP and, consequently, 
to sidelobes of the receiving AP. I.e., the most intense 
clutter from nearby interfering reflectors will be attenu- 
ated with the reception. During delay of the usefiil sig- 
nal from a far target the APs rotate so that the signal is 
received by the main lobe of the receiving AP. This 
reception will lead to a signal gain. 

3. THE OPTIMIZATION EFFICIENCY OF A 

SIGNAL PROCESSING 

The boundless increasing of the scanning rate (increas- 
ing of the value fi or 7) is not reasonable, since it 
leads to the spectrum broadening of the radar echoes, 
their time (Doppler) resolution degradation and, as a 
consequence, degradation of the Doppler selection of 
moving targets on a clutter background. Therefore it is 
tempting to define the clutter suppression efficiency in 
the optimal system of the space-time signal processing. 
Assume that such a system is realized on an array base. 
Herewith the optimal space-time signal processing is 
defined by a weight vector column W, which satisfies 
[5] the Wiener-Hopf equation and its solution (the so- 
called Wiener's solution): 

HW = xS*, 

where   x   's  an  arbitrary  complex  constant,  the 
NK X NK noise correlation matrix 

H = E{U*UT} = 

all 

o21 

Hal2 

Ha22 Ha2A' 

H aKl H aK2 H, aKK 

the N xN block 

E{}  denotes the statistical expectation, N is the 
element quantity of the linear equidistant antenna ar- 
ray, K is the quantity of the processed signal sam- 
ples, k,l — 1,K ,the space-time noise vector column 

U = ||uT(fj),UT(t,),...,uT(i^)f = 

K 
(k) «>U( t,,), 

rW ly is the A;-th column ofthe unit matrix I^ of order 
K, the symbol ® denotes the Kronecker multiplica- 
tion, space noise vector 

Ua(iA:) = l|Wl(iA:),M-2(4),...,«;v(4)ir 

u„(4) is the value of the complex envelope of the 
noise (clutter and intrinsic noise) in the n -th array 
element, n = 1,N, the used presentation of the 
space-time signal vector is 

Z is the integer part of the number {K + l)/2, with 
the Doppler shift w and the target direction a the 
space signal vector 

S(0 = ||si(<),S2 (<),...,5JV (Of = 

= fi,exp{jcjt)G^Q {a - Q,{t - t,)}^{a - Q<}, 

s„(i) is the complex envelope of the signal in the 
n -th array element, a complex /i., = const, Gi,()(c) 
is the normalized transmitting AP with the direction 
of the principal maximum e = ejo > e = a - Qt is 
the angle measured from the normal to the receiving 
antenna in the scanning plane, vector column 

#{£} = \\(pi {e},¥'2 {£},-,VAT is}f, 

N + 1) 
(p„{e} = exp\j2Tr n ■ sin el, 

TT = 3.14..., a is the distance between neighboring 
elements. For the indicated notations the time of the 
signal maximum 

a -£60 
C           C,y ts+- fi 

In our case the space-time correlation noise matrix 
H cannot be represented as a Kronecker multiplica- 
tion of the space and time correlation matrices (even 
neglecting the intrinsic noise of the array elements). 
Consequently, even with the assumption of a space- 
time narrowband signal it is not possible to divide the 
processing routine into space and time processing: it 
is necessary to combine the array element outputs by 
means of the using of different Doppler filters in the 
spatial channels. This result can be interpreted by dif- 
ferent linear velocities of the array elements during 
array rotation. 
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Fig. 2. Signal-to-noise improvement 

Fig. 1 (mentioned above) and Fig. 2 show numeri- 
cal results of the space-time processing analysis. They 
are obtained with using of the brought vector-matrix 
equations for a real noise situation and such system 
parameters: A = 0.2 m, e^o = 0. 7 = 3, A^ = 20, 
a = 0.5A, the clutter level in each element equals 30 
dB relatively to the intrinsic noise, the radar maxi- 
mum-range equals, 3 ■ 10'' m, the order of the Doppler 
filter equals 2 (/f = 3). This Doppler filter is a 
transversal filter, which there is in the each space 
channel of the array and accomplishes the optimal 
weighted summation of the signal samples equally 
spaced in time by 100 |as (transmitted pulse repetition 
period with quasi-continuous radar radiation). The 
receiving AP (the solid curve in Fig. 1) is optimized 
for the indicated conditions. Fig. 1 shows that a dip is 
formed in the receiving AP in the vicinity of the value 
of e = 0, corresponding to the maximum of the 
transmitting AP and, consequently, to the arrival di- 
rection of the highest intensity clutter from the close 
reflectors. At Fig. 2 the signal-to-noise improvement 
(compared to the traditional case of the low-velocity 
scanning when 7 << 1) is presented. As one can see 
(Fig. 2), there is an optimum scanning rate 
(7 w 2.7): the efficiency of the space-time process- 

ing is reduced with a decrease in the scanning rate due 
to degraded spatial suppression of the clutter and with 
an increase due to degraded time (Doppler) suppres- 
sion. With 7 K, 2.7 the signal-to-noise improvement 
equals 12 dB. 

4. CONCLUSIONS 

Thus, the spatial-distance signal resolution and the 
spatial-distance signal selection are improved not only 
by the increasing of the antenna aperture or by the 
narrowing of the AP (this is a well-known recipe) but 
also by the increasing of the scanning rate. In this 
sense the increasing of the scanning rate is equivalent 
to the antenna aperture increasing and to the antenna 
pattern narrowing. 

For the maximization of the efficiency of the 
space-time signal processing on a clutter background 
not only the antenna system parameters and the pa- 
rameters of Doppler filters should be optimized but 
also the scanning rate should be optimized. 
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Abstract 
The space-time processing algorithm for bistatic forward scattering radar is con- 

sidered, which is based on application of antenna arrays with beamforming after am- 
plitude detection in receive channels of non-directional (slightly directional) 
elements. It is shown that ambiguity of measured angles of arrival can be easily 
worked out. Mathematical modeling results are obtained. 

Keywords: bistatic forward scattering radar, antenna array, space-time processing, 
beamforming, amplitude detection. 

1. INTRODUCTION 

Bistatic forward scattering radars (BFSR) provide ef- 
fective detection and coordinates measurement of very 
small radar cross section (RCS) targets due to bistatic 
RCS rises (up to 20..40 dB in relation to monostatic 
RCS) in narrow region close to the base line between 
transmit and receive positions [1-3]. In practice, sys- 
tems using continuous quasi-harmonic probe signal are 
applied [1-7]. Receive position location signal is a sum 
of powerful direct transmitter signal and target return. 
As a result, a receive antenna input signal is amplitude 
modulated, and modulation frequency is determined by 
the target return Doppler shift. Therefore, quasi- 
harmonic Doppler shift frequency signal can be ob- 
tained by the amplitude detection. 

An angle of arrival of a target return can be measured 
by the way of forming partial beams. It can be realized, 
for example, with reflector antennae [4]. The significant 
disadvantage of this technique is in that a direct fransmit- 
ter signal level in each channel significantly influence on 
transfer coefficients of receive channels. In the channel 
of center beam (directed to the transmitter), high level of 
a direct signal leads to the channel overload. At the same 
time, in the channels of side beams, a level of direct sig- 
nal is determined by their radiation pattern side lobes and 
therefore, it is random. 

This disadvantage can be eliminated by space-time 
processing on the base of the antenna array with beam- 
forming after amplitude detection in receive channels 
of non-directional elements [8]. Direct signal levels are 
the same in all channels and do not influences on the 
channels transfer coefficients relation. Besides, under 
conditions of the powerful direct signal presence, am- 
plitude detectors perform target return synchronous 
detection with quasi-harmonic Doppler shift frequency 
signal (real envelope) exfraction, what provides the 

latter without non-linear distortions. In addition, there 
is no need in transmission of the transmitter reference 
signal to the receive site or in its extraction from re- 
ceived signals. Due to this circumstance, technical re- 
alization of the system is considerably simplified as 
compared with that of systems based on phased antenna 
arrays with coherent signal processing [8]. 

Nowadays mostly developed radars are two- 
dimensional forward scattering radars that determine 
moving target coordinates in horizontal plane by meas- 
urements of target return Doppler shift and azimuth an- 
gle [4-7]. Application of three-dimensional forward 
scattering radars will permit improving the accuracy of 
determination of target coordinates. This can be achieved 
due to elimination of the inherent to two-dimensional 
radar systematic measurement errors. Besides, additional 
information about target altitude can be obtained. 

The main purpose of this paper is to propose an effec- 
tive and inexpensive space-time processing (STP) algo- 
rithm for three-dimensional forward scattering radar built 
on basis of two orthogonal linear equispaced antenna 
arrays with beamforming after amplitude detection in 
receive channels of non-directional elements. 

2. SPACE-TIME PROCESSING ALGORITHM 

A funcrional scheme of the azimuth antenna array STP 
algorithm is presented in Fig. 1. The STP algorithm of 
the elevation angle antenna array is fially analogous. In 
Fig.l AD means amplitude detectors, RF - rejection 
filters, ADC - analog-to-digital converters,  fo, d- 

Doppler shift and azimuth estimations. 
Equation (I) gives the value of n -th sample of the 

process at the AD output in receive channel of i -th 
azimuth antenna array element (or i-th azimuth 
channel, briefly) [8]: 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 
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Fig. 1. STP functional scheme. 
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Fig. 2. Two-dimensional space-time spectrum. 

t'/,«r.,(n] = iki +us cos{i^oln] + 

-ff27r(dy'A)sina[r3.] + ipu} + 4,[n], 

where MQ is the constant component caused by the 

presence of direct transmitter signal, ipoln] is the 

phase delay caused by the target return Doppler shifl; 
% and ipo are, respectively, the amplitude and the 

random initial phase of quasi-harmonic Doppler fre- 
quency    signal    in    the    ;-th    azimuth    channel; 

i27rfrf/A]sinQ[n] is the phase shift between the 1-st 

and i-th element, which is determined by the target 
azimuth; d is the constant array spacing; A is the 
transmitter wavelength; a is the target azimuth; (,{n] 

is the i-th channel noise. 
A phase delay between elevation angle antenna ar- 

ray elements i27r/d/A)sin/?[n] is determined by the 
target elevation angle P[n]. Besides, the elevation 
angle antenna array (AA) is inclined with respect to 
the vertical in order to reduce the influence of ground 
surface upon AA radiation pattern. Therefore, the 
expression for signals at the AD output in i-th eleva- 
tion angle channel can be written as 

«irr..[«] = Wo + % COs{ipD\n] + 

+i2iTj[sm{l3[n] -f A)) " sin A)] + Vo} + ^,N, 
(2) 

where angle Ai < 0 corresponds to the elevation of 

antenna array normal towards the azimuth plane by 
the angle \0o\. 

Rejection filters suppress constant component UQ 

arising at the AD output as a result of the direct signal 
presence. Application of analog rejection filters in- 
cluded before ADC (Fig. 1) enables to reduce ADC 
dynamic range requirements as compared with appli- 
cation of digital rejection filters. 

The amplitude distribution over antenna array aper- 
ture at each instant of time has a form of spatial har- 
monics [9] whose fi-equencies are determined by 
azimuth a and elevation /? angles. In order to obtain 

a result of unit measurement of return Doppler shift 
and angular coordinates of the target, the two- 
dimensional Fourier transform (3) over two- 
dimensional files of signal samples in azimuth and 
elevation channels is to be performed 

L-lN-\ 

i=OTi=0 

yjU-J(2''/t)''e-J{2T/A')"'" 

(3) 
i,k e [0,L-1], n,m G [0,Ar-l], 

where i is the channel (azimuth or elevation) umber, 
n is the signal sample number in the i-th channel, L 
is the number of antenna array elements, N is the 
number of signal samples per measurement interval in 
one channel. 

Absolute values of fijnction S{k, m) for the cases 

when of Doppler shift and angle (azimuth or eleva- 
tion) have the same and different signs are plotted in 
Fig. 2 (graphs 1 and 2, respectively). Values of Dop- 
pler shift and angle can be estimated by coordinates of 
function (3) maximum. 

The need in concatenated space-time processing is 
a principal feature of the considered system. As indi- 
cated in [8], initial phases of spatial harmonics fluctu- 
ate with Doppler shift frequency when target moves 
along its trajectory. Since spatial harmonics after am- 
plitude detection are real, the fluctuations of spatial 
harmonics lead to significant fluctuations of spatial 
filters response. In addition, the amplitude spectrum 
of real spatial harmonic is the even function of spatial 
frequency. This leads to the ambiguity with respect to 
angular coordinate sign. Noted circumstances do not 
permit obtaining instantaneous angular measurement 
independently of time processing. At the same time, 
concatenated space-time processing provides averag- 
ing of spatial spectrum for the measurement interval 
[8]. Due to this fast, the fluctuations of spatial filters 
responses are cancelled. 

Ambiguity in sign of obtained azimuth angle Q , 
which can be easily cancelled in the process of target 
tracking [8], A positive Doppler shift corresponds to 
the target movement toward the base line. In this case, 
the Doppler shift decreases. A negative Doppler shift 
corresponds to the target movement away from the 
base line. In this case, the Doppler shift absolute value 
increases. Therefore, when measuring during target 
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Fig. 3. Doppler shift measurement errors. 

Aa, A|3,a„, Op, deg 

0.6 

0.45 

0.5 

0-15 

-0.15 

Fig. 4. Angles measurement errors. 

tracking the first derivative of the Doppler shift abso- 
lute value, it is possible to obtain unambiguously the 
Doppler shift sign. If the elevation angle is always 
positive, the algorithm of ambiguity cancellation is 
considerably simplified, for in this case, Doppler shift 
sign is determined unambiguously for one measure- 
ment interval by mutual location of maxima of two- 
dimensional DFT in elevation angle channels. 

3. PERFORMANCE ANALYSIS 

When two-dimensional DFT in azimuth and elevation 
channels is executed, there are measured Doppler shift 
and angle (azimuth or elevation) by response ampli- 
tudes in five spatial-temporal filters. Filter with 
maximum response amplitude and two adjacent filters 
in both Doppler and spatial fi-equency dimensions are 
used.  At the spectral  analysis,  two-  dimensional 

space-time weight processing is performed to improve 
characteristics. It provides both suppression of side 
lobes and reduction of instrumental errors of meas- 
urements. Besides, in order to improve an accuracy of 
angles measurement at the expense of the increase of 
the spatial filters number, files of the data obtained at 
the outputs of receive charmels of azimuth and eleva- 
tion AAs were added by zeroes [10]. 

Numerical estimations of an accuracy of Doppler 
shift and angles measurements are obtained with the 
mathematical modeling. To form signal samples in 
azimuth and elevation channels, target movement at 
the constant altitude of 1000 m was simulated. Re- 
ceive channels noise at the two-dimensional DFT in- 
put was modeled as the discrete white Gauss noise. 

In Fig.3, estimations of Doppler shift measurement 
errors versus Doppler shift values are shown. Thin line 
indicates an estimation of error Mean A/ (caused by 
the presence of measurement instrumental error). Thick 
line shows an estimation error Root Mean Square 
(RMS) af of Doppler shift measurement. 

Fig.4 shows estimations of angles (solid line - of the 
azimuth angle, dotted line - of the elevation one) meas- 
urement errors in dependence on target azimuth. True 
elevation angle values varied from about 3.5° to about 
4..5°. Thin line represents error Mean Aa , A/? estima- 
tions. Thick line represents angles measurement errors 
RMS (TQ , a0 estimations. One can see that azimuth and 

elevation angle measurement errors have close statistics. 
Measurement error statistics were estimated by aver- 

aging of 100 independent experiment results. System 
parameters were assumed to have the following values: 
the distance between transmit and receive posirions 
(base) 6 = 40 km; transmitter wavelength A = 1 m; 
measurement interval T = 1 s; the number of receive 
channel signal samples per measurement interval is 
N = 2048 (corresponds to the number of Doppler fil- 
ters with bandwidth of 1 Hz); the number of antenna 
array (both azimuth and elevation) elements L = 16; 

, array spacing d = 0.7A ; the number of spatial filters 
formed in both azimuth and elevation angle dimensions 
M = 32. Amplitude detector output signal-to-noise 
ratio was assumed to be equal q = 0.1. 

Instrumental errors of Doppler shift and angular coor- 
dinates measurements at the chosen system parameters 
(errors Mean, the same) do not exceed, in modulus, val- 
ues of A/= 0.1 Hz, Aa = 0.1°, A/3 = 0.1° 
(Fig. 3,4). The specified signal-to-noise ratio roughly 
corresponds to the minimum ratio providing the absence 
of abnormal (huge) measurement errors. Under these 
conditions, measurement errors of RMS are about 
cTf = 0.1..0.2 Hz, a-„ w or^ = 0.3..0..5° for different 

targets trajectories. 
A certain increase of measurement errors is possi- 

ble if values of Doppler shift and angles are close to 
zero (Fig. 3,4). It is caused by the central-axis sym- 
metry of two-dimensional amplitude spectrum of real 
two-dimensional   signal.   If maxima   of the   two- 
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Fig. 5.  Tracking results. 

dimensional DFT over both Doppler and spatial fre- 
quencies dimensions fit in zero-tuned filters, Doppler 
shift and angle can be measured with the accuracy 
determined, respectively, by the space-time filter 
bandwidths of Doppler and spatial frequencies dimen- 
sions. In this case, relations between amplitude re- 
sponses of space-time filters do not provide obtaining 
an accurate estimation of coordinates of a two- 
dimensional DFT maximum. 

The obtained accuracy of primary parameters 
(Doppler shift, azimuth and elevation angle) meas- 
urement provides enables one to construct trajectories 
of moving targets with a high enough accuracy. This 
statement is proved by the results of mathematical 
modeling. Some target trajectories built by tracking 
algorithm are shown in Fig. 5. 

The iteration Gauss-Newton algorithm on basis of 
maximum likelihood method [4,5] was used. The input 
of tracking algorithm is a primary parameters vector 
obtained by the space-time processing technique under 
consideration. It is assumed that a receive position loca- 
tion has coordinates (0,0), transmit position location is 
(40,0). Thin lines correspond to the true trajectories. 
Thick lines correspond to tracking-built trajectories. 
Dotted lines show errors regions of±3ax ■ Statistics of 
the coordinates measurement errors were estimated by 
the results of 100 independent experiments. System 
parameters and receive channels noise statistics corre- 
spond to described above. 

4. CONCLUSION 

Space-time processing algorithm on basis of antenna 
arrays with beamforming after the amplitude detection 
in receive channels of non-directional elements is 
considered to be applied in three-dimensional bistatic 

forward scattering radar. It is shown that the proposed 
technique provides unambiguous measurement of 
target return angle of arrival and tracking with a high 
accuracy. The results of mathematical modeling are 
presented. Principal advantages of the discussed STP 
algorithm as compared with conventional forward 
scattering radar STP approaches are discovered. These 
advantages make the considered technique attractive 
for the practice implementation. 
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Abstract 
A new approach is considered for solving the problem of spatiotemporal signal 

processing in adaptive antenna arrays working in conditions of intensive correlated 
noise processes. The method of synthesis of robust algorithms is based on the game- 
theoretical principle of searching a minimum of the root-mean-square error that charac- 
terizes the quality of received estimations of existential spectra. The signal processing 
algorithms, constructed on this principle, relate to the class of minimax algorithms be- 
ing invariant with respect to the prior uncertainty concerning noise distribution. 

Keywords: Adaptive antenna array, algorithm, robust method, minimax rule, 
probability density. 

1. INTRODUCTION 

The noise dependitig on a probing signal arises in 
many applied radar and acoustic problems. Such noise 
can appear, for example, because of the multipath 
propagation of probing signal fluctuations and reflec- 
tions from local objects or it can be specially caused 
for counterradio measures. The adaptive antenna ar- 
rays [2] used in radar systems with existential signal 
processing algorithms [2,3] that optimize parameters 
of radar systems in conditions of the Gaussian or any 
other given models of noise distribution at the pres- 
ence of correlated noise processes, reduce the operat- 
ing efficiency, and in some cases are unable to form 
an acceptable directional pattern. 

This dependence of properties of optimal algo- 
rithms of existential signal processing on noise char- 
acteristics forces the developers of radar systems with 
adaptive antenna arrays to build not optimal but stable 
(robust) algorithms [1, 4-6] having the high, though 
yielding to optimal algorithms, efficiency under 
nominal conditions and the acceptable efficiency in 
conditions when the signal and noise properties can 
vary within the limits of the given classes of possible 
characteristics. 

2. STATEMENT OF THE PROBLEM 

Let's consider the response model of one of identical 
channels of the M -element linear antenna array 

y(t) = S(t) + N(t), (1) 

where S(t),N(.t) are random processes representing 
a signal and noise. 

Let's designate the power spectral density of a sig- 
nal and noise as Fs,Ff/. If the path pulse characteris- 
tic is h(t), the signal evaluation at its output turns 
out to be convoluted realizafions (1) with the follow- 
ing pulse characteristic 

S(t) = ool     h(t — T)ycT:>dT. 
J —OQ 

(2) 

The quality of signal evaluation (2) is usually 
[3, 5, 6] characterized by the size of the root-mean- 
square error that is determined by the expression 

00 

E{\S(t) - S{t)\} = i- J [|1 - Hcuj^f F5 (w) + 
,(3) 

+ \H<iuj:>f Fjf(uj:>]dLj = e{Fs,Ff^,H) 

where .ff (w) is the Fourier transform of h(t). 
If the functions Fs and F^f are unknown and can 

assume any form within the limits of classes S and 
3?, the upper boundary of possible solutions will be 
determined by 

pr;^r^f^^{.(F„F.,^o)},       (4) 

where HQ is the optimal characteristic of the path. 
Hence, the synthesis of the robust algorithm means 

a solution of the problem of minimization of the H 
degree of the filter efficiency decrease in the worst 
case, namely the search of the criterion minimum 

mm sup 
:{eiFs,F,„Ho)} {{Fs,FN)eQx?lt'^'^"^'""""l- ^^^ 

We shall consider the algorithm that satisfies the 
criterion (5) as robust with respect to the uncertainty 
classes S,3?. 
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3. GENERAL APPROACH TO SOLVING THE 
PROBLEM OF THE ROBUST ALGORITHM 
SYNTHESIS 

If to assume that the signal and noise in (1) are jointly 
stationary (in wide sense) random processes, their 
correlation structure is completely determined by the 
matrix D of spectral density 

Fs (-ujy    FsN (w)' 
Dew) = 

Fjv5<w)    Ff{ (■u)') 
(6) 

where the symbol * denotes the operation of complex 
conjugation, and the bottom indexes SN,NS mean 
the cross-spectra of processes S(t),N(t). 

In case of obtaining a signal evaluation at the an- 
tenna element output in conformity with (2), we can 
immediately write down the expression for the root- 
mean-square error: 

El\SU) -Sit)\] = ^ J [\l - Hiij^f Fscu^ + 
-X 

+ \H<.u)•)fFl^<.u}•>-2H(^J■)Fs^■(u})+ (7) 

+ 2\HcijyfY{e{Fss^(u>^}da> = e(Fs,FN,FsN,H) 

The characteristic of the optimal filter that mini- 
mizes the root-mean-square error depending on the 
expression (7) is determined by the expression 

FS+FN Fn = (8) F^cw) -t- 2Re{fsArca;)} + Ff^ (w) 

but the corresponding minimal value of the root 
mean-square error is equal to 

oc 

e(^Fs,Fff,Fs^',H) - ^ / F^ (w) - 
27r 

—oc 

I Fs + FsN I 
(9) 

-du) 
Fs(u}-> + 2Re{F5v ^w)} + Ffj cw) 

If the matrix D (6) is absolutely unknown, but it is 
known that it belongs to some class t<, then the crite- 
rion function is replaced by its upper boundary of this 
class [1], and as the estimation D of the matrix D 
we take the matrix that satisfies the criterion 

D — arg 
{min 
'Wei ^{Fs,Fii,FsK)\ (10) 

This approach provides the solution of the problem 
of synthesis of signal processing quasioptimal algo- 
rithms  in  conditions  of uncertainty  with  respect 
to F5, F;v ! FsN . 

4. REALIZATION OF THE ALGORITHM IN 

THE LINEAR ADAPTIVE ANTENNA ARRAY 

We shall consider the realization of the algorithm by 
an example of the linear narrow-band antenna array 
containing M identical elements. For simplicity, we 
will consider the distance between adjacent elements 
equal to d = A / 2, where A is the wave length, cor- 
responding to the central frequency of the probing 

signal spectrum. The signal source and the noise 
sources are in the antenna far zone. 

It is known [2, 7, 8] that the sample covariance ma- 
trix of signals from m interfering noise sources lo- 
cated in directions 6i,62,...,0,„ at the presence of the 
white noise with the dispersion a^ is determined by 

% = A*+E^^'''' (l/X)>ml (11) 
1=1 

where i?, is the power of the i -th source and 6/;. is 

the delta function. 
For the useflil signal source the response of the i -th 

element of the array will be 

S, = 50^(2'^''''-^'■'"■'^^ (12) 

The weight vector of the spatiotemporal filter, which 
maximizes the signal-to-noise merit, is put down as 

wie) = nR-'s;{e), (13) 
where (i is the normalizing constant. 

It can be shown that for the class of possible sig- 

nals S(9) that satisfy the condition 
M 

J2\SAe)-s,om? <i^ (14) 
t=i 

the vector of weight coefficients of the robust spatio- 
temporal filter is expressed by the simple ratio 

WA0)^^i{R + aoiy's;{e),        (15) 

where I is the unitary matrix and QQ is the constant 
that depends on u. 

Moreover, as it follows from (15), the signal-to- 
noise merit at the adaptive antenna output with the 

weight vector W^ is dependent on the value of v. 

5. EXPERIMENTAL INVESTIGATIONS OF 
THE ALGORITHM 

The antenna directional pattern at the fixed direction 
to the useful signal source ^o is determined by [2] 

M 

G{eA>)= T,\VAe,)s,A0).      (16) 
i=l 

The directional patterns, calculated according to 
(13), (15) and (16), of the 9-element linear antenna 
array are shown in Fig. 1 and Fig. 2. The correlated 
noise sources were at comers 6^ = 32° and 
$2 = 36° during calculation. At that the power and 
spectral density of noise were identical. The direction 
to the useful signal corresponded to the comer 
^0 = 0°. The directional pattern of the nonadaptive 
9-element equispaced array with the uniform field 
distribution on the aperture is showed with a dotted 
curve (the curve 1) in Fig. 1 and Fig. 2. 

As is obvious from Fig. 1 the directional pattern of 
the adaptive antenna designed for uncorrelated noise 
(the curve 2) cannot be formed at the presence of t%\'0 
neighboring powerful sources of correlated noise. In 
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this case the optimal algorithm does not only improve 
the signal-to-noise merit at the antenna output, but also 
it reduces essentially the efficiency of this antenna even 
with respect to the usual nonadaptive antenna. The fad- 
ing nulls in directions to the noise sources are practi- 
cally absent, and the main lobe providing the useful 
signal reception is strongly deformed. The directional 
pattern of the same antenna (the curve 2 in Fig. 2), 
which works using the robust algorithm, has strongly 
pronounced fading nulls in the field of side lobes in 
directions to the noise sources, and the form of the 
main lobe practically coincides with the form of the 
main lobe of the nonadaptive antenna (the curve 1). At 
that, the signal losses of the order of 10 dB, been 
caused by the reduction of the gain factor of the robust 
antenna, are insignificant with respect to the increase of 
the resulting signal-to-noise merit that makes, at worst, 
approximately 40 dB. 

6. CONCLUSIONS 

Thus, the application of the robust methods of synthe- 
sis of signal processing algorithms in adaptive an- 
tenna arrays results in the opportunity of obtaining 
quasioptimal algorithms which are stable against 
noise statistical characteristics of the given class. The 
inevitable losses of the useful signal in robust algo- 
rithms with respect to classical optimal algorithms are 
insignificant in comparison with the advantage of the 
signal-to-noise merit for the case of correlated noise. 
And also these losses can be regarded as an original 
"charge" for the reliability improvement of the algo- 
rithm under prior uncertainty. Therefore, in essential 
multifunctional systems using the adaptive antenna 
arrays it is reasonable to use the robust approach to 
synthesis of existential signal processing algorithms. 

The considered class of narrow-band signals can be 
expanded into the generalized class which is specified 
by the constraint set i/i,i'2i-)^'/j • The broadband 
signal processing using the robust algorithms is possi- 
ble, provided that a signal of each antenna element 
passes through the multidrop delay line. It results in 
increasing the reversible matrix size by factor of k^, 
where k is the number of tappings of the delay line. 
And, though the volume of calculations increases, 
there is an additional advantage of the robust algo- 
rithm. Namely, the smaller sensitivity to interchannel 
mismatches and the spread of parameters of the chan- 
nel-delay lines. While for realization of the optimal 
algorithm the rigid restrictions on characteristics of 
multidrop delay lines [2] are required. 

It should be noted that the considered example of 
the quasioptimal algorithm does not take into account 
the technique of analog-digital conversion. The adap- 
tive algorithms of signal processing in antenna arrays 
are built, as a rule, on the basis of some preset statisti- 
cal model of quantized data [9,10]. As it is impossible 
to specify such an adequate model in real conditions, 
it is necessary to use adaptive or so-called asymptotic 
robust quantizers [10] when constructing the robust 
algorithms of existential signal processing in adaptive 
antenna arrays. 

G, dB 

-100-80 -60 -4a -20 

Fig. 1. The directional pattern of the antenna with 
an optimal vector of weight coefficients 

100-80-60-40-20 0   20 40 60 80 100 

Fig. 2. The directional pattern of the antenna with a 
robust vector of weight coefficients 
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Abstract 
Results of research of multifunctional hybrid optoelectronic processor of spatial- 

temporal signals are presented. The processor provides detection, essential parameters 
measurement and reception of complex signal with pseudo-random frequency hopping. 

Keywords: electro-optic, acousto-optic, array antenna, interferometer, optical beam- 
forming, spread-spectrum, pseudo-noise, correlation, bearing. 

1. INTRODUCTION 

The modem radio systems widely use complex signals 
with AFAT product of one thousand to one million 
and over with bandwidth AF of hundreds of MHz. 
These are the pseudo-noise signals with phase manipula- 
tion, frequency modulation, pseudo-random frequency 
hopping and others. The use of these signals allows in- 
creasing interception immunity for radio systems, so the 
investigation of effective means of detection, angle-of- 
arrival estimation and reception is topical. 

In the present time, the traditional approaches to 
complex signals processing by using both analog and 
digital techniques does not provide satisfactory solution 
in the case that AFAT product exceeds one thou- 
sand. Digital processors still face with difficulties with 
power consumption, weight and dimensions. If the nec- 
essary bandwidth is more than 300MHz or AFAT 
product is close to 1 million, then the required process- 
ing rate exceeds the abilities of digital means. 

The solution may be in creation of heterogeneous data 
processing systems which is based on integration of tra- 
ditional electronic components and processors based on 
different principals and architectures. This approach 
meets present and probably fijture requirements. 

One of the most prepared techniques for this is hy- 
brid optoelectronic processors (HOEPs) [1], which 
successfully unite wide band analog acousto-optical 
processors and digital means of post-processing and 
control. It is known that time-domain integrating 
acousto-optical correlators (TIAOCs) allow ultra long 
time spread-spectrum signals processing of tenths and 
more milliseconds. Acousto-optic phase-modulated 
pulse signal analyzers and demodulators are able to 
process the single pulse with a phase measurement 
accuracy of the order of 10°. HOEPs of array antenna 

(electro-optical arrays) are capable to process space- 
time signals. The use of multi-channel acousto-optic 
modulator (AOM) as radio frequency signal to coher- 
ent light transducer allows 50... 100 parallel spatial 
channels, each operates at the central frequency of 
1 GHz with the bandwidth of up to 500 MHz [2]. 

2. THE HYBRID OPTOELECTRONIC 
PROCESSOR 

The structure of multi-functional HOEP of receiving 
antenna system signals is shown in Fig. 1. The HOEP 
provides detection, bearing finding, pulse structure 
analysis and reception of complex signal originating 
from communication system. The signal features are 
the following: use of pulse packets; pulse-to-pulse 
frequency hopes with the rate of 0.1 million hopes/s 
within 300 MHz bandwidth; continuous-phase ma- 
nipulation waveform with minimal phase shift; data 
transfer by the use of relative cyclic shift of binary 
code which is used for internal pulse modulation. 

The HOEP includes the following structural mod- 
ules: detection module (for parallel (panoramic) radio 
scene survey, detection and angle-of-arrival estima- 
tion of low-power source(s) of spread-spectrum sig- 
nal); beam forming module (for receiving array 
antenna pattern maximization toward the source of 
interest); structure analysis module (for restoration of 
binary code used for pulse manipulation) and de- 
modulation module (for binary data extraction). 

The HOEP antenna system incorporates small in- 
line array WA2 and the single element distant antenna 
WAl. Due to special signal processing in the HOEP, 
the antenna system acts as an integration of interfer- 
ometer with base d (Fig. 2) and array antenna. Space- 
time signals registered with the antenna system are 
amplified, transformed to the intermediate frequency 
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Fig. 1. HOEP structure 

and entered the coherent optical processor (COP) by 
the use of acousto-optic space-time light modulators 
(STLM) 8 and 10 (Fig. 1). 

2.1.  DETECTION MODULE 

The structure of detection module is shown in Fig. 2. 
Elements of WA2 can be aligned either along the base 
d (WA2X) or across the d (WA2Y). The COP of the 
module includes AOM 1 and 2, laser with collimator 
(not shown), lenses and astigmatic pairs L1-L4, space 
filters T, and CCD matrix as output transducer. 

In the XOZ plane, the COP functions as quadrature 
TIAOC (Fig. 3 a) whose AOMs operates in Bragg 
mode. The special illumination of AOMs with crossed 
beams (designated as "a" and "b" in Fig. 3 b) is im- 
plemented for heterodyne spatial frequency transfor- 
mation [3]. One of the beams ("a") is used as 
reference source for the A0M2 and is not deflected by 
the AOMl due to special regime of acousto-optic in- 
teraction and special geometry of T^^ space filter. In 

case of signal bandwidth Af ~ 300 MHz, the strong- 
est interfering diffracting order ("-1st" order of "a" 
beam - "(a-)", shown as dash line in Fig. 3b), which 
appears in the passband window of T^^ , is suppressed 

down to -25 dB and over by insufficient (< 3 dB) 
reduction of intensity in the useful light order (b+). 
The same technique is implemented for the diffi^action 
on the A0M2. 

In the YOZ plane, the COP shown in Fig. 2 func- 
tions as in-line electro-optical array [2]. The COP 
transforms space-time radio frequency signal regis- 
tered by the array antenna WA2 and visualizes an 
angular distribution of radio sources (radio scene) in 
form of appropriately aligned light strips. 

So the CCD matrix (Fig. 2) detects the combination 
of the two coherent light distributions which represent 
space-time signals in the two AOMs: 

• in OF direction: Fourier-image of signal in 
A0M2 (the radio scene formed by electro-optical 
array antenna) and Fourier-image of A0M2 
(quasi-homogeneous light illumination); 

• in OX direction: an image of AOMl and upside- 
down image of A0M2. 

The CCD matrix integrates the total light distribu- 
tion in time domain. Collected charge relief Q reads 
out periodically and enters the digital processor where 
the post-processing is performed. 

The 2D integral transform of the space-time signal 
registered by the array antenna is defined as 

N 

Q(x,y) 

Re 2_/ ^^'" 
2x     d 

V 
cos<pi]x   (1) 

xF[y-X, '/../i^)}' 

where P{y) is the COP image kernel;O, R and S 
are the convolution, cross-correlation and Fourier trans- 
form operators; index m and asterisk (*) designate 
complex amplitude and complex conjugation, respec- 
tively; V is the ultrasound velocity in the body of 
AOM; N is the quantity of radio sources; s, is the 
signal   of   «-th   source;    c is   the    light   speed; 

Fiy) = FAA{m{Xiigfiy^y)®(3{y)   and   m   are 

the image kernel and scale ratio of the electro-optical 
array, respectively; F^^ is the WA2 array antenna pat- 
tern; fi is the focal length of lenses and astigmatic 

pairs L1-L4;   Vi = X^^ cos cpi   for the   WA^"   and 

Ui = X^^ cos Oi for the WA]^ are the spatial fre- 
quency; other symbols are disclosed in the figure. In 
parallel mode, the HOEP forms the cross-correlation 
function of the group signal si with the signals received 
from every direction of the radio scene. HOEP provides 
the signal/(noise + jammer) ratio increasing due to 
space-domain processing in elevation plane, sig- 
nal/noise ratio increasing due to space-time correlation 
processing (interferometric) of complex signals [4], and 
parallel forming of azimuth and elevation coordinates 
estimations of multiple radio frequency sources. 

The format of 2D output signal of CCD matrix is 
shown in Fig. 4. In case of WA2Y (Fig. 4 a), the en- 
velope of auto-correlation function (ACF) of every 
source is formed along OX. The position of ACF 
peak is determined by the azimuth position of source. 
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Along   OY, the distribution of radio sources  is 
formed in elevation plane. 

In case of WA2X (Fig. 4b) the peak of optical im- 
age of source lies on a line originating from the center 
of coordinates; the processor surveys the radio scene 
in single plane (the azimuth plane) but has the ability 
to detect both wide band and narrow band signals 
with extended ACF. 

2.2.   BEAM FORMING MODULE 

The information about the state of radio scene sup- 
plied by the detection module is used in the beam 
forming module to select the desired signal source. 
The module realizes algorithm [5] of signal/(noise + 
jammer) ratio maximization. The algorithm was modi- 
fied for implementation in HOEP [3]. The COP uses 
parallel beam forming method. In the front focal plane 
n of positive lens the coherent light distribution is 
formed by use of multi-channel STLM. The complex 
amplitude Eii{y) of light corresponds to current dis- 

tribution J{y) in the array antenna [ WA2 ]. As a 
result, the diffracted light distribution 
E„{my/Xiiji) (m » 1- scale coefficient) in the 

rear focal plane TT of lens is defined by the spatial 
spectrum of radio signals registered by the array an- 
tenna. So the angular distribution of radio sources (the 
radio scene) is visualized. The algorithm of space- 
time signal transformation in the COP is: 

L{ 
r 

*«' (2/) 1 — rect [ ^ ] r 
x6 % (2/)rect y ] E{my,t) 

(2) 

whereto 's the light amplitude in the COP input 
plane defined by the extended wave spherical function 
of the zero order [3]; Ay is the STLM aperture 
size; 6, is the radio source bearing; fq, is the transfer 
function of the spatial filter (controlled binary phase 
transparent). 

The action of (2) is in the disturbation of optical im- 
age of the signal of interest by the controlled filter with 
the transfer function f^,. This filter is optimized in 
terms of minimal losses of laser light energy, the sim- 
plicity of realization by the dynamic transparent and 
minimal distortion of signals. Filter has the following 
structure of f^,: |f$ | = 1 in the whole surface, but in 
the position of usefijl source in a^ rectangular region it 
inserts 180° shift. The size of a^ = CQ\j,,fi I Ay 

where Co is the 'I'o parameter, CQ = 0.54 for in-line 
array antenna. As a result of the disturbance, most part 
of the source energy is pushed out to the transparent 
window of high pass spatial filter (l-rect(...) diaphragm) 
while the rest part of the optical image of the radio 
scene (including jammers) is rejected. Further, the sig- 
nal is processed in time domain and is used as feedback 
for controlling the T^ filter. 

2.3. TIME-DOMAIN PROCESSING MODULES 

Af^er space-domain filtering, the signal goes to the 
structure analysis module where the by-element de- 
modulation of continuous-phase manipulated wave- 
form is performed. The signal parameters are 
determined   (pulses   quantity,   amplitude,   duration, 

364     International Conference on Antenna Theorj' and Techniques, 9-12 September, 2003, Sevastopol, Ukraine 



Hybrid Optoelectronic Processor for Detection, Direction Finding and Reception of Complex Signals 

repetition time, type of packet), and phase modulating 
binary sequence is extracted. The main difficulty is 
the pulse-by-pulse random frequency hopping. The 
module realizes autocorrelation algorithm which is 
invariant to the carrier frequency (including frequency 
hops), but requires high signal-to-noise ratio » 1. 

The module is based on space-integrating acousto- 
optic correlator (SIAOC). The fimction of one- 
element delay line is performed by the AOM itself 
(STLM 11 in Fig. 1). The optical system 15 combines 
images of upper and lower parts of the AOM on the 
aperture of photodetector 17 which performs multipli- 
cation and integration of signal. Photodetector output 
compares with the threshold, and the decision is made 
on the code element value. 

The signal with the low signal-to-noise ratio (down 
to -15 dB) is processed in demodulation module 
which realizes pulse compression and multi-channel 
frequency reception. The necessary initial information 
is the pulse modulating binary code. The code is ob- 
tained previously by the structure analysis module. 
Some different optical schemes were designed for 
demodulation module based on SIAOC with pro- 
grammable fransient characteristic. The transient 
characteristic is set up by small-element liquid-crystal 
device matrix (16 in Fig. 1) and special phase filter. A 
photodiode array 19 is used for light detection, each 
photodiode corresponds to the frequency channel of 
the frequency hopping pattern. The photodiode output 
can be used for adjoining purposes: for pulse packet 

type estimation, for instant spectrum measurements 
and for the time of arrival determination. 

3. CONCLUSIONS 

The antenna system with multifunctional hybrid opto- 
electronic processor realizes detection, space- and time 
domain selection, structure analysis and reception of 
complex signals with pseudo-random frequency hoping 
and AFAT product ofup to one million. 
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Abstract 
In this paper we extend the recently proposed algorithm of direction-of-arrival 

(DOA) estimation named as Unitary TLS-ESPRIT with structure weighting (SW) for 
a uniform rectangular array (URA). The obtained two-dimensional (2-D) Unitary 
TLS-ESPRIT algorithm with SW provides automatically paired estimates of source 
azimuth and elevation angle (or spatial frequencies), and conserves inessential com- 
putational load inherent for the 2-D Unitary TLS-ESPRIT algorithm. Simulation re- 
sults verifying the efficiency of the algorithm are presented. 

Keywords: Antenna array, TLS-ESPRIT, Unitary transformation. Structure weighting 

1. INTRODUCTION 

There are many signal processing applications for 
which a set of unknown parameters must be estimated 
from measurements collected in time and/or space 
through an antenna array. For example, high- 
resolution DOA estimation is important in radar, so- 
nar, wireless mobile communications, and so on. 

The DOA estimation could be implemented with 
any one of a number of the popular high-resolution 
methods [1], but the most suitable and frequently used 
are ESPRIT-like algorithms. One of them is the Uni- 
tary TLS (Total Least Squares) - ESPRIT algorithm, 
being a low-complexity modification of conventional 
ESPRIT formulated in terms of real-valued computa- 
tions [2]. This algorithm provides source DOA esti- 
mates via a closed-form procedure when using the 
uniform linear array (ULA) or the URA. The term 
"closed-form" means that under using the ULA 
(URA) the algorithm does not require a 1-D (2-D) 
spectral search as in the case of the MUSIC algorithm 
or an iterative optimization procedure as in cases of 
1-D (2-D) IQML algorithm or multiple invariance 
ESPRIT [2]. The algorithm used in conjunction with 
URA yields automatically paired source azimuth and 
elevation angle estimates and permits resolve the 
sources having one common spatial frequency. 

The 1-D Unitary TLS-ESPRIT algorithm with SW 
for a ULA [3] extends the Unitary TLS-ESPRIT ideas 
using the structure (row) method [4]. In this paper we 
introduce generalization of this algorithm, a 2-D Uni- 
tary TLS-ESPRIT algorithm with SW for a 2-D an- 
tenna array. The computer simulations show that the 
proposed algorithm enables to increase an accuracy of 
DOA estimation of radiation sources in the domain of 
mean and great values of signal-to-noise ratio (SNR). 

2. 1-D UNITARY TLS-ESPRIT WITH SW 

The problem of finding the DOA's of V narrow-band 
plane waves impinging on ULA of M sensors can be 
reduced to that of estimating the spatial frequencies 
(SF) u) = [ui,...,ijjyf in the following model 

x(0= Acw)s(<)-l-n(i), (1) 

where parameter u = 2-Kdj, sinO/X specifies the 

source arrival angle, dj. is the interelement spacing, 
A is the wave length, < ■)''" stands for transpose. The 
MxV mafrix Acio) = [a(wi),...,a(a'i)] contains 
the array response vectors, a(u;) is the M x 1 steering 

(array response) vector, s(i) is the V xl vector of 

source complex envelopes, n{t) is the M xl vector 

of sensor noise. The source signals are zero-mean, 
complex Gaussian, temporally white processes with 
the  covariance  matrix   S = E[s(i) s'^(i)],  where 

Ei-] and i-y" stand for expectation operator and 
hermitian transpose, respectively. The sensor noise 
n(t) is also the zero-mean complex Gaussian process 

and is assumed to be both temporally and spatially 
white with the variance a^. 

The array response vectors are conjugate centro- 
symmetric due to the choice of ULA center as the 
phase reference [2]. 

aj^c.. = 0—^[..J-T-^Y.      (2) 
The array output covariance matrix R is defined 

by the relation 

R = E[x{t)x"{t)] = A<w)S A^ (w) -I- aH, (3) 
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where I is the M x M identity matrix. As an esti- 
mate of R it is common to use the sample covariance 
matrix, obtained from N snapshots 

R = ^{2x{t)x^{t) = ^XX\ 
N t=i N' (4) 

When using the unitary transformation method, the 
vector of array data and covariance matrix are trans- 
formed   into   vector   y{t) = U^x(i)    and   matrix 

R„ = E[y{t)y"{t)] ^ U^RU;^ ,  respectively.   For 

odd M, the unitary matrix V^ is defmed as [2] 

where X = [x(^i),...,x(<jv)] is the M x N data ma- 
trix. The eigendecomposition (ED) of R is of the 
following form 

R = E^   s^s + E„   „E„ , (5) 

where the V x V and (M - V) x (M - V) diagonal 

matrices ^ and „ contain V and M - V sample 
signal and noise subspace eigenvalues, whereas 
M x V matrix E, = [ei,---,e^] and M x (M - V) 

matrix E„ = ley^^,---,enf] contain the correspond- 

ing eigenvectors, and V is an estimate of number of 
sources. 

For the standard ESPRIT scenario, an M -element 
antenna array incorporates two identical subarrays 
separated   by   a   common   displacement   A.   Let 
Jl   = [ JyHxm   Ojuxl ]      ^nd      J2  = [0„jxi Jmxm ]      ^^ 

mx M selection matrices, which assign the elements 
of x(^) (rows of A) to subarrays 1 and 2, respec- 

tively. Here 0,„xi is the m x 1 zero matrix, and m is 
the number of elements in each subarray. For exam- 
ple, under m = M -I the first M - 1 and last 
M - 1 elements of ULA can be used for forming two 
identical overlapping subarrays with displacement 
A = 4. 

Under the SW method [4], the generalization of 
overlapping structure is used. In this case, pairs of 
subarrays of m., (m,, < m) elements are used. Let 

Ju = [J,xm Oqxi] and J2,, = [Ogxi 3g^,n] be the 

corresponding selection matrices, q = mt,{M - m,) 
be the total number of elements in each subarray for 

the given case, and J = [ Jf, Jf^,.--, JM-W, ]  . where 

Jj  = 10m,x((;-l)  Ii?i,,xm,   0„,^x(M-i-m,) j • The 

nig X m matrix J^ picks m,, sequential rows of the 
matrix E,: i, i + 1, ...,i + mg - 1. The key moment 

in realization of the TLS-ESPRIT algorithm with SW 
[3] is that at the final stage of algorithm, the ED of 

matrix product [JiE, JjE, ]^ S[JiE,, JjEJ is being 
calculated instead of finding ED directly for matrix 
product [JijE,. J2.,E.,]^[Ji.,E., J2.,EJ (which is equal 

to the first one). Here S J^J is the 
(M - 1) x (M - 1) weighting matrix, 

S     diag[l 2...W...W...2 1], 

w — min(m,,M - mj, parameter m^ under maxi- 

mum overlapping of subarrays in [4] is recommended 
as m, ca (M / 2). Elements of the diagonal matrix 

S indicate how many times each row of A is used. 

V2K+1 = (1/V2) 

IK 

IK 

0 JIK 

V2 0^ 

0 -AK 

(6) 

where matrix   I^   is an  (M - l)/2 x (M - l)/2 
exchange matrix (with ones on its antidiagonal and 
zeros elsewhere). 

The ESPRIT algorithm invariance property in the 
case of applying the unitary transformation method 
and SW may be presented as [3] 

tg(a;/2)Ki,gM(u;) = K.2,,gM(w), (7) 

where Ki, = Re(Uf J2,,UM),K2, = Im(Uf J2,,UM), 

Sini'^) = U^a^f (w). Equation (7) is the basis for the 
development of 1-D Unitary TLS-ESPRIT with SW. 

A summary of the 1-D Unitary TLS-ESPRIT algo- 
rithm with SW and maximum subarray overlapping is 

as follows [3]. First, compute the M x F matrix E^„ 

via V the "largest" eigenvectors of matrix 

Fle(U^RUji^) or V' "largest" left singular vectors 

of the real-valued matrix [Re{Y},Im{Y}], where 

Y = U^X . Second, define the (M - 1) x M matri- 

ces Ki = Re(U^_iJ2UM),K2 = Im(Uf,_iJ2UM) 
and calculate the eigendecomposition of matrix prod- 

uct   [KiEa,„ K2Es„J   Uji^_iSUAf_i[KiEs„ K2Es„J, 

i.e. [KiEju K2E5„J   E„„[KiEs„ K2Es„J = EQ  EQ , 

where Sun = ^M-I^'^M-I is the weighting matrix, 

such that Sun     diag[l 2...w  w 12...w],   "   is 

the eigenvalue matrix of this multiplication, and EQ is 
the eigenvectors matrix. Third, calculate the eigenval- 

ues   \,v = 1,...,V    of  matrix   TI^,   such   that 

tkj — (-E12EJ2'), where E12 and E22 are the upper 

right and lower right V xV submatrices of EQ . 
Fourth, determine the source SF as 
Wv = 2arctg(A,,),v = 1,...,!?■. 

3. 2-D UNITARY TLS-ESPRIT WITH SW 
Consider a M x L element URA, centered at the 
origin lying in the x -y plane and equi-spaced by 

4 = dy = A/2 in the x and y directions. In addi- 

tion to the SF a» = ^d^u, where u = cos9sm(f) 

((/> is the source elevation angle, 9 is the source azi- 
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muth angle) we define another parameter 

H = ^ rfj,i? , where ■d = smO sin (j). 

The array response to a source arriving from the di- 
rection (0,0) (or (wj/x)) is given by the M x L ma- 

trix A{u},fi) = a]^{{u))ai{n), where ai(/x) is defined 
by (2) with M replaced by L and u replaced by /i. 

Owing to using the column stacking operator vec{) 

[2] this response matrix can be vectorized and pre- 
sented as si{u),fi) = vec{A{u,n)). 

The array output at time t may be presented as 
x{t) = A{u},^)s{t)+ n{t), where x{t) is the 

ML X 1 vector formed by stacking the columns of the 

URA outputs, A(w, n) is the MLxV DOA matrix. 

Assumptions as for signals and noise for URA are the 

same as for the ULA. The columns of A(a;,/x) have 

the form vec[a^,{cj)&l{n)] = [aiin) <S) aA/(w)], and 

symbol (8> denotes the Kronecker matrix product. 
The matrix form of real-valued manifold denoted 

as G(a;,/x), is related to the matrix form of the array 

manifold as G(a;,/x) = VMA{U}, fi)V*i, where U^, is 

defined similarly to Vj^j with M replaced by L, su- 
perscript * denotes conjugation. Obviously 

Giu;,ti) = U?;aM(a.)aI(M)Ul = gMHgI(/i)(8) 

where gi(/x) — Viai{n). Since gA/(w) meets the 
invariance relationship in (7), we have K2. After ap- 
plying the property of the operator vec{), i.e. 

t;ec(ABC) = (C'^ ® A)vec(B), we find that the 
ML X 1 stacked real-valued manifold vector Kj sat- 
isfies 

tg(a; / 2)K„i,g(cj, M) = K^.2.,g(w, H),        (9) 

where K^i,, =\i® Kj, and K^j^ = Ii ® Kj,, are 
the qL x ML matrices. 

Similar manipulations can be performed for the 
1-D real-valued manifold gi(M) • 

The 1-D real-valued manifold gi(M) satisfies the 
corresponding invariance property presented as 
tg(/i/2)K3,gi(^) = K4,,gi(^), where zxL real- 
valued matrices K3, and K4, are defined as 

K3,, = Re(Uf J2,Ui) and K4, = Im(Uf J2,Ui), 

and z = 1^{L - /,),/, « (i/2). If we use this fact in 
equation (8) then obtain the following expression: 
tg(^/2)G(w,/i)Kj, = G(w,/i)Kj,. Application of 

the stacking property now results in 

tg{fi 12)K^,,,g(a;, M) = K,,2,g(w, M) , (10) 

where K,,i, and K^.j,, are the zM x ML matrices, 

K,,i.« = K3,, ® Iji/, K^,2.'. = K4., ® \M . 

Application (9) to the ML x V dimensional real- 
valued DOA matrix G = [g(wi,/Xi),...,g(wi-,/ir)] 
leads to 

KyiflGP;^ = K^j2.'iG, (11) 

where P^     diag[tg(wi / 2),..., tg(w,. / 2)]. 

Similarly, if we use (10) to the DOA matrix G 
then obtain 

Kya.iGP;, = K,i2»G, (12) 

where P,, diag[tg(/ii/2),...,tg(/iK/2)]. Asymp- 

totically (assuming the number of snapshots N to be 
large) E„, = GT, where T is a non-singular real- 

valued matrix. Substitution of G = E,,„T"' in (11) 
and (12) yields the following relationships 

K,i,E„,H, K,2,,E,„,,where n, T-'P,T (13) 

K,,i,,E„,n,,     K^,2,,E,,„,where n,,     T-'P^,T    (14) 

All the quantities in (13) and (14) are real-valued. 
Automatic pairing of the spatial frequency estimates 
u)i and Hi is achieved by computing the eigende- 

composition of the "complexfield" matrix 
Ik,+m,     T-^(P^-FP„)T. 

Similarly to the 1-D case [4], when solving matrix 
equations (13) and (14) by the TLS method, it is nec- 
essary to calculate ED of matrix equation 

where matrix F„ = [K^^,,E,„, K^2.sE.,„] and matrix 

*w = [KwiE„, Ky2E.m], in order to find estimate w 
and the equation 

where matrix F,, = [K,,i,,E,,„ K^,-2.,E,,„] and matrix 

*/i = [K,,iE.„, K,,2E.,„], in order to find estimate //. 

Here matrices K^^, = li ® Kj, K^-i = li ® K2, 
and    K,,i = K3 (8> I^f,    K,,2 = K4 ® l^,   where 

K3 = M^Uh^i), K4 = Im(Uf_,J2Ui). 
A summary of 2-D Unitary TLS-ESPRIT with 

structure weighting is as follows: 
1) obtain the data matrix Y = {Mf, (g) Uf )X; 

2) compute the ML x V matrix E.,„ via V the "larg- 
est" left singular vectors of matrix [Re{Y},Im{Y}] 

or as "largest" eigenvectors of real-valued matrix 

Re(Ry'), where Ry = (1 / 2N)YY''; 

3) determine matrices Kj and K2, K^j and K_^2 and 
calculate the ED of matrix product 
^j'Si*^ = E„AE? , where Sj = [li ® S„„], 
A is the eigenvalue matrix of this product, and EQ 

is the eigenvectors matrix. Partition the 2V x 2V 
matrix EQ into submatrices of size V xV and cal- 
culate the matrix tl^ that is formed similarly to the 
1-D case, i.e. 11^ = (-E12EJ/); 
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4) implement step 3 for matrix n^, (when using the 

corresponding matrices); 

5)compute  \.,v = l,...,V   as eigenvalues of the 

matrix iX + jfl,,; 

6) determine   spatial   frequencies   of   sources   as 

u)y = ■2arctg(Re(Av)),       ft-y = 2arctg(Im(Av)), 

v = l,...,F. 

4. SIMULATION RESULTS 

In this section we present the results of the experiment 
(consisted of a batch of Monte-Carlo trials) carried 
out in order to evaluate the relative performance of the 
presented in this paper algorithm and the original one, 
i.e. 2-D Unitary TLS-ESPRIT. The main- objective of 
these simulations was evaluation of the root mean 
square errors (RMSE) between the true source spatial 
frequencies and the estimated ones obtained with the 
above-mentioned algorithms. 

In the experiment, we assumed that two equi- 
powered, uncorrelated sources were impinging on URA. 
Their directional cosines relative to x and y axes are 
(ui,i?i) = (0,0.0.5) and {11-2,^2) = (0,0.087). So, the 
sources have the same u coordinate. 

The presented results are averaged over 500 trials, 
and the number of data samples was taken N = 64. 
The 12 X 12 URA (M = L = 12) was used, and for 
the presented algorithm m,, = /, = 5 . Fig. 1 displays 
the RMSE versus the SNR. The sample RMSE (Q) 
was computed as 

Q- 
1 

■2BV v=l 6=1 

where Uy{b) (-dyib)) denote the coordinate estimates 
of the v * source obtained from a particular algorithm 
at the b * run, whereas u^ (-d^) is the corresponding 
true spatial frequency. 

The figure shows that the obtained algorithm out- 
performs the 2-D Unitary TLS-ESPRIT algorithm in 
the domain of mean and large values of SNR. At 
small SNR, the former algorithm does not yield a 
gain. It is explained (as in [3]) by the inadequacy 
(when realizing it) of the used subarray aperture for 
the high accuracy DOA estimation with a given dis- 
tance between sources. 

5. CONCLUSION 

A new ESPRIT-like algorithm of parameter estima- 
tion — the 2-D Unitary TLS-ESPRIT algorithm with 
SW for DOA estimation with 2-D antenna array has 
been presented. The obtained algorithm possesses all 
the attractive features (such as low computational 
complexity, ability to provide automatically paired 

UNCO DELATED SOURCES 

-  0 -      2D Unitaiv TLS-ESPRIT 
—♦-   .      2D Unitary TLS-ESPRIT 

".\ with stnjcture weighting 

•». 
10' 

■\ 

V. 
^•. 

\-o. 
^•■a 

N  '-o 
■^ " . 

12 X 12 rectangular array                  ♦^^   *Q 

X    y                                                              ^0 
m =1 =5                                                         \      ■ . 

•   •                                                                        +^0 
500 trials                                                                      ^  ^^^ " . 

10-= 64 snapstiots                                                                              ^^' 

1           1           •           1           1           1           .          .           . 

I 10        12 
S N R (d B) 

Fig. 1. RMSE characteristics of 2-D Unitary TLS- 
ESPRIT and proposed algorithm versus SNR 

source azimuth and elevation angle estimates) of the 
2-D Unitary TLS-ESPRIT. By using techniques simi- 
lar to those in [2], a beamspace version of 2-D Unitary 
TLS-ESPRIT with SW for URA can be derived. 

Note, that the proposed algorithm also may be used 
for estimation of sinusoid frequencies in white noise 
in much the same manner as it is used for estimation 
of DOA. Besides, the very interesting application of 
the 2-D Unitary TLS-ESPRIT with structure weight- 
ing is a multiple-input-multiple-output vector radio 
channel sounding as in [5], where the necessity of 
joint superresolution estimation of direction of depar- 
ture, time delay of arrival, Doppler shift, and DOA of 
propagating waves arises. 
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QUALITATIVE INDICES OF THE METHOD OF 
DETERMINING THE NUMBER OF 

SIMULTANEOUSLY ACTING SIGNALS 
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Abstract 
In the paper, there is discussed a method of determining the number of signals, 

which are resolved only by an angular coordinate, with the use of ratio of modified like- 
lihood functions, and its qualitative indices in the form of statistical characteristics. 

Keywords: Signal source, resolution, likelihood function, antenna array, probability 
of true detection. 

1. INTRODUCTION 

The task of determination of the number of simulta- 
neously acting signals, which are resolved only by 
one parameter, arises in multichannel receiving sys- 
tems while processing a total output response. There 
are different approaches to such a problem solution. 

In a number of well-known methods, determination 
of a number of simultaneously acting signals is real- 
ized without estimation of their parameters. Methods 
based on analyses of eigen values of the correlation 
matrix [1] and methods based on equation factors, 
whose solution results in the signal parameters esti- 
mation, are among them. The latter ones are subdi- 
vided by ways of obtaining the equation factors into 
two groups: (1) - the statistical method [1], in which 
factors are formed from estimation of cross- 
correlation functions H,„ and i/„,+i, (2) - the de- 
terministic one [3], in which one or several samples of 
the output instantaneous values of multichannel sys- 
tem are used for factors forming. 

In other methods, the task of determination of the 
number of simultaneously acting signals is solved 
together with tasks of detection and estimation of the 
parameters. To them There are concerned actual 
methods of the spectral estimation, based on the 
analysis of various functions of correlation matrix 
[1,4-6] and methods of maximization the vector of 
likelihood fiinctions ratio [7]. 

It is expedient to compare qualitative indices of any 
of the proposed methods with the attainable ones. 

2. STATEMENT OF THE PROBLEM 

In order to estimate the multichannel system perform- 
ance, consider a simultaneous effect of signals excited 
by M sources, on the linear equidistant antenna array 

(AA) of R elements. Assume that directions to each 
source a,„, m = 1,2,...M are known. 

M + 1 hypotheses Ha, Hi, ... Hi,t are put for- 
ward, hypothesis H^ corresponds to the absence of 
signal. Hypothesis Hi; assumes an action of signals 
excited by any m sources from total assembly M. 
The problem is in making a decision corresponding to 
one of A/ + 1 hypotheses and rejecting another one, 
basing on results of measurement of AA output volt- 
ages t/,.,(r = 1,2,.../?): 

Ha{m = Q): Ur = n,. 

Hi (m = 1) : Ur ^ di/3i.,. -t- n,. 

H2(m = 2): Ur 

•2 

711 = 1 

M 

(1) 

HM(rn = M):  U^ = Yl O'm0m,r + ",- 
i»=i 

where d,„ is an instantaneous value of the mth signal 

complex amplitude; /3m,r = exp(jx,„,.), 

R + l, (yd sin a,„)(r -),  A  is the wave- 

length; d is the distance between AA adjacent ele- 
ments, a,„ is the direction of the m-th signal arrival 
with respect to the array normal, n,. is the noise in- 
stantaneous complex value in the r th channel. 

To verify M + I hypotheses, it is necessary [8, 9] 
to form an M -dimenional vector of likelihood ratios 

l{U,) = [h{Ur),k{U,),...,hf{Ur)], 

whose m th component is 

UUr) = w(UAH,„)/w{U,.\Ha), (2) 
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where 

w{U,. |F,J = (27rcr2 )-2 exp(-^ A„ ] 

is the likelihood fiinction for Gaussian and signal- 
independent noises in channels with the variance 

,2 al 

R 

r=l 

+ 

UT - ^(4 cosa;^.,. - 4 sina;^,,. 

in 

+ 

A=i 

(3) 

It is possible to reduce a multichoice problem of 
hypotheses testifying, whose solution under a priori 
uncertain conditions is difficult, to the sequential ex- 
amination of two-alternative situations using forma- 
tion of the extending number of series of competing 
hypotheses  J7„,   and  i?,„+i   [7]. In this case, the 
Neuman-Pearson criterion can be used as the algo- 
rithm of the problem solution. According to this crite- 
rion, solution 7,„+i concerning simultaneous m + 1 

signals action against alternative 7,„ of m signals 
action is accepted by comparison of a likelihood ratio 
with threshold l^): 

UdU,) _ w{U,\H,„+,) 

uu,-: v{UAH,„) >< (4) 

At the next stage, two competing hypotheses 
/f„,+i and iy„i+2 are considered. If the newly 
formed likelihood ratio doesn't exceed the threshold 
at this stage, then the final decision in favour of the 
hypothesis about m + 1 signals is made. Otherwise 
an incompletely defined decision about m + 2 or 
more signals acting is made. This decision is a subject 
of revision at the next stage. 

Let's obtain a rule for the problem solution using 
the modified likelihood function [3] (in such a sense 
that in this function, unknown components of signal 
complex magnitudes al.af. are excluded using substi- 
tution of formal estimates): 

Wu{Ur\HM) = 

{■iTra'Y exp 
1 ( R 

Here determinant 

fn fv2 

h\ hi 

DM —   /si /v2 

r=l 

fli 

hi 

hi 

M 

y.D,, 
^M ^l 

flM 

hu 

hu 

(5) 

/MI   fui   fui h MM 

(6) 

is constituted of values of the channels directional 
characteristics formed as a result of the phased volt- 
ages summation on the array components in such a 
way that the largest values of these directional charac- 
teristics coincided with known directions to the 
sources of radiation: 

R 

Jkm        / ., 
r=l 

Sin 

cos (a;,, 

R/2ii 

R + 1 

(7) 

Xk)\ sin [ 1/2 (i 

Determinants £>„ are obtained from the determi- 
nant DM by replacement of row (/„i, /„2,..., LM) 

with the one of scalar voltage products 

{{V,n ■ V^),[V„. ■ V-;),-(V'„ • V^t)} calculated for 

specified directions to signal sources 
R 

V,n = VI + jF„'. =Y.U, exp(-jx,,,,,).    (8) 
r=l 

Proceeding from (4) to the statistics of the modified 
likelihood function logarithm (5), we obtain: 

WM+l{Ur\HM+l 

WuiUAHM) 
Af+1 

^M+l — 111 

J_ 
2<T 

'      ^       M+\ .      M 

, ^M+l ,„=i ^M ,„=i 

(9) 

The expression in parentheses being a subject of 
maximization, after transformation is reduced to the 
view: 

FM+1 -   n        n [idM+l f + {d'h+l f ] .(10) 
DM-D. -'M 'Af+1 

where 

"M+1 

/ii 

/l2 

/2I 

/22 

fl,M       h,M 
yc{s)        ycis) 

/M+1,1 

fM+1,2 

IM+IM 

^M+1 

(11) 

Substituting values of voltages in the secondary 
channels formed as a result of a phased summation (8) 
into (11) 

M+l 

and opening determinations (f^^\^ by the lower row, 

we obtain: 

1 

,(13) 
PM+\ — 

I^M+XDM 

y\{DMn4i+i + D: f + (^M+iflM+i + Al f\ 

where determinants 
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/n 

fl.M 

fn 

fl.M 

j^<^)    ^K.,) 

fM+\,\ 

/A/+1,2 

/A/+ \.M 

(14) 

are caused by noises in the secondary channels 
R 

r=l 

Obtained expression (13) shows that calculation of 
value F;i/+i for M + l-th signal detection corre- 
sponds to forming of channel with characteristic di- 
rected with "zeroes" to other M sources. 

A digital antenna array enables to determine the 
number of acting signals with known directions of 
arrival in a one time sample. For this, channels are 
formed according to (10) in turn by fixed instantane- 
ous values of voltage quadrature components at the 
outputs of primary channels. Determinant D^f is con- 
structed of values /ij except /„,, and /h„ for the 

mth detected signal. In determinants rf]i.}'|jthe row 

with values of characteristics of channel /,„i, directed 
to the source of the detected signal, is excluded. A 
decision about the m-th signal activity is made as a 
result of comparison LjCf+i with threshold. The num- 
ber of the threshold crossings corresponds to the esti- 
mated number of acting signals. 

From (13) it follows that the distribution of random 
^M+i subjects to a noncentral x^ distribution with 
2 degrees of freedom and with a noncentrality pa- 

rameter 4/+1 = 4!+I{DM+\ /Dif) [10]: 

■2a' 
-exp - 

x + Af 'A/+1 

2a' 
■h 

^^it+i ■ ■ ,(15) 

where /o (•) is the zeroth or'der modified Bessel flinc- 
tion. Using the asymptotic expansion at large values 
of an argument 

L(z-> « 
V2 n ■ z\ 

1      _1_ 
8z'^ nsz + 

and restricting ourselves with its first component, we 
arrive to an approximate expression for Ljiz+i density 

function  at sufficiently  great signal-to-noise ratio 

Pi<x> 
1 

2(7 • •^27r • -jAlfj^x ■ X 

xexp 

i\ 

2a' 

(16) 

1.0 

0.5 

Fig. 1. 

It should be noted that the squared coefficient of 
the signal amplitude A;(a,„ ) = Z)A/+I /^A/ > 's stipu- 
lated by positional relationship of the detected 
M -t-1 -th source and other M sources in space. It 
corresponds to the introduced in [ 11 ] conception of an 
available power utilization factor. 

In the absence of signal, the distribution (16) is 
transformed into the exponential one: 

2a' 
(17) 

and for the given probability of false alarm 
00 

Pp = ^ PL{A°-M+\ = 0)<^^ = exp(-3;o/2cr'^)(18) 

threshold a;o = 2o-^ ln(l/Pf). This allows calculat- 
ing the probability of true detection of the signal from 
the M + l-th source using equation (17): 

PD = JpL{x)dx. (19) 
^0 

Ratios DM+\/DH{ and a^f+i/a are the basic 
data for calculation of working detection characteris- 
tics for the M + 1 -th signal against other ones ac- 
cording to formula (19). 

The coefficient k{a,„) characterizes positional 
relationship of signal sources in space and it affects 
the total signal-to-noise ratio. It's dependence on an 
arbifrary angular position a of the detected signal 
source (in parts of half a main lobe width by zero 
level), as an example, is shown in Fig. 1. In this fig- 
ure, there are two cases: M = 2, Oj = 0, and 
M - 3, ai = 1.0, a-i = 2.5. 

3. Two SOURCES CASE 

Such a case is of practical interest from the point of 
view of the problem solution. According to (4, 10), 
taking  into  account  obvious  relations   /12 = /21, 

Di = fii = R, Di = H!^ - f^i, it is clear that it is 
necessary to compare with threshold the following 
values: 
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1.0 Aa 

a) at detection of the first signal against the back- 
ground of the second one 

R '      fn     R ' 
FP 

/l2 

Vf    K/ 
+ 

/l2 

V,' 

b) at detection of the second signal against the back- 
ground of the first one 

F^ = 
R 

V{- 

/l2 
+ 

R 

Estimation of the potential solution for detection of 
two signals excited by sources located at a certain 
angular distance can be carried out with characteris- 
tics shown in Fig. 2. There are shown here the de- 
pendencies of the true detection probability versus the 
angular distance between the sources for fixed signal- 
to-noise ratios and for three values of probability of 
false alarm (taking into account the normalized an- 
tenna beam pattern). 
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Abstract 
The paper considers a way of correction of the reception channels characteristics 

for smart-antennas in 4G mobile communications. 

Keywords: jmart-antenna, mobile communications, digital beam formings, correction 
coefficients, digital antenna array, calibrating source, base station. 

The key technology of 4G mobile communications 
systems is adaptive digital beam forming for smart 
antennas. Adaptive array technology provide for high 
gain systems, in turn optimizing handset size and 
power consumption, and at the same time reduce pos- 
sible interference effects from other terminals in the 
same cell area. Softwai^ radio technology of smart 
antennas also enable multimode and multi band op- 
eration for base stations [1]. 

For errors minimization of digital beam formings 
communications systems with nonidentical channels 
of antenna arrays arises a problem of correction of the 
reception channels characteristics. 

For the solution of the given problem it is proposed 
to operate by a special external submission of the pilot- 
signal. To minimize the hardware expenditures it is 
proposed to use as a the pilot-signal a signals from 
other base stations in the same cell area (Fig. 1). 

When applied a pilot-signal from only one base sta- 
tion, as a correction procedures for square smart an- 

tennas is proposed to use a method [2]. In the general 
case the correction process is consisted in weighing 
the digital voltages in receiving channels by complex 
weight coefficients: 

U-a,„,={U^+j.U')(a'ror+3-a',or) 
,(1) 

where Q^„,., al„r - quadratic components of cor- 

rection coefficient, V, U" - quadratic components 

of response of the primary digital antenna arrays 
(DAA) channels. 

In the case of square smart antennas with RxQ 
elements the quadratic components of correction coef- 
ficient must been calculated for a set of N readings of 
pilot-signal from base station with number "m": 

N 

Y^W  B''      4-U''  B"      \ 
a       = ^■qm 

— "=1 

E«"+<^') 
n=l 

(2) 
Eilf  B"      - U"   B''      \ 

a," 
Tl = l 

■qm 

T.(K^>+<A 
11=1 

where AV».« > A^m," - quadratic components of a 

measurement standards response of the rq-Xh primary 
smart antennas channels in the «-th time interval, 
Oirqm > OLrqm  " quadratic components of correction 

coefficient for r^-th primary smart antennas channels, 
which calculate for a pilot-signal from base station 
with number "m", J/',,,, Uyq„ - quadratic compo- 

Fig. 1. 
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nents of response of the rq-th primary smart anten- 
nas channels in the «-th time interval, 

0rqm,n  = <» COS(X) - O,', sin(X), 

l3rqm,n  = < COs(X) + af, sin(X) , X = X^m  + X, 'gm •■ 

^rm! ^qm " generalized coordinates of calibrating 

source (base station with number "m") with respect 
to DAA normal, 

= ^-d,.{r 
R + l 

Q + 1 
2 

sin ft,, • cos £„ 

sm.9,n -sine,,,. 

A - wavelength of calibrating source carrier, d^, dg - 

the distance between array's elements in a row and in 
a column correspondingly, R, Q - number of ar- 
ray's elements in a row and in a column, 6, e - 
angle coordinates of the calibrating source with re- 
spect to DAA normal,  a[i = Ugx,, ,  a* = Ugj^   - 

quadratic components of response of the standard pri- 
mary smart antennas channel in the «-th time interval. 

In the case of linear digital antenna array use a cor- 
rection coefficients only for one angle plane: 

N 

n=l 

EK+^) 
n=l 

N (3) 

"S^ W B^      - Z7* 5"     \ 

"r7« 
71 = 1 

Y.[<^0 
71 = 1 

where ^l^.n, ^rm,n  - quadratic components of a 

measurement standards response of the r-th primary 
smart antennas channels in the «-th time interval, 
a',,,, a^m - quadratic components of correction co- 
efficient for r-th primary smart antennas channels, 
which calculate for a pilot-signal from base station 
with number "m", C/.*,,, C/,":,, - quadratic compo- 
nents of response of the r-th primary smart antennas 
channels in the «-th time interval, 

Prm.n = <. cos(a;,.„,) - a^, sin(a;„„ ), 

I3'rm,n = < cos(a;,.,„) -I- < sin(a;,.,„), 

3^77,1 - generalized coordinate of calibrating source 
(base station with number "m") with respect to DAA 
normal, 

R + l 
sme,n. 

X - wavelength of calibrating source carrier, d - the 
distance between array's elements in a row and in a 
column correspondingly, R - number of array's 
elements, 6 - angle coordinate of the calibrating 
source with respect to DAA normal. 

When applied a pilot-signal from more base sta- 
tions, for a correction procedures can be used a aver- 
age correction coefficient: 

1   ^ 
M m=l 

The most effective way of correction is use of a more 
pilot-signals from M base stations in the one time inter- 
val. In this case must be used a correction coefiBcients: 

N 

E 
H = l 

M 

^Qn / j r'rqm 
m=l 

M 

771=1 

EK+O 
n=l 

N 

E 
71 = 1 

M                              M 

U'rq„^P'rq,n+U-:,„j:0'rq.r 
m=l                           7)1=1 

(5) 

N 

E(f^i 
71 = 1 

+  11" 

where 

Pri7i7i ^ ^7)1 cos^^a^mj -r Xq„^)    fl,„ sin(^a;r„; + a;^,„ 

Prqm  ~ ^7)1 COS^X^nj  "T Xg„i) -\- 0,,^ Sin(a;,-„( -f- Xq„i) 

afn = R-e[Aii], < = Im[A,.]> 

/l(Wl)       /l(W2) 

/aC^i)    72(^2) 
matrix  of 

amplitude-frequency characteristics meanings of A^FFT- 
filters for a measurement standards reception channels; 

sin N{uj„ 
fni^m) = 

w,, 
sin(w„ w,, 

uj„ - the central frequency of n-th FFT-filter, U - 
vector of voltages of the responses channels. 
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Abstract 
The equation of the direction finding characteristic of the amplitude sum- 

difference direction finder with parameters similar to those of the equation of the 
phase sum-difference direction finder characteristic has been received to simplify the 
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When using a pencil-beam antenna, the equation of 
the direction finding characteristic (DFC) of the phase 
sum difference direction finder (PSDDF) is known 
[1,2] to look like 

The value fi is defined by the equation [2] 

s,,.{d) .(f. (1) 

where d is the linear base of the phase centers of an- 
tennas 1 and 2 (see Fig. 1); 6 is the angle with re- 
spect to equiphase direction (EPD) of a direction 
finder; A is the electromagnetic wavelength. 

The formula (I) allows estimating the value of a 
signal error at the direction finder output depending 
on the target direction error angle 6 with regard to 
EPDF. The formula parameter is the linear base rela- 
tion of the base phase centers d to the electromag- 
netic wave length A of a radio signal. 

TheDFC equation of the sum-difference direction 
finder near the equisignal direction (BSD) is of the 
following form [2] 

s,t{e) = tie, (2) 

where // is the steepness of the DFC at the ESD 

of the direction finder; 6 is the angle with respect 
to ESD of the direction finder. 

The antenna 1 

EPDF 

The antenna 2 

Fig. 1. The relation between the aperture size of the 
antennas and the base of phase centers of 
PSDDF antennas 

^   de 
Fije) - FM 

(3) 
61=0 Fiie) + F,{e) 

where Fi{9), F^iO) are the amplitude radiation pat- 
terns (RP) (see Fig. 2) of the direction finder antennas. 

The DFC equation of ASDDF (2) differs fi-om that 
of PSDDF (1). Therefore, while measuring the target 
angular coordinates, the analysis of these direction 
finders is made with the use of different methods. 

The proposed variant of the DFC equation of 
ASDDF with parameters analogous to those of 
PSDDF, enables to provide the research of these di- 
rection finders with the use of a common method. 
This allows simplifying essentially the analysis of 
direction finders. 

The purpose of the publication is to derive the con- 
clusion of the equation of DFC with parameters simi- 
lar to those of the PSDDF DFC equation. 

Amplitudes of input signals of ASDDF will be 

ui(t, e) = U-Fi(6) ■ cos{ujot + ipo);        (4) 

U2it,e) = U ■ Fi{e) ■ cos(wo< + Vo),        (5) 

FcevK 

Fig. 2. The main lobes of ASDDF antennas ampli- 
tude RPs: Ob is a bias of RPs Fi(5) and 

Fi{e) with regard to ESD 
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where U is the ampHtude of a signal received in the 
direction of the antenna amplitude RP maximum; 
CJQ is a carrier frequency of a radio signal; v?o is the 
initial phase of a radio signal; the output signals of 
the sum and difference devices are equal, respec- 
tively, to 

Mt,0) = -Y^ ■ Pt{0) ■ cos(a;oi + v'o);      (6) 

Mt,0) = —U ■ F,{e) ■ cos(wo< + V>o),     (7) 

where FM = Fi{9) + F^iO) and Fr(e) = 

= Fi{6) + F^iO) are the antenna system sum and 
difference amplitude RP of the DD. 

The main amplitude RP lobes in the direction 
finder plane (Fig. 2) may be approximated by 
functions given in [3] 

FM = cos[k,,.{e,-e)]; (8) 

F^{e) = coB[kd,.{-ei-e)], (9) 

where k^^ is the multiplier describing the directive 
properties of the antenna in the plane of direction 
finding. 

The /Crfri size can be defined by the formula 

f^dd (10) 
2A^0,5F ' 

where A^Q.SP is the angular width of the half power 

amplitude RP of the antenna. 
The size O^, (Fig. 2) is defined by the equality [2] 

A^0,5P e„ = (11) 

Substituting (10) in (8) and (9) and taking into ac- 
count (11), we have 

FM cos(J Ob); (12) 

(13) 

where  Oi, — k^^O  is a generalized direction finder 
angle with respect to direction finder ESD. 

The sum and difference RPs of the direction finder 
antenna system are equal, respectively, to 

F,{e) = ^cos{e,); (14) 

F,{e)^^Bm{ei). (15) 

Substituting (14) and (15) in (6) and (7), corre- 
spondingly, we shall obtain intermediate frequency 
signals of the sum and difference channels at the 
inputs of the phase detector: 

Uti,i{t,0) == KUcasiOi )cos(wi„i -|- v^om); (16) 

UrinitS = KUsmiOh )cos{u}i„t + v?om), (17) 

where K is the receiver gain; a;j„ are the signal 
intermediate frequencies; (/3om are the initial sig- 
nal phases at the outputs of the receiver. 

At the output of the direction finder phase detector, 
the signal, after filtration of its low frequency compo- 
nent, with account of the receiver automatic gain con- 
trol (the DFC equation of ASDDF), is described by 
the expression 

^t\0) = —;—7~zr7j— = *g 

Taking into account that [1] 

l2A\5f 

M, '0,5P 2d' 

.(18) 

(19) 

where d is the dimension of the antenna aperture in 
the plane of direction finding, we shall obtain 

sm = tgi^e (20) 

The identity of equations (1) and (20) gives a pos- 
sibility to make a conclusion that the DFC equation of 
ASDDF (18) is similar to that of PSDDF (1). Applica- 
tion of analogous DFC equations enables one to carry 
out the research of these direction finders with com- 
mon methods, what essentially simplify their com- 
parative analysis. 
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Abstract 
Tlie engineering solutions improving detection of air targets against tlie clutter 

background in pulse radars of ATC arc substantiated and analyzed. 

Keywords: pulse modernization, intcr-pcriod signal processing systems, pulse radars, 
adaptive lattice filters. 

mixture U = Y -I- 7 • X (7 = 0, 1) of the pack of a 

1. INTRODUCTION 

Detection of signals reflected by air targets moving 
with arbitrary radial speeds against the background of 
clutters of different nature is one of the major prob- 
lems for the broad class of pulse ATC radars. In the 
majority of them, it is solved at the expense of using 
the spectral-correlation distinction between the re- 
flected usefiil and unwanted signals, which is condi- 
tioned by differences in speeds of moving, and in the 
spatial characteristics of targets and sources of clutter. 

The inter-period processing IPP systems of present 
radars accomplishing these differences were mostly 
elaborated in "the pre-numerical epoch," the technical 
abilities of the above mentioned stations did not allow 
them to approach theoretically optimal systems of 
IPP. The modem standard and fast paces of the ad- 
vance in digital signal processing technology allow to 
essentially reduce a gap between the IPP achieved 
possibilities and its potentialities. The paper is de- 
voted to the substantiation and analysis of the per- 
spective directions of this problem solution. 

2. PERSPECTIVE DIRECTIONS 

The main direction consists in the successive approxi- 
mations of the present IPP systems to statistically opti- 
mal ones. The latter are synthesized by the given 
distribution laws of random M-dimensional vectors 

U = { w, }^Li of complex amplitudes of M radio- 
echoes received at adjacent periods of sounding (M - 
element packets of radio echoes) from each element of 
a resolution range processed by the IPP system. 

The extensive theoretical and experimental investi- 
gations show that the Gaussian approximation of mu- 
tually  independent  item  addends  of the  additive 

target X = { x,}fi, and clutter Y = { j/,}f4, with 

the identical (zero) average values X = Y = 0, but 
generally with the different correlation matrices (CM) 

of the inter-period fluctuations  O5,. = X • X*   and 

4>i = Y • Y*, proved to be well-grounded for the 
broad class of pulse radar ATC stations of the decime- 
tre and centimetre wave bands. 

For such conditions, as is well-known, the proce- 
dure of the optimum detection, by the criterion of 
Neumann-Pearson, of a useful signal (making deci- 
sion about the value of a parameter 7 € 0, 1) in- 
cludes stages of the linear and non-linear processing. 

At the first of them, the power signal / (inter- 
ference + noise) ratio (SINR) for each of m < M 
coherent components y5; • X;  generally (m > 1) of 

non-coherent useful signal X = X//-i ^' ' ^' ^'^'^ ^^^ 

Gaussian complex independent multipliers  0i  with 

01 = 0 and 1/3; p = hf , I £ 1, m , is maximized. 
Such a maximum is provided by the bilinear forms 
ft = /i, • U* • ^1 • X, =: /i; . (H • U)' • (H • X,), 
/ G 1, m, which are formed by transforming a vector 
of the processed signals U and (or) reference vectors 
hi  • X/ in inverting or whitening filters with matrix 

pulse characteristics (MPC) 4^i = <S>~^ or "root 
square" H fi-om them, which satisfy the equation 
H*   H = S*! . 

The second stage presumes summation of modulus 
squares (non-coherent integration) of results of linear 
processing,  and  comparison  of the obtained  sum 

^ = X];-il^' 1^ ^'^'^ ^ threshold level, which ensures 
the given false alarm probability F. 
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In a particular case of the non-coherent signals with in- 
dependent ("fast")  fluctuations of pulses of a pack 

(Xi-x* - 0, i ^ j, \x.i f = K^,i,j £l,M), optimal 

pre-threshold statistics ^i — W* • W = V^ _ Iw^p or 

^2 = V* • V = X^^^JUjP are formed by non-coherent 

integration of signals W = {Wi}f^.^ = Ti ■ U or 

V = {Ui },^i = H • U from all M outputs of the in- 
verting or whitening filters, respectively. 

In the case that is more characteristic for conditions 
of ATC radars with coherent commonly - "amicably 
fluctuating" packs of usefiil signals ( m = 1) squared 
modulus of the result of coherent integration 
p = W • X of output signals of the inverting or, 
with insignificant losses, the whitening filters must be 
compared with a threshold. More simple non-coherent 
integration of output signals of the latter is accompa- 
nied with the loss of energy of a threshold signal, if 
F — 10"'' and M > 1 does not exceed 
(1.5+ M/35) times. 

As a rule, exact realization of all stages of the op- 
timal processing is impossible because of lack of a 
priori knowledge of various and dynamically chang- 
ing in time CMs of usefijl signals and interferences. In 
present systems of IFF, which can be conditionally 
subdivided into the filter and compensating filter 
ones, only some approaches to them are realized. 

3. IPP FILTER SYSTEMS 

The squared modules of the output signals 
g/ = U • X(^) of the comb filters of the integrafion 
which are linked to M anticipated coherent signals 
X(i) to the Doppler frequencies^, Z e 1, M are 
used in a role of the pre-threshold statistics in the IFF 
filter systems. Such matched processing is far from 
optimal because of the absence of the whitening or 
inverting comb filters, which ensure the suppression 
of interferences. The losses, conditioned by it, under 
conditions of powerfiil clutter can make tens of dB. 
They decrease at the coherent integrating of a kind 
9; = U  • D • X(J;) with a specially diagonal matrix 
of "weighing" D, but can be inadmissibly large in 
this case as well. 

4. IPP COMPENSATING FILTER SYSTEMS 

IFF compensating-filter systems of ATC radar usually 
contain non-adaptive systems of inter-period equaliza- 
tion IPE of clutter with different multiplicity and inte- 
grations (coherent or non-coherent) of pulses of the 
useful signal pack at their output. Such a construction 
is closer to optimal, but has serious practical defects 
due to the imperfection of the used IFE systems, 
which have a fixed MFC differing from MFC of whit- 
ening or inverting filters of clutters. 

In this paper, some technical solutions of the mod- 
ernization of present systems of the IPC on the basis 
of their analysis are offered. They consist in the stabi- 
lization of the clutter power at the input and outputs of 
IPC all stages, the refusal of equilibrium subtraction 
in them for the benefit of non-equilibrium, the integra- 
tion (coherent or non-coherent) of signals not only at 
the input of the latter, but also at the input and outputs 
of IPC all stages. At the expense of these measures in 
standard radars with wobble of the period of sound- 
ing, the quality of the detection of moving targets 
against the clutter fi-om fixed local subjects improves 
(the gain can constitute 5..10 dB), and the detection of 
useful signals, whose power is higher than the iilter- 
ference power, fi-om the targets with zero radial speed, 
is also possible. The latter of mentioned problems is 
solved in this case without usage of known enough 
complex systems of scan-to-scan processing. 

The problem of the detection of air targets against 
the background of passive interferences with a com- 
plex spectrum of inter-period fluctuations, which are 
conditioned by combination of reflections fi-om fixed 
local subjects and travelling hydrometeors, is actual 
for the ATC radars of both centimetre and decimetre 
wave bands. Its solution demands fiirther approaching 
of IFF to the optimal at the expense of transition of 
non-adaptive or partially adaptive (items 5) systems of 
IPC to the adaptive inverting or whitening filters with 
variables MFC, which are proportional to the "good" 
estimates ^\ or I of a priori unknown and time- 

varying matrices ^i  = €>f^   or I   respectively. 
The authors of this paper have worked out lattice 

filters (LF) representing regular association of "the 
elementary lattice filters (ELF)" - two-input-output 
filters with cross connections, which can be practi- 
cally expediently used as a structural basis of such 
filters. The adapting of the whitening and inverting 
LF as a whole doesn't demand the direct forming of 
matrices f or Yj = f * • f and is reduced only to 
the parameter estimation of ELF of the whitening LF. 
There have been designed different algorithms of the 
formation of maximum likelihood (ML) estimations 
of these parameters by readings of the entrance proc- 
ess in the distance sliding "window", including recur- 
rent algorithms, whose computational complexity 
doesn't depend on dimensions of "window" (a volume 
of a training sample). It is shown that on the basis of 
these ML estimations, the close to the potential effi- 
ciency of the adaptive IFF is provided in a quite ac- 
cessible to the majority of practical situations volume 
of a training sample, which exceeds the multiplicity of 
the intra-period compensation of interferences in 3- 
5 times (an order of the adaptive whitening LF). 

Numerous theoretical, as well as semi-full-scale 
experiments, which have been carried out so far, have 
confirmed the essential advantages of the developed 
adaptive systems of IFF on the basis of the adaptive 
LF as compared with existing filter and compensat- 
ing-filter systems of IFF of pulse ATC radars. 
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MEASUREMENTS OF RECEPTION DIRECTION OF 
DETERMINISTIC SIGNAL AGAINST SPATIALLY- 
CORRELATED INTERFERENCES WITH THE USE 

OF THE ADAPTIVE ANTENNA ARRAY 

S, T. Bagdasaryan, V. A. Tarshin, V. A. Vasilyev 

Kharkov Military University, maidan Svobody, 6, Kharkiv 61043, Ukraine 

Abstract 
The variant of creation of a measurer of reception direction of a signal against the 

spatially-correlated interference by the maximum likelihood method with the use of 
the adaptive antenna, which simultaneously provides minimum values of the variance 
and biases, is given. The minimization of errors is achieved without the automatic 
correction of the array radiation pattern after adaptive compensation of interference 
and without the increase of the variance of the biased estimate. 

1. INTRODUCTION 

The adaptation of antennas to external interferences 
essentially complicates the problem of measuring an- 
gular coordinates of target-sources of useful determi- 
nistic signals [1-4]. In this case, the maximum 
likelihood estimates are biased [3-5], what requires 
special correction measures. Frequently [4-5 etc.], the 
bias of estimate is being eliminated by the automatic 
correction of the adaptive array radiation pattern (RP) 
by normalization of the output by a detection parame- 
ter. However, this results in the increase of the meas- 
urement error variance. Optimal measurers are charac- 
terized by simultaneously minimum values of the 
estimate variance and bias [6]. 

The purpose of the paper is the substantiation of a 
structure of a multichannel measurer of direction of 
signal reception (DSR) in radar with an adaptive an- 
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Fig. 1. 

terma array (AAA), which simultaneously provides 
minimum variance and bias of the estimate. It is 
shown that it is possible to derive the algorithm of the 
unbiased estimate from the maximum likelihood 
equation. 

The adaptation to the external interference influ- 
ences on results of current and tracking measure- 
ments. The influence on the latter displays itself 
through results of the current measurements. In this 
case, the increase of the current measurement variance 
leads to the increase of duration of the transient proc- 
ess and the variance of a tracking measurer in steady 
mode. In Fig. 1, the ratio of the tracking measurement 
variance to the maneuver variance versus the number 
of a measurement cycle for fixed values of current 
measurement variances is shown. Therefore hereinaf- 
ter main attention is paid to the research of the accu- 
racy of current measurements of the angular position 
under conditions of correlated interferences impact. 

2. ALGORITHMS OF DETERMINATION OF 

MAXIMUM LIKELIHOOD ESTIMATES 

The maximum likelihood estimate of direction of sig- 
nal a reception usually is found by the following: 
maximum of logarithm of the likelihood ratio 
In L (a) obtained after averaging over random am- 
plitude and initial phase of the deterministic signal 
[2,4]; maximum of the module of a weight integral 

|Z<a)|; maximum of the module of the normalized 

weight integral |z,- (a)| [4]: 

Inica) =. -j--^ -L- _ In 1 + q2 (a)/2 ,(1) 
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Z(Q)  = 
1 °^ 

Y' {t)R {t,a)dt\ 

|i, {a)f =\Zia^f/q^ (a) 

(2) 

(3) 

1 /»0C     .   _, •  ^ 

where  9 <a) = T|     X^ {t,a)'B. (t,a)dt   is the 
2 J-oc 

detection parameter; Y(f), X(<,a), R(i,a) are 
the column vectors of complex amplitudes of the re- 
ceived oscillation, the expected signal and the weight- 
ing functions, respectively; and X(^,a), R(<,a) are 

divided into space XCQ), Rca) and time X(t), 

R.{t) multipliers; the star * denotes transposition and 
complex conjugation; Q is the generalized angular 
parameter expressed in shares of the half-width RP of 
the array. 

As a result of application of statistics (1) and (2) 
for measurements, the estimate of DSR is biased, but 
with the variance smaller, than that of the unbiased 
estimate obtained with statistics (3) [7]. Therefore for 
the optimization of measurements, it is expedient to 
choose the algorithm (1) or (2) and to provide mini- 
mization of bias. 

Further, the optimization of DSR measurements for 
maximum |Z<Q)| is considered. It is stipulated both 

by simplicity of the technical realization of  Z(a) 

and by wide application in the measurers for estima- 
tion of signal parameters against the background of 
uncorrelated noise. 

3. MEASURER OF DIRECTION OF SIGNAL 

RECEPTION WITH MINIMIZATION OF 

THE ESTIMATE VARIANCE AND BIAS 

A possible version of the block diagram of the DSR 
measurer to be constructed for radar with a linear 
equidistant array is presented in Fig. 2. 

1Y2Y MY y{<) 
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of inverse 
correlation matrix 
of interferences 

<p-{!f=i X{i.a„) 

Sensors of 
ES and RS 

«oi      i"' 
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I 

33 
jiC 

Block of 

evaluation of ES 

andRS 

Fig. 2. 
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Sixd.a.. ) 
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The given measurer incorporates a main channel 
and an additional measurer. The main channel repre- 
sents a typical system for many radars with sum- 
difference signal processing. It includes: the antenna 
array; the block of evaluation of inverse correlation 
matrix of interferences; the matrix multipliers for 

shaping a space weight vector R{ao) = 6~'6(QU) 

(for a sum channel) and its derivative 

R'(a()) = 6~^6'(ao) (for difference channels). As- 
semblage of these elements, and also the sensor of 
directions of the expected signal (ES) and the refer- 
ence signal (RS), the block of evaluation of these sig- 
nals provide shaping of the DSR estimate at the 
output of the measurer 1 (the direction-finder) accord- 
ing to the algorithm 

Re{Z'{a)Z\a)) 
U{a) 

\Zia)f 
(4) 

The measurer 2 is intended for obtaining an esti- 
mate of direction of RS reception, which is assumed 
to be arbitrary known value Q^,. . Algorithms of meas- 
urers land 2 are identical and determined by the ex- 
pression (4). The value of the output signal of 
measurer 1   Ugi{aQ,ai.)   corresponds to the biased 
estimate of the reception direction. At the output of 
the measurer 2, the direction-finding performance 
with RS biased zero is formed. Signals at outputs of 
measurers 1 and 2 take identical values under over- 
lapping of ES and RS directions. Therefore at the out- 
put of the adder, the adjusted direction-finding 
performance is formed, whose zero corresponds to ES 
reception direction. This is illustrated by the results of 
the mathematical simulation. It was conducted for the 
linear equidistant array consisted often elements, tak- 
ing into account various interference situations and 
different DSRs, with respect to the fixed RP. The in- 
terference represents the additive mixture of internal 
noise and external correlated interference. 

Fig. 3 shows direction-finding performances being 
the results of simulation for various positions of a 
signal source without the bias compensation and after 
it. In Fig. 4, the analogous direction-finding perform- 
ances for various positions of the interference source 
are presented. It is seen from these figures that the 
zero position of the adjusted direction-finding per- 
formance corresponds to DSR. Figs 3, 4 are depicted 
for the known interference environment. The carried 
out analysis of operation of the offered device with 
the array adaptation to the varying interference envi- 
ronment has shown that the residual value of the bias 
constitutes the thousandth proportion of the RP width, 
what is much less than the fluctuation measurement 
error. It means that the measurement accuracy is de- 
termined by the value of the fluctuation error. Note 
also, that compensation of the bias does not result in 
modification of the steepness of the direction-finding 
performance, and consequently, it does not change the 
variance of the measurement error with respect to the 
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one of the bias estimate. In the offered measurer, as 
distinct from [7], we succeeded in eliminating the bias 
at the array fixed RP. 

4. CONCLUSION 

• It is shown, that, when receiving with AAA a sig- 
nal against the background of spatially-correlated 
interference, it is possible to use effectively the 
algorithm of the maximum likelihood estimate 
over the maximum of the complex weight integral 
module with consequent compensation of bias. 

• The structure of the DSR measurer using AAA is 
offered, which provides the estimate minimum 
variance and bias. 
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Abstract 
The opportunity of using supersolution algorithm in radar-location system to spa- 

tial selection of signals scattered from targets is considered in the r. The analysis of 
rate of signal correlation in temporal and space parameters is given. The conditions 
which signals are uncorrelated or rate of correlation is less than the given value are 
defined. The algorithm of treatment of radar signals is proposed on the base of the 
given expressions and its efficiency is evaluated. The results of numerical simulations 
of spatial selection of signal reflected from various targets performed on the basis of 
both classical algorithm and suggested algorithm are carried out. 

Keywords: radar-location system; vector of weight coefficients; covariance matrix; 
space signal selection. 

1. INTRODUCTION 

One of the basic peculiarities of functioning of the 
modem radar-location systems (RLS) is a necessity of 
simultaneous discoveries and distinguishing a great 
number of signals, reflected from different targets. For 
discriminating by angular direction the radiators sys- 
tem can be used united in antenna array (AA) output 
signals of which sum up then with some weights as in 
Bakhrakh and Voskresensky (1989). However, the 
classical method based on in-phase summarizing with 
equal weights has a number of shortcomings the prin- 
cipal of which is the "undistinguishing" of weaker by 
power signals as in Monzingo and Miller (1980). 

2. FORMULATION OF THE PROBLEM 

One of the methods of approach to overcome this 
drawback is the using algorithms of supersolution 
which are considered as in Monzingo and Miller 
(1980) and in Gabriel'an et al. (2002). The possibility 
of using this method for distinguishing uncorrelated 
signals in RLS is determined by the weak correlation 
of signals reflected from the different targets. The 
justification of weak correlation of radar-locating sig- 
nals will be shown below. 

2.1.  SETTING THE PROBLEM 

Let us consider antenna array of M -elements which 
is subjected to the acting of L signals from different 
targets. It is necessary to develop the algorithm of 
treatment of signals reflected from various targets 
signals guaranteeing resolution of signals independ- 
ently from their levels. 

2.2     DESCRIPTION OF ANTENNA SIGNALS 

The output signal of antenna array U{t) can be put 
down as 

U{t) = Yit)W^, 

Y{t) = N{t) + ^S,U,{t), 

(1) 

(2) 
1=1 

where Y{t) is M-element row vector ofoutput signals of 
AA radiators; Si is a row vector of dimension 1 x Af 
the elements of which are defined by the correlation 

S,ni = exp{-i2TTX-^4>(x„„y„„z„„ei,ip,)},   (3) 

0, 
U,{t) = 

•27^^      ^Bi^^^^Bi 
■t), c -   -    c       '(4) 

in oppwsite case. 

that corresponds to the use of impulse signals duration 
r in operating radar-location system. 

In expressions (3), (4) [/,(<) is the function describing 
the temporary dependence of signal reflected from /-th 
target; IV is row vector of weights coefficients (VWC): 

W = {WI,W.2,.-,WA/}; 

+z,„smei; 

c is the velocity of light; r is the duration of radiated 
impulses; x^,y„,,z„ are coordinates of w-th radiator; 
A is the operating wave length; Ri,6i,(pi are coordi- 
nates of /-th target in spherical coordinate system 
il = l,...,L); 

Nit) = {ni{t),n,it),...,n„it)} , (5) 
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N(t) is a row vector of signals of thermal noises in 
radiators. 

2.3. THE ALGORITHM OF WEIGHT 

SUMMARIZING 

For realizing weight summarizing of signals in AA 
channel the vector of weight coefficients will be cho- 
sen on the basis of correlation as in Monzingo and 
Miller (1980) 

W = iA'R-'A^)-^R-'A'^, (6) 
in which 

R = {Y^t)r{t)}. (7) 

In formula (7) R is the covariance matrix of sig- 

nals dimension of M x M, {•} is operation of aver- 
aging by time. 

Direction of vector A (row vector Ix M) defines 
the orientation of the main lobe of pattern of a receiv- 
ing antenna in direction 6o,ipo in the space and its 
elements are defined by formula: 

a,„ = exp{i2TTX-^(p{x„^,y„„z„„eo,(pQ )} ■     (8) 

In the case of selection of vector of weight coeffi- 
cients are based on correlation 

■W,n   = a.m . (9) 

the algorithm of treatment coincides with the classical 
algorithm. This case is realized by substituting covari- 
ance matrix R by unity matrix. Physical interpreta- 
tion of this replacement consists in refusal of account 
of spatial correlation of output signals of antenna ar- 
ray radiators. 

2.4. EVALUATION OF RATE OF SIGNAL 

CORRELATION 

The output signal of m-ih radiator caused by l-ih tar- 
get on the basis of radar equation as in Scolnik (1970) 
is defined using formula (3) by equality 

Pi = B{ei -OoM- Vo)D,n>^\Rr*, (10) 

in which B{Oi - ^oiV/ ~ Vo) is a factor considering 
static coefficients and parameters of a radiating an- 
tenna; ai is effective surface of scattering of /-th tar- 
get; D,n is directivity coefficient of w-th element. 

Expressions (2), (3), (7) and (10) allow to present 
the elements of CO variance matrix R as 

L    L 

1=1(1=1 

X exp[i27rA-'V(a;(, y*, 2^, 6*5, v?,)] x 

xBiOi - eo,ipi - <fo)B\eg - eo,ip^ - ipo) x      (ii) 

m = l,...,M;    t = l,...,M. 

the   correlation   (11) 

;^0 onlyif |iJi -R^\ 

it   follows 
CT 

< 

that 

In the case 

From 

of   targets    which    distances    satisfy    condition 

\Ri - Ry\> — the correlation scattered from these 

targets signals is zero {«,(i)u*(^)} = 0. The last con- 

dition corresponds to resolution targets in distance. 
For items from (10) corresponding to targets that 

have different angular positions the follovdng ine- 
qualities are correct 

\B{e^ - eo,f^ - <po)B*ie^ - eo,<p^ - ^)|« B{O,O), 

X = 1,...,L;    ^^1,...,L. 

(12) 
Formula (12) shows that the rate of spatial correla- 

tion of signals reflected from various targets is evalu- 
ated by the level of sidelobes of pattern of 
transmitting antenna of radar-location system. As a 
rule this level is less than -10 dB. 

Thus on the base of the fiilfilled analysis we can 
consider that signals from the different targets re- 
ceived by AA are uncorrelated. Consequently the 
elements r,„j in supposifion that thermal noises pre- 
sent a white Gaussian noise are defined by equals 

L 

rmt =^exp[-i2n\ \<p{x„„y„„z„„ei,ipi)]: 
1=1 

Xexp[«27rA V(a;<,yt,ZtA,Vi)]x 

x|^(g,-go.V^,-yo)r-^"'y^' +P,A, 
Ri 

m = 1,...,M;      t — 1,...,M, 

(13) 

in which S^t is a Kronecker symbol; P„ = {nl,{t)} 

2.5.  THE RESULTS OF SIMULATION 

By using the given correlations a numeral simulating of 
power dependence of antenna array output signal 

■PC^cVo) = {\U{t)f] was fulfilled on the basis of 
application of both classical algorithm and considered 
algorithm of supersolution consequently. The results of 
simulation are demonsfrated on Fig. 1 and Fig. 2. In the 
first case the elements of vector weight coefficients are 
chosen by expression (9) that corresponds to formula 
W^ = J4 . In the second case vector weight coefficients 
are defmed by formula (6). It is considered that both 
transmitting antenna and receiving antenna are circular 
antenna array with 32 radiators. The radius of circle is 
3A. The distance between radiator is 0.6A The level 
of sidelobe of pattern of fransmitting antenna in these 
parameters is -11 dB. The relations of power of re- 
flected from various targets signals to power of thermal 
noise based on expressions (3), (4) and (10) are defined 
by the following values: 

Pi/P„ =10'\ei =1.5°,^^ =40°; 
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Fig. 1. Antenna array output signal by using classi- 
cal algorithm. 

Fig. 2. Antenna array output signal by using super- 
solution algorithm. 

P2/P,, =40,02 =2.5°,¥>2 =80"; 

P3/P,, =lOS03 = 4O",v'3=16O"; 

P^jP,, =1O^04 =75°,v'4   =240°. 

Given results demonstrate that application of clas- 
sical algorithm doesn't make it possible to select tar- 
gets which signals have significantly distinguishing 

levels. In an opposite way application of suggested 
algorithm based on the method of superresolution 
makes it possible to select signals from various tar- 
gets. This opportunity is independent from relations of 
power of signals reflected from various targets. 

3. CONCLUSION 

In the paper the opportunity of application of super- 
resolution method to distinguishing signals reflected 
from various targets is demonstrated. It is exhibited 
that an application of impulse signals in operating 
radar-location systems and directive transmitting an- 
tenna permits to supply decreasing of correlation level 
to the necessary value. Consequently signals reflected 
from the various targets may be considered as invari- 
able signals. The receiving results demonstrate that 
proposed algorithm in the difference from the classi- 
cal algorithm allows one to distinguish signals re- 
flected from various targets independently from the 
correlation of their power. 
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Abstract 
This paper presents the method of determination of the amplitude and phase dis- 

tribution in antenna plane aperture. This method is based on homodyne one, where 
the initial microwave oscillation is heterodyne one. The mobile probe unit consists of 
proper antenna probe and reflecting controlled phase shifter. The initial microwave 
oscillation is shifted on low frequency with reflecting controlled phase shifter. The 
initial phase and frequency of microwave oscillations are eliminated. Low frequency 
feeder with arbitrary phase stability is used to carry the low frequency oscillations to 
mobile probe unit. The initial phase of low frequency oscillations is transferred on 
microwave. 

Keywords: homodyne method, reflecting controlled phase shifter, low frequency 
feeder with arbitrary phase stability. 

1. INTRODUCTION 

The creation of antenna pattern measurement usually 
assumes the using of far-field one. Furthermore, the 
anechoic chamber is preferable. In any case, the 
lengthy antenna pattern range is necessary for far-field 
measurements. 

On the other hand, it can carry out antenna near- 
field measurements and then determine the aerial pat- 
terns. However, in a number of cases, there are many 
difficulties to be dealt with when determining the an- 
tenna pattern. So, the two plane rotating of testing 
plane aperture antenna results in great disparity of 
measured and real data, because of the mutual posi- 
tion of testing plane aperture and probe antenna is 
changed during rotating. Furthermore, the phase cen- 
tre position of testing antenna is usually unknown. So, 
it is impossible to interpret measured data adequate. 

The scanning of testing antenna aperture with an- 
tenna probe in a plane of testing antenna aperture, or 
displacement of testing antenna in a plane of its aper- 
ture allows determine the amplitude and phase distri- 
bution in testing aperture plane. The converting of 
measured data gives good accordance to real antenna 
pattern. The using of anechoic chamber and lengthy 
antenna pattern range is not obligatory in this case. 
However, the same measurement assumes the solving 
of a main problem. That is the ensuring of amplitude 
and especially phase stability of mobile antenna feed- 
ing. Such arrangements make the antenna measure- 
ments very complex and expensive. 

In this paper it is proposed to simplify a problem 
with certain arrangements. 

2. METHOD DESCRIPTION 

In this paper it is proposed to use the homodyne 
method of amplitude and phase measurements, where 
the initial microwave is heterodyne one. This method 
let us to eliminate the influence of uncertainty of mi- 
crowave oscillation initial phase on phase measuring 
accuracy. 

The main problem of all phase measurements on 
microwave is a transmitting of initial phase of micro- 
wave to the point of phase difference measuring with- 
out any addition phase shift. Any flexible antenna 
feeder does not have phase stability, so it is impossi- 
ble to feed mobile antenna probe with one. 

It is proposed to make amplitude and phase meas- 
urements in a point of placing of microwave oscillator 
and testing antenna, which are set hard. The phase 
stability of hard and short feeder is enough for phase 
measurements on microwave. 

On the other hand, the phase stability of any feeder 
for low fi-equency is not taken into account, because 
of feeder length is incomparably smaller then low 
fi-equency oscillations wavelength. The only task had 
to be solved is the transferring of the initial phase of 
the low fi-equency oscillations on microwave. Such 
task can be solved by heterodyne method, which, 
however, results in additional problems related to the 
heterodyne synchronization. 

In this paper it is suggested to abandon the syn- 
chronization of the microwave by low frequency os- 
cillations and to use the origin microwave as 
heterodyne oscillations with the same initial phase 
and a fi-equency shift. This frequency shift is put into 
microwave in terms of a monotonous phase delay [1]. 
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Amplitude Phase Position 

Fig. 1. Equipment scheme for amplitude and phase 
distribution measurements 

The change of the microwave phase over the period 
T of the low frequency oscillations by 27r is tanta- 
mount to the frequency shift of the microwave by the 
frequency fi = 27r/T. In this case, the initial phase 

of the low frequency oscillations is transferring on 
microwave [2]. 

The equipment for determination of amplitude and 
phase distribution in antenna aperture plane consists 
of (Fig.l) microwave oscillator MW OSC, microwave 
circulator, testing antenna A, mixer MIX, low fre- 
quency amplifier AMPL, limiter LIM, amplitude and 
phase detectors AD and PD, controller CTRL, antenna 
probe P and reflecting controlled phase shifter RCPS. 
It can describe the microwave oscillations, which are 
generated with microwave oscillator, as 

«i(<) = UQ • sin(a;< -1- tpo), (1) 

where UQ is the amplitude, w is the frequency, ipo is 

the initial phase. The received with antenna probe 
oscillations are characterized by following expression 

u-iit) = Uo-R- sm{ut + <po+ Ai/j),       (2) 

where R is the generalized multiplier, taking into 
account all feeder transferring coefficients, Ai/? is the 

phase shift which characterizes the phase distribution 
in certain point of antenna aperture. In the mobile unit 
reflecting phase shifter realizes the phase change law, 
described above. Controller forms the low frequency 
oscillations and creates the movement of mobile unit. 

Thus, the microwave obtains frequency shift ac- 
cording to the law 

Mt) = Uo-R- sm{{uj + n)t + (fo + Aif + ipi),(3) 

where tpi is the initial phase of the low frequency 
oscillation, Transformed with the frequency and phase 
microwave are radiated back and are received with 
testing antenna. The received oscillations are charac- 
terized by the expression 

u^{t) = Uo ■ K^ ■ sin((w -I- n)i -t- V5l) + 2Av? -F V^) ,(4) 

and are mixed with the origin microwave with the 
mixer. The difference of these microwave oscillations 
is described by the expression 

WsW = Uo-R'^ ■ sm{Clt + 2Aip + <p^).     (5) 

From (5) it is shown that the frequency w and the 
initial phase (po of the origin microwave oscillations 

are missing, the factor R'^ defines the amplitude in 
certain point of antenna aperture, 2Aip is character- 

ized the phase in that point. This difference is selected 
and amplified with low frequency amplifier. 

The amplitude detector picks up signal  [/„(a;,j/), 

which is in a common case changed in dependence on 
antenna        probe        position as        follows 
Ua{x,y) = UQ ■R^{x,y), where UQ is the general- 

ized amplitude factor which is not changed over a time 
band and takes into account transfer ratios of the all 
parts of the equipment, R^{x,y) characterizes the am- 

plitude distribution in antenna aperture plane XOY. 
The phase detector with the low frequency control- 

ler signal picks up the Up{x,y), which is changed in 

dependence on antenna probe position in a common 
case too. This signal is changed according to the law 
U/x,y) = UP(2Aip{x,y) + (^2 - <A). where ifi is 

the initial phase of the low frequency controller oscil- 
lations, U^ is phase detector transfer constant, 

2A(p{x,y) characterizes the phase distribution in an- 

tenna aperture plane. 

3. CONCLUSION 

Thus, it is possible to determine the amplitude and 
phase distribution in antenna aperture plane. No rotary 
microwave adapters or flexible microwave feeders are 
used according to presented method. The cost of 
measurement equipment is low, because of all signal 
processing is carried out on low frequencies. 

The antenna probe and reflecting phase shifter di- 
mensions, which arrange the mobile unit, are small. 
The low frequency feeder thickness can be chosen as 
small as possible. All of mentioned above results does 
not significantly change in real amplitude and phase 
distribution in antenna aperture plane. So, the antenna 
pattern can be calculated with high accuracy. 
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Abstract 
Method of computer simulation of aerial target backscattering is described. It is 

used for comparative study of wideband and narrowband radar signals in application 
to radar recognition, detection, coordinate measurement, and tracking. It is shown on 
the basis of examples that computer simulation becomes an important element of the 
perspective radar design. 

Keywords: computer simulation, radar backscattering, bodies of simple shape (simple 
components), aerial targets, radar detection, radar recognition, radar 
tracking. 

1. PURPOSE AND METHOD OF THE 

SIMULATION 

The radar problem solutions convictive for the radar 
designer can be usually obtained by field tests. How- 
ever, large-scale comparative field tests are not car- 
ried out yet for recognition, detection, and tracking 
variants with various signal bandwidths. Pure theo- 
retical consideration of such problems (recognition 
especially) is often impossible due to lack of neces- 
sary initial data on the target backscattering. There- 
fore, simulation methods have to be used. 

The target backscattering model must account for 
the target shape, presence of fast rotating elements 
(compressor, turbine, and prop blades), polarization 
features, and dynamics of flight in turbulent atmos- 
phere. This model happens to be much more complex 
than those commonly used to study the detection and 
tracking of a point target. 

It can be assumed in quasi optical waveband that a 
target (especially conductive) contains limited number 
of local reflectors (LR) [1, 2]. Calculation of the tar- 
get's scattering characteristics can be reduced to de- 
termining the coordinates and polarization scattering 
matrices of these LRs. 

The surface of complex target is decomposed into a 
set of the bodies of relatively simple shape. In the 
process of decomposition some simple bodies ap- 
proximating the target's surface can be clipped by 
means of the so called limiting surfaces. Local reflec- 
tors not shadowed by others are used then for calculat- 
ing the backscattered signals. The most common 
limiting surface is a pair of parallel planes. This is 
illustrated in Fig. la,b [3]. In Fig. la the simplest 
aircraft model is shown that is composed fi-om the 

main components: clipped ellipsoid, cylinder, plate, 
wedge etc. Fig. lb shows the pair of limiting planes. 

There are different coordinate systems introduced 
for backscattering simulation: 1) Cartesian and 
spherical coordinate system originated at radar; 2) 
Cartesian coordinate system originated at target; and 
3) Cartesian coordinate systems originated at simple 
bodies (local coordinate systems). 

Aerial target position is determined by the coordi- 
nates of the target mass center Xi,Yt,Zt in radar co- 
ordinate system O^XYZ, and by orientation angles of 
the target coordinate system 0,^7?C in the radar one 
(course angle ij), pitch angle 6 , and roll angle 7). 

Each simple body and corresponding limiting surfaces 
are described in their local coordinate systems O^xyz, 
u = l,2,...,Ns, where N^ is the number of approxi- 
mating bodies and limiting surfaces used to compose the 
target model. Origins CjVi^Xf of local coordinate sys- 
tems and orientation angles i{'^,6^, 7^ of their axes are set 
in such a way that corresponding simple approximating 
bodies can be described by canonical equations. 

a) b) 

Fig. 1. 
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Fig. 2. 

All these coordinate systems, used for simulating 
the different kinds of movement of target and their ele- 
ments and their backscattering, are shown in Fig. 2. 

The following values are found in the process of 
calculation: 

a) vector of the wave propagation direction r" tak- 
ing into account the target orientation; 

b)the number of LR and their coordinates taking 
into account the effects of their possible shadowing by 
other target's surfaces; 

c) elements of the polarization scattering matrix of 
each LR in own polarization basis. 

The differential peculiarity of aerial target is the 
presence of fast rotating elements on it. These ele- 
ments are: propeller and rotor blades of turboprop 
aircraft and helicopters as well as air compressor and 
turbine blades of turbojet aircraft. The radar signal 
backscattered from such elements receives peculiar 
rotational modulation that influences on the character- 
istics of target detection, tracking, and recognition. 

The expression of complex amplitude of the radar 
signal backscattered from aerial target at the antenna 
input has the form 

N C r, . _0 \     jinfop.T"      Q, 

X{t) = f2Mr\t)S,u\t-^^\ 1020, 

Here Ai{r°,t) is the polarization scattering matrix of 
/-th LR accounting for its possible nonstationary nature 
for the fast rotating elements^ S; is the polarization vec- 
tor of the incident wave; N is the number of illuminated 
LR; r° is the unit vector of the incident wave direction; 
U{t) is the complex signal envelope at the output of 
matched processing device; p, is radius vector of the /-th 
LR phase center; Qi is the absorption factor of the /-th 
LR; /o is flie carrier frequency; c is the light velocity. 

Since all the compressor and turbine blades are 
identical, the rotational modulation corresponds to 
periodical change in amplitude and phase of sinusoi- 
dal signals with the period of 1 / NF,.g,. Here N is 

the number of blades, F^, is the rotation frequency. 
Amplitude of backscattered signal is described by 

the equation 
N-i I—1— 

|/=0 "        V 

X cos 127r/o( + C^ sin 27rF„ t 
NR rot 

] + <t>u\] 

Here (T^{») is the RCS of a single blade as a function 
of time; /o is the carrier frequency; cp^, are the con- 

stant initial phases; C^ are the constants. 
Propeller as a rotating structure differs from the air 

compressor and turbine by the fewer number of blades 
and slower rotation. In the computer simulation model 
each propeller's blade is approximated by the ellip- 
soid with unequal half axes. 

Simulated turbine and propeller modulation for 
narrowband signals coincided with that of real targets 
obtained in experiments. Examples of such modula- 
tion obtained by simulation can be heard using the 
computer multimedia capability. 

Simulation of target's random movement in turbulent 
atmosphere is provided by the corresponding mathe- 
matical model of the aircraft as a dynamic system. 

The simulation method as a whole allowed to ob- 
tain not only RCS of point aerial targets (where the 
target is much smaller than the range resolution inter- 
val), but also their range profiles, which begin to ap- 
pear when the range resolution interval is comparable 
with the target size. 

The dynamic of these range profile change can be 
seen too. Both orientation change and turbine modula- 
tion contribute to this dynamic of range profiles. 

2, THE FIRST SIMULATION PROGRAM OF 
REAL TARGETS' BACKSCATTERING 

Our works on backscattering simulation were partly ac- 
complished by creation of the computer program pub- 
lished by Artech House [3]. This program is capable of 
calculating backscattering of eleven aerial targets. They 
are: Tu-16, B-52, B-IB bomber aircraft, An-26 transport 
aircraft, Mig-21, F-15, Tornado tactical fighter aircraft, 
ALCM and GLCM cruise missile, AH-64 fire support 
helicopter, and decoy missile. The decoy missile model 
is based on the ALCM cruise missile on which the Lu- 
nenburg lens reflector with radar cross-section of 10 m^ 
was installed. One more model of the surface-to air 
guided missile of the S-200 antiaircraft complex was 
recently designed. 

Our program doesn't embrace all the target types, 
newly built ones especially. But it provides a good 
tool to study gains in quality of recognition, detection 
and fracking when narrowband radar signals are re- 
placed by wideband ones [2-6], Besides, it operates 
fast enough to be run on personal computer. 

3. APPLICATION OF SIMULATION TO 
RADAR RECOGNITION 

Simulation method allows considering and compar- 
ing different variants of Bayesian and neural recogni- 
tion algorithms for both narrowband and wideband 
illumination signals. Recognition of both aerial target 
class and type was considered. 

As it has been shown by simulation [7], the recog- 
nition signatures of narrowband illumination can be 
ordered by increase of information as follows: 
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• normalized polarization signatures in own polariza- 
tion basis (obtained by diagonalization and nor- 
malization of polarization scattering matrix (PSM)); 

• frequency diversity of illumination signal with two 
carrier frequencies; 

• amplitude of backscattered signal; 
• elements of non-diagonalized and non-normalized 

PSM; 
• rotational (propeller, rotor, or turbine) modulation 

spectra. 
High potential probabilities of recognition by rota- 

tional modulation signature decrease sharply if rota- 
tion frequencies of turbojet engine rotors are changed. 
Besides, the use of this signature requires high signal- 
to-noise ratio (higher than 40 dB). 

If only narrowband signatures are used, the reli- 
ability and information measure of target type recog- 
nition are not very high in the whole. The reliability 
and information measure of wideband signatures are 
much higher. 

The main recognition signature in the last case is the 
target's range profile (RP). If the signal-to-noise ratio is 
asymptotically high, the single RP provides practically 
certain (with probability higher than 0.9) target type rec- 
ognition for the signal bandwidths exceeding the 60 MHz. 

Given the signal bandwidth larger than 100 MHz 
and signal-to-noise ratio higher than 24 dB, the prob- 
ability of correct recognition of eleven target types 
that can be achieved is higher than 0.85. 

Wideband illumination signals allow also obtaining 
the recognition signatures that are usually used for a 
narrowband illumination signals (target RCS and ele- 
ments of PSM). The use of these signatures in common 
improves the recognition quality, especially when the 
signal's bandwidth is not very high. If these wideband 
and narrowband signatures are used together then, de- 
pending on conditions, the information measure of the 
target type radar recognition may be greatly improved. 
Additional involvement of trajectory signatures helps to 
provide practically certain recognition of the target type 
even for the signal-to-noise ratio of 20 dB. 

Correlation recognition algorithm commonly used 
and mentioned above is an approximation of additive 
Bayesian algorithm. It is optimal only if the signal-to- 
noise ratio is high. 

Bayesian recognition algorithm with direct estimation 
of the conditional probability distributions of target range 
profiles was also introduced. The distributions them- 
selves were estimated for various targets using the Par- 
zen window method [2]. Applicability of such algorithm 
wouldn't be grounded if the simulation wasn't used. 

Neural recognition algorithms are other algorithms 
studied with the help of simulation. They provide a 
natural way of adaptation to various interfering factors 
such as uncertain target range and aspect relative to 
radar, unknown signal-to-noise ratio, etc. We have 
chosen a common algorithm based on a feedforward 
network with back propagation training. The algo- 
rithm was applied to recognition of target classes and 
types for different signal-to-noise ratios. 

Fig. 3. 

Fig. 4. 

The best way to recognize the target type proved to be 
the use of two-stage neural algorithm [8,9]. It recognizes 
the target class first and then elaborates tfie target type 
within the class recognized only. The network used for 
the first stage - class recognition - consisted of 60 input 
elements, 50 hidden elements, and 3 output elements. It 
was trained to recognize single RPs of Tu-16, B-52, and 
B-IB aircraft as those of the first (large-sized) class tar- 
gets; Mig-21, F-15, and Tornado aircraft - as those of the 
second (medium-sized) class targets; and ALCM, 
GLCM, and Decoy cruise missiles - as those of the third 
(small sized) class targets. TTie RPs was obtained using 
the chirped illumination of 80 MHz bandwidth. The 
network was trained using 200 RPs of each target type. 
Fig. 3 shows the dependence of probability of correct 
class recognition on the signal-to-noise ratio. 

Three additional neural networks were used to 
elaborate target type within each class. They differed 
by the lower number of hidden elements, 20 instead of 
50. Fig. 4 shows the dependence of the probability of 
correct type recognition within the class of large-sized 
targets listed above. 

It is evident from Fig. 3 and Fig. 4 that class recog- 
nition is more affected by low signal-to-noise ratio 
than the type recognition. 

4. APPLICATION OF SIMULATION TO 
RADAR DETECTION 

For the case of narrowband signals commonly used in 
radar the target size is much smaller than the range resolu- 
tion interval. Quality of detection of such "point" targets 
depends primarily on the probability distribution of the 
target RCS. The simplified models of the RCS fluctua- 
tions such as Sweriing, log-normal and other distributions 
are commonly used for the detection analysis in this case. 
However, such distributions can vary not only from one 
target type to another, but also from one aspect sector to 
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another for the same target. The use of simulation program 
can reveal such differences in the RCS distributions [2]. 

So long as flie signal's bandwidth doesn't allow resolu- 
tion of the target elements, the detection flireshold signal 
(and, consequently, the detection losses) rises by not more 
flian 0.4 dB for each decade of resolution increase [10]. 

For the case of wideband signals used all the more 
frequently in recent times the targets become non point 
that has to be accounted for in detection. Detection of a 
non point target presumes non coherent integration of 
the backscattered signal. Target RCS's fluctuations 
after non-coherent integration are essentially reduced. 

Optimal non coherent integration of the backscat- 
tered signals becomes somewhat complicated by the 
ambiguity of their form and extension. But this ambi- 
guity can scarcely be assumed complete because at 
least extensions of real targets are limited. Assump- 
tion of the target reflectivity function evenly spread 
within the presumed target length leads to quasi opti- 
mal "log-scale" detector scheme (Fig. 5). 

The name "log-scale" is connected with the loga- 
rithmic dependence of the integration intervals in dif- 
ferent channels. 

Probabilities of wideband (80 MHz) signal detection 
using the "log-scale" detector via signal-to-noise ratio 

were simulated for the large-sized aircraft (Tu-16) and 
small sized missile (ALCM). This probabilities (solid 
lines in Fig. 6 and Fig. 7 respectively) are shown to- 
gether with probabilities of narrowband (5 MHz) detec- 
tion (dashed lines in Fig. 6 and Fig. 7). 

There is a gain in the detection threshold for probabili- 
ties D = 0.6 ... 0.8 if a wideband (about 80 MHz) 
illumination signal and the "log-scale" detector are used 
[10]. For the detection probability D = 0.9 this gain is 
about 2 to 6 dB depending on the type of the target being 
detected. For the detection probability D = 0.5, for 
which the detection range of surveillance radar is usually 
estimated, the wideband signals introduce additional 
power losses just of 0.5 to 3 dB. It can be claimed that 
inside the detection zone D > 0.5 target tracking will be 
more reliable for wideband signals than for narrowband 
ones due to lower probability of the echo dying out. 

Wideband echo signals can be detected without use of 
non coherent integration (cumulative detection). Such 
detection provides lower detection probability, but for the 
bandwidths lower 80 MHz the difference from the "log- 
scale" detection scheme is not very high (1 ... 1.5dB). 
This proves that effect of RCS fluctuations is already re- 
duced by the effect of target element range resolution. 

5. APPLICATION OF SIMULATION TO 
RADAR TRACKING 

Theoretical investigations by Delano, Ostrovityanov, 
and others on range, angular, and Doppler glint of 
targets illuminated by narrowband signals are widely 
known [2]. Now on the basis of backscattering simu- 
lation we can have more detailed information 

Especially helpful backscattering simulation 
proved to be for the case of wideband signals. 

Particularly, it was shown that information about 
the target angular coordinates and range can be much 
more accurate when the train of "slow fluctuating" 
(see Section 3) wideband echo signals is received. 
This effect is achieved due to resolution of the target 
elements and formation of the RP. 

The simulation results show that if the signal spec- 
trum is widened from 1 MHz to 100 MHz and the SNR 
is large then the azimuth measurement accuracy of sur- 
veillance radar can be increased by 1.5 to 6 times de- 
pending on the target type. Measurement accuracy is 
increased in this case due to possibility of averaging the 
angular estimates for various range cells. Similar in- 
crease in azimuth measurement accuracy can be 
achieved for short-range radar with monopulse type 
angle measurements. In such a radar angle measure- 
ments are most affected by the target angular glint. 

Accuracy of range measurements for the point tar- 
get, according to works by Woodward, increases pro- 
portionally to the signal's bandwidth. But real radar 
targets are not point ones for the case of wideband 
illumination. Nevertheless, simulation shows that ex- 
pansion of the signal bandwidth from 1 MHz to 
80 MHz can increase the range measurement accuracy 
by 2 to 4 times depending on the SNR. 
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When the target elements are resolved then the 
measurement errors become significantly non Gaus- 
sian. This very complicates their theoretical analysis 
and increases the role of simulation. In Fig. 8 the 
probability density functions of the range measure- 
ment error [2] are shown for Tu-16 aircraft for its: 

• narrowband (1 MHz) Illumination (curve 1); 

• wideband (80 MHz) illumination and range estima- 
tion by the maximum of output signal (curve 2); 

• wideband (80 MHz) illumination and range esti- 
mation by the median of output signal (curve 3). 

It is seen from Fig. 8 that selection of the measure- 
ment method influences the accuracy of measurement. 

Furthermore, unlike to the case of Gaussian error dis- 
tributions, range measurement accuracy in this case is 
influenced by selection of the cost fiinction [11]. For ex- 
ample, if the squared cost fimction is used then measure- 
ment accuracy is 2 to 3 times higher (depending on the 
signal-to-noise ratio) than in the case of quasisimple one. 
Increase in the target range measurement accuracy can in 
its turn significantly improve target tracking in range. 

Backscattering simulation helped us to reveal one 
more advantage of the wideband illumination signals. 
Such illumination signals can provide surveillance 
radar with the possibility of accurate measuring tar- 
get's radial velocity at a single antenna pattern sweep 
on target. Measurement is based on estimation of shift 
between the envelopes of successive RPs in train. The 
measurement accuracy in this case is higher than that 
in the case of narrowband radar with tracking. 

Unlike to the narrowband measurement, accuracy 
of wideband measurement is not affected significantly 
by the target maneuvering. Use of wideband illumina- 
tion signals (together with appropriate measurement 
algorithms) for the target tracking allows early ma- 
neuver detection, simplifies idenfification of radar 
echoes and adaptation to maneuvers. 

6. CONCLUSIONS 

The authors of paper are of the opinion that computer 
simulation of target radar backscattering is an essential 
part of the perspective radar design. This statement is 

confirmed by the experience accumulated in the mono- 
graph [2] and by the experience of fiarther studies. 
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Abstract 
It is proposed and investigated the combined direction finder of independent noise 

radiation sources, which is realized on the unified base of adaptive lattice filters. Its 
important practical advantages are substantiated in comparison with the well-known 
combined direction finders on the base of eigenstructured spectral analysis methods 
of MUSIC type. 

1. INTRODUCTION 

In different countries, already for several decades the 
intensive investigations of spectral analysis methods 
of random processes of different physical nature have 
been carried out, whose resolution capability is be- 
yond the Raleigh bound determined by the dimen- 
sions of spatial-temporal observation interval. One of 
the most important practical applications of these 
methods is the estimation of angular coordinates (di- 
rection finding) of noise radiation sources (NRS) in 
spatial multi-channel receiving systems with phased 
antenna arrays (PAA) (DOA estimation). 

In spite of a great number of proposed "superreso- 
lution" methods of the space-time spectral analysis 
(STSA) the search of new approaches to direction 
finding of NRS lasts [1-11]. A. B. Gershman's ap- 
proach based on the use of combined direction finders 
is considered to be the most"perspective, in which the 
information from the whole complex ("bank") of 
well-known methods of STSA is combined [3-5]. In 
such a "bank" under the corresponding unification 
strategy it is possible to use effectively the advantages 
of the methods included in "bank" and simultaneously 
to reduce their own disadvantages. 

The specific peculiarity of the "banks" suggested in 
[3-5] is their so-called "eigenstructured (ES)" STSA 
methods, potentially more effective than "non eigen- 
structured (NES)" methods. The latter does not take 
into consideration the a priori information about the 
coincidence of a signal component rank of covariance 
matrix (CM) of Gaussian output signals M>1 of spa- 
tial receiving channels with number n<M of external 
independent NRS, essentially used in ES-methods. 
Such a coincidence, however, takes place only in an 
idealized situation of completely identical reception 
channels not typical for practice. So the real capabili- 
ties of "ES-banks" can be essentially lower than po- 

tential ones, in connection with this their practical 
advantages are not so obvious. 

In development of the combined direction finding 
idea in [8] it is suggested to of a "bank" from the 
well-known NES methods, and a number of their 
modifications as well. In these methods, the NRS in- 
formation is taken from the parameters of their spec- 
tral functions (SF) depending upon the matrix inverse 
to CM of the analyzed process. The important advan- 
tage of these methods consists in the possibility of 
their simple realization on the unified structural algo- 
rithmic base of adaptive lattice filters (ALF) [7-9]. 

In the given paper, the resolutions of "ES-bank" and 
"ALF-bank" are quantitatively compared, and the im- 
portant practical advantages of "ALF-bank" are shown 
in real conditions of non-identical reception channels. 

2. "ALF-BANK" STRUCTURE 

Spectral functions 5(a) = 5(Q,*) of a number of 
well-known NES of STSA methods are of the follow- 
ing form [6,8,10,11] 

5i(a) = (x'(a)*x(a)) -\ (la) 

-2 
, m el,M,   (lb) 

2 

S'2(a) = w„„„|e'„*x(Q 

53(a) = u)„„„x'(a)*x(Q)|e:„*x(o) | ',   (Ic) 

54(a) = x*(a)'i'x(a)(x*(o)*'^x(a))'\ m e \M, 

(Id) 

55(a) = (x*(a)*'^x(a)"\ (le) 

SF 5i(a) characterizes the Capon method of "mini- 

mum dispersion (MD)", 52(a) is the Burg method of 

"linear predication (LPy, SJ^oi) is the variety of "modi- 

fied Capon algorithm (MCA)", 54(0) is the Borgotti- 
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Fig. 1.   SF formation on ALF scheme. 

Lagunas (BL) method, 55(a) is the "heat noise (HN)" 
method. 

In all SF x(a) = { xi{a)} j^j is the non-random 

M-dimensional steering vector (of search) "in the di- 
rection" a, which depends on spatial arrangement and 
characteristics M of receiving elements (modules) of 
PAA, e,„ is the m -th (m € 1, M) column of an iden- 
tity M X M matrix I^, (*) is the sign of hermitian 

conjugate, * = *"^ is the matrix inverse to the used 
estimation # of the a pnbn unknown true CM * of 
PAA output signals. 

The common feature of all SFs (1) is their depend- 
ence on the same M xM matrix *. In connection 
with this they can be formed on the base of common 
filter with matrix pulse characteristic (PC), proportional 
to the matrix * or to its multipliers of different kinds. 

Of a great number of the well-known filters having 
the necessary PC, the most practically interesting ALF 
[7-9] are those with 2M x M matrix PC of a view 

H 
W (2a) 

which is composed of the estimates of the lower (H) 
and upper (N*) triangular M xM matrix-multipliers 
of matrix * in the representations 

* = H*H = NN*, § = $-1. (2b) 

The algorithms of forming the maximum likelihood 
(ML) matrix estimations  W  (ALF tuning) by K- 

Yk I        of M- 

dimensional vectors y^ = { yf^^ _ , k el,K of 

complex amplitude indications of the analyzed proc- 
ess are considered in details in [9]. 

, The values of SF Saai of (la, b, c) methods at 
analysis arbitrary point a from the chosen sector 
Oia € (aminiCtmax) Can be obviously formed by means 
of combining the modulus squares of vector elements 

at ALF outputs with PC (2a) obtained by transforma- 
tion in it of the M-dimensional steering vector 
X = x(a). In particular, SF (la) of Capon's method 

5i(a) = ( p*p ]~ , SF (lb) of the LP method at 

m = l   52(a) =    §1       and at m = Af  52(a) = 

= I PM|     (Fig. 1). 

Along with (1), one can form on ALF base a num- 
ber of other SF with practically useful properties, in 
particular, SF [8] 

^i(a,x) = (p;iPpr; 
-1 

qprqpr 

+ Qpi-qpr )     . 

(4a) 

(4b) 

\-i 

(4c) 

(4d) 

(4e) 

P = {Pm},,tl   =HX, (3a) 

PpiPpr 

S5{a,X) = (PprPp,-    .   'IprHpr 

S6ia,X) = P*P(PprPpr + qprQpr ) 

PprPpr ~f~ HprQ.pr 

As i)^, ^ {K„ }J^,=i andq^ = {q„, }iiJ=M-x+i' 

here are designated x -dimensional subvectors formed 
by the first x = 1,M - 1 vector components p (3a) 

and the last x vector components q (3b) respec- 

tively,      and      as       Pp, = {p.„ f^^-^+^       and 

qpr = {qm }m=i~ {M - X)-dimensional subvectors 
composed of the rest elements of these vectors. SF 
formation scheme (4) on ALF base is shovm in Fig. 1. 

SF (1), (4) with partial or full parameters set 
X e 0,(M - 1)/M in typical cases M » 1 form 
rather capacious "ALF-banks" essentially simpler for 
realization than the well-known "ES-banks" [3-5]. In 
connection with this it is important to compare the 
effectiveness (the resolution, the accuracy, the size of 
a training sample) of combined direction finders on 
the base of considered "banks" of STSA methods. 

The comparison results of their resolution, which 
were obtained with mathematical simulation method 
are analyzed below. 

3. MATHEMATICAL SIMULATION RESULTS 

AND THEIR ANALYSIS 

The NRS direction finding procedure by "ALF-bank" 
consists in formation of its SF 5(a) at points a lo- 
cated in the chosen sector a^ and consequent finding 
of their general maxima. 

The general ones mean such SF maxima, for which 
the follwing conditions are met 

5(a„)/5(7?„_i) > 70, 5(a,.)/5(j?„) > 70,   (5) 
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Fig. 2. The correct resolution probability versus the 
size of training sample for methods (1), (4) 
and ALF bank. 
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Fig. 4. The correct resolution probability versus the 
parameters of non-identical PC reception 
channels of PAA. 

where a„ € QO , ( n 6 1, TV ) are arranged in increasing 
order (ordinance) SF maxima coordinates, T]„ € Q„ , 

(n G 0,^) are the coordinates of iV + 1 SF ranged 
minimum values in analysis sector a^, 70 is the a 

priori chosen threshold (usually 70 = (2..3) dB). 
For the j-th ( j G 1, G) direction finder, the maxima 

number satisfying conditions (6, is taken as the num- 

ber Nj of NRS resolved with this direction finder, 

and their coordinates a\p, n £l,N are considered 

to be the directions to the n-th (n e 1, JV) NRS. It is 
supposed that "ALF-bank" resolves them every time 
when at least one of G direction finders (methods) of 
the "bank" resolves them (strategy 1 of G). The 

number of sources NB resolved with the bank is de- 
termined by the maximum number of NRS resolved 
with all direction finders (N^ = mfixNj, j e 1,G). 

Fig. 2 shows, as an example, the results of resolving 
two equal power NRS with relative (with respect to the 
width of matched radiation pattern (RP) of the antenna) 
angular distance A = 0,1 and generalized signal-to- 
noise ratio (SNR) for each NRS q = Mh - Z6 dB, 
where h is the NRS intensity with respect to the inten- 
sity of internal noise of a PAA element. Here for the 
M = 11 -element uniform linear array (ULA), the 
dependencies of the correct resolution probability P on 
the effective size 6 = K — M of the K -dimensional 
training sample used at forming ML of estimation * 
of the a pmn unknown CM $ are shown. 

The probability of correct resolution P is calculated 
as a ratio of the number of tests, at which the value 

JVg = n = 2, to their general number A^^ = 500. 
A family of thin solid lines in Fig. 2 corresponds to 
SF(l),(Fig.l). 

One can see that the correct resolution probability 
of "ALF-bank" is considerably higher than of any 
other method included in it. In this respect, it is fully 
analogous to "ES-bank" [3-5]. 

The results of comparison of these "banks" resolu- 
tion are shown in Fig. 3. Here for the M = 10- 
element ULA under conditions [3], the dependencies 
of the correct resolution probability of "ES-bank" 
(solid curves) and "ALF-bank" (dotted curve) on the 
relative intensity h^ = h^ = h of two equal power 
NRS with angular coordinates 6^ = 20°, 62 = 22° 

are presented. Number N of NRS for "ES-bank" is 
determined by "MDL-criteria", which is the strategy 
component of the use of these methods and, on their 
base, "banks" [1-6,11]. The plots are given for differ- 
ent sizes of training sample K = 15,45,100, the re- 
ception channels are asssumed to be identical. 

As it follows from the curves analysis, Fig. 2, un- 
der these idealized conditions, "ES-bank" can be more 
effective than "ALF-bank". This conclusion, however, 
can be unfair under real conditions of non-identity of 
the spatial reception channels characteristics. 

As an illustration, in Fig. 4, there are shown plots, 
which characterize the resolution of ALF and ES 
"banks" under typical for practice conditions of non- 
identity of bell PC reception channels. The argument 
of a family of plotted curves is the root-mean-square 
error (RMSE) of central frequencies (a,,) and their 

parameter is RMSE of duration (a,j) of PC reception 

channels. The correct resolution probability P, as 
well as in Fig. 3, coresponds to the plot ordinate. 

One can see that "ALF-bank" possesses the considera- 
bly less sensitivity to the effects of considered mismatch- 
ing - already at o-,, >0,005 it appears to be more effective. 

It is connected with the fact that in real conditions of 
non-identical characteristics of reception channels, one 
of the main assumptions is violated (about the coinci- 
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dence of effective rank r^ of CM $ with the number 
n of point independent MRS) considerably used at ES- 
methods synthesis of STSA. This violation takes place 
both at finite and infinite (if -> oo) size of training 
sample. As it is shown in [7], in the latter case, this 
matrix represents the "Shur-Hadamard product" 

* = Wii ]Z=i = *irf ® A, ipij (id) 
atj, (6) 

of idealized CM $, = {"?'}■=. with effective 

rank ^a =n and CM A = {a^jj^^i of reception 

channels PC of r^ = 1 rank at the identity and 
TA > 1 rank at non-identity of their characteristics. 
The effective matrix rank (6) in the general case is 
equal to [7] 

rg = min   | M,  n ■ rxj (7) 

and already at minor differences of reception channels 
characteristics can noticeably differ from the true 
number n of NRS. Under these conditions, the ways 
of NRS number determination (resolution) by effec- 
tive CM rank determined by MDL, AIC and other 
criteria [1-6,10,11], which are used in ES-methods 
and "banks" on their base, appear to be considerably 
less effective for this problem solution than NES- 
methods and "ALF-banks" on their base, in which it is 
solved without the information about CM rank. 

As detailed check have shovm, this conclusion ap- 
pears to be true not only with respect to the resolution, 
but to the accuracy of angular coordinates estimation. 
Besides, "ALF-bank" is more simple in technical re- 
alization as it doesn't require solving of the compli- 
cated problem of search of eigendecomposition CM 
numbers and vectors, whose size can be rather large. 

By these reasons, it is "ALF-bank" that can be recom- 
mended for practical realization of the fruitfiil idea [3-5] of 
combined direction finding of noise radiation sources. 
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Abstract 
Methods of signals' wavelet denoising on the antenna array transducers' output 

are given. The comparative analysis of the algorithms efficiency based on the exam- 
ple of the algorithm for uncorrelated signals discrimination with the methods adapta- 
tion with formation of "zeros" of the radiation pattern in the directions of signals' 
sources outside the main maximum. 

Keywords: Antenna array, wavelet transformation, denoising, uncorrelated signal, 
radiation pattern. 

1. INTRODUCTION 

Wavelet-analysis is widely used in the modem signal 
procession methods in spite of rather high calculation 
complexity. Modern DSP processors used in the an- 
tenna technique are capable to perform signals proces- 
sion with values of the algorithms computational 
complexity of 70-80 MIPS (million of instructions per 
second). Taking into account that fast wavelet- 
transformation are developed and for the resent time 
there are no more convenient apparatus for signal pro- 
cession in the frequency and temporal regions simul- 
taneously then it becomes clear the importance of 
wavelets in the antenna technique and particularly in 
the antenna array technique. 

Methods of wavelet-denoising used in the antenna 
technique are applied, primarily, to suppress the an- 
tenna array transducers heat noise. In this case a dyad 
wavelet-transform is used where redundancy is elimi- 
nated in the course of wavelet-transform. Comparison 
of different methods efficiency in wavelet-denoising 
application by the example of operation of the algo- 
rithm based on the adaptive formation of the radiation 
pattern (RP) "zeros" in the signals' sources direction 
excluding the RP main lobe direction is given. This 
algorithm is free from "indistinguishability" by the 
angular position of the signal weaker in power. 

2. WAVELET-TRANSFORM AND WAVELET- 

DENOISING 

Let us consider the signal 

s{t) = a{t)sin{tjQt + e{t)], (I) 

where ait) is the signal envelope; WQ is the carrier; 
6(,t) is the modulating function. 

Let the signal s{t) be distorted by the white noise 

{7e{t) with a power equal to a'^. We will get a data 

sequence a;(to), a;(ti), ..., a;(<„_i) on the time inter- 

val [0, 1], which will be presented as follows: 

x{tk) = sik) + aeik), t = k/n,n=^ 2'+',(2) 

where J + 1 are positive numbers responsible for 
computing capacity of equipment. For convenience 
sake let us write x{k), s{k) and e{k) instead of 

x{ti,.), s{t^.) and e{ti,.). Now we turn to the matrix 

notation, then 

x = {x{0),   x{l),   ...,   x{n-l)f, 

s = {s{0),s{l),...,s{n-l)f, (3) 

e = (e(0),e(l),...,e(n-l)f. 

As it is known wavelet analysis represents the linear 
orthonormal transformation, i.e. we get nxn or- 
thonormal matrix W containing some coefficients CQ , 
Ci, ..., 02Ar_i. This matrix transform transfers vector 
X to w = Wx, where vector x can be reconstructed 
as a; = W'^w = W'^w, + a^V'^w,.. The components 
of w are indexed with the dyad method, i.e. 

w = (n(j,k),j = -lA'^...,J;k = 0,1,...,2' - if ,(4) 

where w., and w,, are vectors of wavelet-coefficients 
of the signal source s{t) and e{t). 

In this case it is possible to use the following three 
denoising methods to remove noise from signals [1]: 
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■w,{j,k) = 

0',fc)exp - 

0, 

■u!sij,k) 

otherwise. 

Ki.fc),      if     \w{j,k)\>X 

0, otherwise. 

sgn{w{j,k)){\iu{j,k)\-X) if \w{j,k)\ > A 

0, othenvise. 

(5) 

where «;., is an estimated value of the wavelet- 

coefficients; a e (0, 1) is a fiducial probability level; 

A = V2cr erfinv(a) is a confidence interval value 

[-A, A]; erfmv(a) - is an inverse flinction of errors 

erf (a) =-—f    exp(-t^)dt. 

3. DESCRIPTION OF SIGNALS MODELS AND 
ALGORITHM FOR WEIGHT 

COEFFICIENTS CHOICE 

Let us consider M-elemental antenna array (AA) 
affected simultaneously by K signal sources. The out- 
put signal Hit) of AA performing a weighted 
summation of the transducers' (AA radiators) voltage 
can be written as 

V{t) = Y{t)W'^, (6) 

where 7 (O = A^ (i) + Yfk^x ^^Uk (i) is a vector of 

signals on the AA radiators output; 5^. is a row vector 
with a dimensionality of 1 x M whose elements are 
defined by the following relation, 
Snd- = exp[-iK.{x,„ cos(v?j,) + 2/,„ sin(v?i))]; Ui.,{t) 
is a function describing temporal dependence of the 
A;-th signal; W — ['Wi,...,wnf] is a row vector of 
weight coefficients; x,„,y,„ are the coordinates of the 

m-th radiator (m = 1,M); K = 2-K/X is a wave 

number of free space; A is an operating wavelength; 
ipk is an angular position of the k -th signal source 

(k = TjCy, N{i)='[ni{t),...,nM{t)] is a signals' 
row vector of thermal noise in the radiators. Expression 
for signal power on the AA input is as follows [2]: 

1  ^ 
N{At-i) + Y^SkU,iAt.i) ■ W 

(7) 

where P„ is an averaged power in the interval; iV is a 

number of references in the interval [^1,^2]; At is a 
digitization interval. 

As all the parameters of the received signals can be 
a priori unknown then it is expedient to use Frost 
adaptive algorithm with protection of the main maxi- 

mum to form the RP "zeros". In this case the weight 
coefficients' vector is defined by the relation [3] 

W = {A*R-'A'')~'R-'A^, (8) 

where ^, * are the signs of transportation and com- 
plex conjugation, respectively; ^ is a row vector with 
dimensionality of 1 x Af, whose elements are num- 
bers a„, = exp[in(a;,„ cos(v?o) + Vm sm{(pQ))]; ipQ 
is an angular position of the RP main maximum at 
some time; i? is a signals' covariance matrix with 
dimensionality of M x M defined by the accumula- 
tion for the temporal sampling of the duration equal to 
the oscillation period with the following formula: 

R = Y^{t)Y*{t). (9) 

The comparative analysis of wavelet-denoising algo- 
rithms will be demonstrated by the example of the circular 
AA consisting of M = 25 radiators with a simultaneous 
reception of ii' = 2 signal sources. The AA radiators are 
placed on the circle whose radius is 2A with a step of 
0.5A. The temporal dependence Uk{t) will be assumed 

to be equal to Uiit) = ^J^cos{u!t), respectively; 

Pj, P2 is power of the first and the second signal sources, 
respectively; duration of the temporal sampling when 
forming the elements of the matrix R is equal to the sig- 
nals' oscillation period. TTiermal noise is modulated with a 
sequence of random numbers distributed by the normal 
law with a zero mathematical expectation and mean 
square deviation a. 

Relation of the first signal power to thermal noise 
power is as follows: 

Q = lgiP2/<^' (10) 

When realizing the algorithm it is convenient to use 
the relation 

(11) 

The signal power on the AA output depending on the 
angular position of the RP side lobe (po in the angles' 

sector (/?o € [0°,90°]  is investigated. Let the signals 

arrive from the directions ^ = 20° and ^2 = 80° . 

4. SIMULATION RESULTS 

To estimate the efficiency of the wavelet denoising 
methods the dependence of the difference \s{t) - s{t)\ 
mean square error value on the signal/noise relation 
Q was used, where s{t) is the signal without noise; 

s{t) is the estimate after reconstruction with the 

above mentioned methods (Fig. l).The following pa- 
rameters' values were used: fiducial probability 
a = 0.95 , wavelet Daubechies h2 with the values of 
the filter coefficients equal to 0.3415 0.5915 0.1585 
-0.0915 when realizing algorithms. The dependence 
given in Fig. 1 is the result of averaging of 200 inde- 
pendent experiments. 
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5. CONCLUSIONS 

Efficiency of the signal arrival angles definition was 
investigated through the utilization of the adaptive 
antenna array using different algorithms of denoising 
with wavelet transformations. Analyzing the obtained 
results it may be concluded that using different meth- 
ods of denoising it is possible to obtain different de- 
grees of signals' procession depending on different 
requirements. 

The comparative analysis of the algorithms' effi- 
ciency was performed using as an example the algo- 
rithms   for   discriminating   non-correlated   signals 

10 2030405000 70 0090 
yt/ioBOe nonowiwe r/iasHoro /lenecTKa ;]H w. rpaA 

Fig. 3. Dependence of signal power in the AA out- 
put on the RP main lobe angular position 
with Pi = P-i 

applying the adaptation methods with formation of the 
radiation pattern "zeros" in the directions of sources 
of signals falling outside the main minimum. The 
simulation results given in Fig. 3 demonstrate an in- 
crease of 5-10 dB in the signals' sources angular po- 
sition definition efficiency through the use of the 
developed algorithm depending on the fiducial prob- 
ability level and the used type of wavelet. 

The immediate more precise quantitative results in 
increasing efficiency of the signals' sources angular 
position definition are the object of further investiga- 
tions with different wavelets and fiducial probability 
equations. 
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Abstract 
Application of the method of least squares for parameter estimation of exponential 

signals for processing data received by antenna array on several samples of observa- 
tions has been considered. Effective algorithms of this method have been proposed; 
the explicit analytical expressions of the first and second derivatives of objective 
function of the least squares method have been obtained. Accuracy properties of the 
method and results of the method application for determination of parameters of 
moving sources are presented. 

Keywords: the adaptive arrays, exponential signals, method of least squares, 
quasisolution searching. 

1. INTRODUCTION 
Target location by means of antenna arrays data proc- 
essing is one of basic problems in modem radiophysics. 
It is a key problem to estimate parameters of exponen- 
tial signals using the several samples of observations at 
presence of various noise perturbations (Stoica and 
Shannan, 1990). Its solution allows one to determine 
natural frequencies and directions on sources of radia- 
tion and reradiations in many applications of radar, 
radio astronomy and radiophysical measuring, mobile 
(SDMA) and satellite communication. 

The traditional approach for parameter estimation 
of exponential signals on observation sample is use of 
methods of parametric spectral analysis. The ability of 
Fourier transform to fulfill angular or frequency 
separation of signals from sources is restricted by size 
of sampling in accordance with Rayleigh criterion. 
High resolution is ensured with use of maximum 
likelihood method, which is reduced to the method of 
least squares under realization of some requirements. 

However use of the method of least squares for pa- 
rameter estimation of the additive exponential model 
guesses the solution of complex problem of finding of 
global maximum of non-unimodal function of many vari- 
ables that demands the considerable computing resources. 

In this paper an opportunity of the realization of ef- 
fective procedure of parameter estimation of exponen- 
tial signals on several samples of observations has 
been considered and accuracy properties of the sug- 
gested algorithms are analyzed. The suggested method 
is tested on readily available experimental data with 
the purpose of comparison with other methods. 

2. PROBLEM STATEMENT 
Let plane waves from several sources fall on the linear 
equidistant array with N sensors and with step d. 

Let's assume, that the source can differ as a frequency 
fg (g = 1,2,...,(3) and an angle ^y (p = 1,2,...,P) 
between a direction on source and an axis of array. 
Let's inject a combined parameter of m-th source tak- 
ing into account two specified factor: 

Wm = l^gp = 2Trfg cos/3y, (1) 

where m = q + Q{p -1); M - QP . Then the phase 
delay of wave from w-th source for two next sensors is 

A</3,„ = w,„ djc = Lo„At, (2) 

where c is velocity of wave. At = d/c. 
Let's guess that for determination of parameters of 

sources a mafrix X from K sequential snapshots of 
output signals from array with A'^ sensor is formed as 

( Xu      Xi2     ...    XiK) 

X =    Xi    X2 XA- 

^■21    a;22 X-IK 

(3) 

In case of propagation of plane waves from the 
sources a received signal can be presented by the fol- 
lowing model: 

XM(W,R) = E(W)R, (4) 

where   E(w) = [5^   e2   ...  ej,^]   is   a   matrix   of 
exponential with columns 

e,„ = 1 exp{-jAip,„) ... exp(-j(iV-l)Av7,„)    , 

R = [rj   5=2   ...  r^ I   is matrix of amplitudes with 
rj^f^,]^ . Thus, A;-th signal columns  r,. = fr„.   r,,. Ik    '2k 

of the array of sensors can be noted as 
M 

XA: - X] ''"'*^^'» + V;L. = E(w)r<, -F v^,,    (5) 
m=l 

where Vj. is a column vector with Gaussian white noise. 
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The vector w = [wi cj-i ... a;^/] determines a form 
of the matrix E = E(Ci). For estimation of directions of 
arrival of waves and its frequencies the determination of 
vector w = [w] uj-i ... u)nf] with source parameters is 
required using the received signal X. 

3. EFFECTIVE METHODS OF THE SOLUTION 

OF THE PROBLEM 

3.1.    SOLUTION OF THE PROBLEM BY METHOD 
OF LEAST SQUARES 

Because the level of the noise and non-informative 
deterministic components in signal X may be consid- 
erable, in many cases the classical solution of inverse 
problem can not exist and have not sense. Therefore 
for determination of values GJ it is necessary to use 
generalization of concept of the solution of an inverse 
problem - quasisolution. For this case the quasisolu- 
tion searching is reduced to finding values w and R, 
which minimizing a functional of a discrepancy 
/9(XM(W,R),X). This discrepancy is defined as the 
Euclidean distance between X;i|(w,R) and X. 

From the point of view of statistical perfomiances the 
high resolving ability is ensured with use of maximum 
likelihood method, which at realization of some require- 
ments is reduced to method of least squares. Therefore the 
method of least squares used in this paper. It consists of 
finding of such values of matrix R and vector io, which 
minimize discrepancies between model and all K snap- 
shots of signals from array of sensors. Thus, objective 
ftmction of next form was subject for minimization: 

p(w.R)=-X;||x,-E(w)ii.|  = . 
^ k=\ 

(6) 
The parameters rj are included in model (5) line- 

arly and the method of least squares determines their 
best values as 

\-i ii(w) = (E"EpE"x, =H-'g,, (7) 

where H = E"E is Gramme matrix for the exponential 
curves determined by values of vector w, and the vector 
gj. = E"xi. = [ej'xi. efxi.. ... e?,X;.f defines 
values of the spectral conjugate signal for values 
w = [wj u)2 ■■• I^M]- Elements of matrix H are de- 
termined by the following expressions {k,l ==l,2,...,M): 

Hi,„ = sinN 
2c 

exp 

The matrix of optimum amplitudes for K snap- 
shots of the signal from the array looks like 

R(w) = (E"E)"' E«X = E+X = H-'G,   (9) 

where E"*" = (E"E)"^ E" is pseudoinverse matrix 
for matrix E and matrix G contains values of the 
spectral conjugate signal 

G=:E"X = [g,    g2   -   gA'].        (10) 

Substituting values of optimum amplitudes (9) in 
the objective fianction (6) we obtain the objective 
function with smaller dimensionality. It depends only 
from vector w: 

where matrix P = E(E"E)"^ E" = EE* is a pro- 
jector on the linear subspace defined by vectors 
[ci e-i ... e^/]. This objective function can be 
transformed to 

/,(Ci) = ||Xl||-lX]^"PxA- (12) 

Transferring in the spectral conjugate area it is 
possible to obtain more effective view of the objective 
function for calculation 

p(i) = iixii -1-Y^w% = iixii --^Eg"^ ■ 
(13) 

For the fixed matrix X its norm is a constant. 
Therefore minimization of the objective fijnction (12) 
is completely equivalent to a maximization of the ob- 
jective function in form 

*(^) = ^E^l^P^A = trPC, (14) 

and minimization of the objective fijnction (13) is 
completely equivalent to a maximization of the objec- 
tive function of next form 

where D - {N -l)d is length of array, and 
sinN(A'^,x) is next function: s\n{N ■ x)/N ■ s'm{x). 
Let's view Hi,„ as functions S{uJi -u>,„). Elements 
of the vector gj. = [gu g-n ■■■ 9m\^ are deter- 
mined according to expression (m = 1,2,...,M; 
ifc = L2....,/<'): 

1   ^ 
9mk = 9k (w„,) = -TTE^"'- exp( j(n -1) Aiw,,,) .(8) 

^'   71=1 

A=l 

In (14) the correlation matrix of size   N y. N 

i=i    / 

3.2.   METHODS OF ACCELERATION OF THE 
SOLUTION SEARCHING 

Minimization of the objective function (15) demands 
the considerable computing operational resources. 
Searching of a minimum can be accelerated using the 
methods of minimization based on application of the 
information about the first and second derivatives of 
the objective function. This information is desirable to 
obtain in explicit form using analytical expressions. 
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For this purpose it is necessary to obtain an explicit 
expression of the derivative of the objective flinction 
(15) with respect to parameter to. The derivative of 
the objective function (15) on w,„ is determined as 

Making differentiation (16) with respect to coi the sec- 
ond derivative of the objective function can be noted as 

K 

Re   E 
d'^8 

du),,,     K k.=l 
2Re]g?H-i^ SHTT-I da     1 

OU!,n 

dcJidum      K 

+ri" 

Taking into account that at evaluation of the objec- 
tive function (15) is supposed implicit determinations 
of a vector of ampHtudes in the form (7) obtained ex- 
pression can be simplified to 

f K 

k=\ 

.2- 

^dv^idh 
duji dw,„     du. 

+ 

d'ik d'^R   ^ 
dwidui,n     dwidu!. m       } 

-    f = ^fe"H-) Sg? — r. 
5Hl 

H" 

88 

duj,„ K      [hi   div,„     dw„, ' 

finally we obtain a second derivate of the objective 
function (15) in form: 

r K 

= -Re 
k=l 

'dg, 

. du,n 
+ V,„A. 

(16) 

K 

E 
A:=l 

s% S^H 
duJiduj.. hOUJ^n dcjiduj,,,    ) 

+ 

+2 
In expression (16) the next vector is used 

dB. 

H ■-1 dg,    dR 
div.,,,     dio. 

-Ti. 

V.m<-  = 

r,nh 
doj,, 

dg,, 
M 

du) ■ - E ''ft 
dS(LJ,„ -u>i) 

">     1=1 dtj,. 

r-nik du„, 

(17) 

The matrix of second derivatives of the objective 
function (15) can be defined as: 

Q ^ IRC JE[U, + 2V,HH-1V, ]  ,     (18) 

where "V);, = [VI,,V-2I.:,...,VM^,] is a matrix of size 
M X M formed by a vector-column v,,„j. which is 
defined in (17); U^. is a matrix of size M x M with 
elements of next view {l,m = 1,2,..., M) 

In expression (17) components of the vector of deriva- 
tives dgi,. /duj,n are presented in the following form 

du>,, du),. 

jAt " 
= -Tr-Yl^nk (n - l)exp(i(n - l)Atu>,„) 

n=l 

Components of the matrix of derivatives dB./du>„ 
are defined by the next derivative 

'^Im  — lit 
d'ik 

du>idu}„,     dwiduj 

dcjidio. W^Vl 
,   I ^ m; 

2r: ink 
d'g,„k    A„ ff'Sioj,, 

dcj ,2 Z^ '»<■ 
-t^i) 

III j=l 

N2   A' 

5w! 
/ = m; 

^ = -^-^J2='„k-in-lfexp(j(n-l)Atw,„). 
<>=i 

= 5(w)IF(a;), 

For determination of second derivatives fi-om ele- 
ments of matrix H it is possible to use that 

where IFcw) = j 1— 
2c     2c 

ArotgA.-J-ctg|. 
du? du> )• 

Using the given expressions it is possible to present 
a derivative from the objective function (15) as follows: 

where 

— = -Re 
duj„,      K 

M 

K 

k=l 

dw \2c/ 

dg 'ink 

N'^ 

sin'^ITV —w 
■ 2ld 

sn.    -0. 

9w„ 

E nkS{uj„, - uji )iy(w,,, - u)i) 
(=1 

3.3.  EFFECTIVE REALYZATION OF ALGORITHM 

OF THE SOLUTION SEARCHING 

Direct minimization of the objective function (15) 
without successflil information about initial values can 
provide only infinitesimal probability of determination 
of true values of parameters of model (4). This situation 
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is a result of the considerable non-unimodal character 
of the indicated objective function and high dimension- 
ality of a problem of nonlinear minimization. 

It is possible to overcome the problem of initial ap- 
proach on the basis of the concept of the quasisolution 
within the framework of various classes of inserted 
complicated models of the investigated object: 

Ml C Mi C ... C Ml C .... 

The operator of the direct problem Xji/, (w,R) ex- 
ists for every model M; and for every model (even 
for not quite adequate) it is possible to find the qua- 
sisolution (w;,R; ), so that will be valid 

p(XM,(ai„Ri),X)>...>/9(XM,(Co„R,),X)>.... 

Complication of the model can be realized, for exam- 
ple, by increasing of the order of the model. It is sup- 
posed that for simpler model its natural quasisolution 
may be found easier than for more complicated one. 

Thus, the use of a chain of inserted complicating mod- 
els allows us to solve of a problem of a choice of initial 
values: the quasisolution of (/-l)-th stage can be used as 
initial values at quasisolution searching of/-th stage. 

The algorithm of sequential overgrowth of the order 
of the model has been implemented that allows us to use 
standard methods of local optimization for the search of 
quasisolution. Three alternatives of the algorithm which 
are differed by the selected method of minimization of 
the objective function and, accordingly, by the type of 
the necessary information were considered: the algo- 
rithm 0 is based on simplex method of Nelder-Mead (it 
uses only values of the objective function); the algorithm 
1 is based on quasi-Newton method BFGS with cubic 
linear searching (it uses values of the objective function 
and its first derivative); the algorithm 2 is based on inte- 
rior-reflective Newton method (it uses values of the ob- 
jective flinction, its the first and second derivative). 

4. RESULTS 

Accuracy properties of surveyed algorithms have been 
calculated for classical test example of Tufls and 
Kumaresan (1982) to provide an opportunity of compari- 
son with other methods. The model with two uncorre- 
lated Gaussian sources (M -2) with equal power 

(r^. =1;     r2t = expf J'TTM))    with     U\=2TT-0.5; 

Ln-i - 277 • 0.52; N = 25 and with number statisti- 
cally independent snapshots A' = 10 was used. Means 
{J;i,cD2} and variances {cr^, ,(T2,^} of estimations of 

the component of the vector u were computed using 
results of the estimation for 1000 various noise realiza- 
tions of the matrix X. The mean square error of estima- 
tions 

2 

0 ^—1 \   "■' + k» w, n 
' 111=1 

was computed for the comparative analysis of algo- 

rithms. The obtained dependences 101og(e;jYA^A<) 
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Fig. 1.   Dependence mean square error of estima- 
tions on signal/noise ratio. 
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Fig. 2. The estimation of trajectory of the moving 
source. 

on a signal/noise ratio for various realizations of the 
algorithm (0 - algorithm 0; 1 - algorithm 1; 2 - algo- 
rithm 2) are presented on Fig. 1. 

Practical opportunities of the surveyed approach 
were explored in the test problem of determination of 
an angular trajectory a = 77/2 - /3i of moving 
source using the experimentally obtained snapshots of 
the signal fi-om the 6-element array (UW STAT), 
which has offered Pierre, Scott and Hays (1997). It 
enables to compare the suggested method with other 
methods, which were tested on these data. The data 
set no. I with one moving source with constant veloc- 
ity has been used. A sliding window with A' = 60 
snapshots was used to estimate the source trajectory. 

The true source trajectory (1) of the moving source 
and restored (2) using the measurement data by means 
of surveyed method are presented on Fig. 2. 

The obtained results have confirmed an opportunity 
of an effective use of surveyed method, and not only 
for determination of parameters of stationary sources, 
but also a trajectory of the moving source. 
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Abstract 
Synthetic aperture radar interferometer provides three-dimensional information by 

using the phase as an information source. An interferogram contains the amplitude as 
well as the phase information of a SAR image pair. The resultant phase of the inter- 
ferogram is only measured modulo 2TI. To calculate the elevation of each point it is 
necessarj' to add the correct integer number of phase cycles to each phase measure- 
ment. The problem of solving this 2'K-ambiguity is called phase unwrapping. On the 
one hand decrease of the interferometer's carrier frequency causes larger altitude 
variation which can be resolved without ambiguity. However, on the other hand de- 
crease of carrier frequency causes decrease of accuracy of the relief altitude estima- 
tion. This contradiction may be resolved for example in the multi-frequency 
interferometric system, but it is expensive. This paper presents a method for the 
phase-ambiguity resolution in the two-frequency interferometer. By multiplying sig- 
nals with different carrier frequency, it is possible to resolve phase-ambiguity as well 
as provide high-precision of relief altitude estimation. This work presents an analytic 
equation for the errors in the InSAR, for the carrier frequency calculation. The mod- 
eled results show accurate relief estimation as well as phase ambiguity resolution. 

Keywords: SAR, Interferometer, Phase unwrapping, Multibase SAR. 

Radar interferometry is a technique for extracting 
three dimensional information of the Earth's surface 
by using the phase content of the radar signal as an 
additional information source derived from the com- 
plex radar data. 

The general geometry of SAR interferometry is 
illustrated in Fig. 1. 

The phase difference Aip between the signals re- 
ceived from the same surface element at the two an- 
tennas positions is 

A<flr,h{r)] = kD^^^, (1) 

where k = —- = — -wave number; A- the wave- 
A       c 

length; WQ- carrier frequency; H- SAR altitude; 
D - interferometer base; RQ - slant range; r - surface 
coordinates. 

Signal in the interferometers of antennas 1 and 2 
may be written 

u,{t) = IiejF[r,X{r)pit,r)S,[t - rit,?)] X 

xexp{jwa[t - T{t,r)]}dr + ni(t) 

u,{t) - ^JF\r,\{r)p{t,r)S,\t - T{t,r) - r] x 
(2) 

xexp{jwo[i - T{t,T) - T])dr + riiit) 

where Ui, M2 - received signals; F[r, A(r)] - complex 

scattering coefficient; A(r) - electro physical parame- 

ters; G{t, r) - directional pattern; SQ - complex enve- 

lope of the signal; r(i,f)- time delay for the 1st 

antenna; T{t, r) + T^ - time delay for the 2nd antenna; 

n(t)-additive noise. 
Optimal processing algorithm may be derived from 

Fig. 1. Interferometer geometry 
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the   equation 

6 

6A(r) 

{ } - variational derivative 

{\np[u{t)/h{r)]} ^0   wliere 

With a Gaussian approximation probability density 
may be written as 

p[u{t)/X{r)] = Kx 

X exp 
T   T 

J J «(<i )K{ti, h; A(r )]u^ {t,)dt,dt^ 

where /f-constant; W\hA'-,K^)\- reverse- 

correlation matrix; lE[ii,t2;A(r)] may be found from 

the inverse integral equation 
T 

Jg[tuh;X{r)] ■ ]V[k,h;kr)]dt2 = Kk " h) ■ 
0 

Optimal processing algorithm is given by the equation 
T  T 

H 
0   0 

_ 1 
" 2 

6{u,{t,)u,{t,)} 
Hi2[«bt2;A{r)]   dtidt^ = 

6h{r) 

ReJjF*[f„A(r,)]F[r„A(r,)]x 
D   D 

Sexpijn    [HJi{r,),D])i       . 
X ^rr^T -Re | a'{ 

T  T  T   T 

6h{r,] 
r) X (3) 

xexp{jn{H,h{r).D])J f J J S;,{t„n)■ 
o  0 0 0 

Wn\ti-t.ukr)]Sp2{tur)Sp,{t,,ri) 

" u[^2 •, h'-<K^)]^*P2ih' r)dt^di2dt4tidrdT\dr.2 

The solution, which gives optimal processing algo- 
rithm in the interferometer, will be 

T T 

Yj^y{r) = JJu,{t,)Wu[tuiyAr)Mt'.ur)df,dt, x 

" " (4) 
T   T 

x//«,(<i)IF,2[<„t,,;A(f)}S;(t,,f)rf/,i*,, 
0   0 

where Spiit^.r) - point signal. 
As we can see from the last equation proposed al- 

gorithms differ from the classic SAR interferometer 
algorithm. The most important operation is the de- 
correlation   of the   input   signal   by  the   function 

ni2[«i,tt;A(r)] and further matched filtering with the 

point signal Spi{f,r). 
An interferogram (left part of the equation (4)) for 

the proposed algorithm (as well as for classic process- 
ing algorithm) contains the amplitude and the phase 
information of a SAR image pair. The phase differ- 
ence is used to determine altitude of the surface point. 
The resultant phase of the interferogram, which is 
directly related to the topography, is only measured 

Fig. 2. Modelling results 

modulo 2-n. To calculate the elevation of each point it 
is necessary to add the correct integer number of 
phase cycles to each phase measurement. The prob- 
lem of solving this 27r-ambiguity is called phase un- 
wrapping. 

This problem appears independently of the inter- 
ferometric processing method. Altitude ambiguity- 
interval mainly depends on base and wavelength. 
Moreover, it is obvious that for classic interferometer 
altitude ambiguity interval and its measurements pre- 
cision is in a contradiction. The more phase measure- 
ment precision (smaller base or smaller wavelength) 
the more uncertainly, and vice versa. 

There are many different methods for the two- 
dimensional phase unwrapping. However, most of 
them require additional (a-prior>') information or 
some empiric assumption. Therefore, in the classic 
interferometer it is impossible to provide high preci- 
sion of the altitude measurements without uncertainty. 

If we already estimate complex image and its 
modulo (radar cross-section) and absolute phase 

exp{in[7^,/i(70]} altitude estimation may be found from 

n[f,/i(r)] = arccos   [ cos[A:P ^ ~ ^^''M.    (5) 

As we can see, it is necessary to estimate altitude 
h{r) from the ambiguous function with the pe- 

riod 27r. 
Function Cl[f,h(r)] may be estimated directly 

from the (5) as follows 

Q[rMr)] = Co± I dQ.[r,h{r)] 
dr 

(6) 

where C,) - constant denotes phase of the mean alti- 

tude H. 
Sign ± depends on the altitude behavior; if alti- 

tude is the monotone increasing function sign must be 
positive, otherwise it must be negative. 

When altitude has a constant first derivative (due to 
a-priory information) it is easy to obtain altitude esti- 
mation by using (6). Cross-section of modeling results 
are shown in Fig. 2. 
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H - h(r 
In Fig. 2: 1 - behavior of the D—_ ,_, ^. 2 

function arccos 

Mr) 

, 3-result of the 

Fig. 5. Altitude behavior 

mum/maximum     of    the     ambiguous     function 

arccos < cos( kD zf^^) 
1 Mr)   ' 

In Fig. 3: 1,3- altitude monotone increasing zone, 
2- monotone decreasing zone. In this figure: 1- func- 

tion fcZ?:^-:^, 2, 3- functions cos{kD^~^P) 
Mr) Mr) 

andsin(fc£>        } ^), correspondingly. 
^)(r) 

Functions in the equation (7) are shown below in 
the Fig. 4. In this figure: 

I                         H — h(r) 
4 - function max arccos { cos(fc D =^)} 

Mr) 

mm 
usage equation (6), without constant CQ estimation. 

However, if altitude changes arbitrary it is neces- 
sary to find what kind of the sign must be used in the 
equation (6). Therefore, we need to determine where 
altitude changes from monotone increasing to mono- 
tone decreasing. To do this it is necessary to find 
points where second derivafive of the   {}[r,h(r)] 

(d^h(r)/df^ = -^arccos |cos{Jb£) ^ "^f ^} 1) 
d?' 1 Mr)  ^]' 

changes its sign. Moreover, we have to eliminate all 

arccos { cos(fc D )} 

6- result of the space point estimation (8) where alti- 
tude changes from monotone increasing to monotone 
decreasing. 

With two-base interferometer algorithm (7) must 
be modified to 

h 
d^ arccos 

,,^H-h{r). 

df' 
and 

points where cos(A;£>- -) has a local maximum 
^()(r) 

or minimum. One of the possible methods is based on 
the next equation: 

d^ arccos 
'''^'''■^  M^)\ 

df^ 

Hr = not 
rf arccos<cos{fcD 

Ri 

-Kr)A 
,{r)   ^ 

dr ■;S2 

and 

{ not max(arccos { cos(fc£>i    ^ ^\ ^) 

and 
<notmin arccos] 

and (7) 

not m in 

{ not max [ arccos { cos(/c D ^"l 
^ M7)  ' 

arccos < cos(fcD ^-^) 
1 Mr)   ^ 

Algorithm (7) leaves out points where altitude 
changes from monotone increasing to monotone de- 
creasing  if this  space  point  is  the   local   mini- 

and 

and 

(8) 

M7) 
I      /; r. H — h{r), arccos \ cos{kDi —    _  ^) 

Roir) 

{ not max f arccos { cos(k D-, —) 
^ Mr)   ' 

arccos \ cos(kD-, :^) 
1 Mr)   ^ 

Usually it is not necessary to use all equation (9), 
quite enough to find points with first two members. 

For the modelling was used the same altitude as 
shown in Fig. 4 and simplified algorithm (7) which 
finds space points where altitude changes from mono- 

notmin 
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Fig. 6. Altitude and phase 

tone increasing to monotone decreasing with first two 
members of the (8). 

Modelling results are shown in Figs. 6,7. 
In Fig. 6 bold dotted line denotes behaviour of the 

altitude     and     1,2     denotes     space     functions 

arccos {cos(fc D^    7 .Y') \ and 

arccos{cos(A-D2 1^)} respectively. 
i?o(?) 

Results of the application algorithm (8) are shown 
below in the Fig. 6. 

In Fig. 7: 1 

tion —TT arccos Ds{fciD 
H - hjr) 

Mr) 
,2- 

func- 

func- 

tion- 
dr 

arccos coslA^D 
H (^} 

Mr) 
, 3- result of the 

1,2 logical multiplication. 
Two-base interferometer has a lower probability of 

living out points where altitude changes from mono- 
tone increasing to monotone decreasing. 
When altitude changes entail absolute phase changes 
on C ■ 27r it is impossible to fmd exact altitude with- 
out a-priory information. It is necessary to choose A 
(wavelength) and D (interferometer base) to avoid 
ambiguit>'. 

When maximum altitude jump is known Ah{r) it 
is possible to provide non-ambiguous altitude meas- 
urements for selected ranges 
Mr) e {H^,Mr^•{r)...n^n!A.\■{r)] by choosing fre- 
quency and base. 

Potential exactness of the altitude estimation for 
the great signal-to-noise ratios may be founded fi-om 

the equation cr^ 
K2^j? 

, where n denotes sig- 

nal-to-noise ratio. 
It is obvious that for classic interferometer altitude 

ambiguity interval and altitude measurements preci- 
sion are in contradiction. The more measurement pre- 

Fig. 7. Results 

cision (smaller base or smaller wavelength) the more 
uncertainly, and vice versa. 

Multi-base (in a simplest case 2-base interferome- 
ter) allow to avoid uncertainly in altitude measure- 
ments as well as provide high accuracy in the one- 
base interferometer. 

When maximum altitude jump is given for the 
smaller base (Dj) must satisfy an equation: 

•Ro.AM.V 
IMIN — /i — (9) 

■2DAh,,!,AX ' 

where BM/AX - maximal slant range for the scene; 
AftjiMA' - maximum supposed altitude jump. 
The second base fiequency (D^) must be chosen to 
provide altitude ambiguity interval less than altitude 
estimating errors on the first (Di) frequency 

i?< H)MAX 

2fD, 
< 

1 

.(24y^ 
(10) 

In this case (for given maximum altitude jump) in 
the two-base interferometer potential exactness may 
be found with the equation when D2 chosen from the 
exact equality. 

When potential exactness (variation of the altitude es- 
timation errors) is given in reverse order to above com- 
putation we can estimate ambiguity altitude inter\'al. 
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PHASED ANTENNA ARRAY WITH EXCITATION 
ADAPTIVE TO CONSTRUCTION DISTORTIONS 

U. R. Liepin, D. V. Karlov, G. A. Golovin, N. N. Petrushenko 

Kharkiv Military University, Kharkiv, Ukraine 

Abstract 
The dependencies of errors of phasing of antenna arrays (PAA) with spatial exci- 

tation from parameters of distortion of a hull structure surveyed is reviewed. The op- 
portunity of build-up of algorithms of adaptation to such distortions is rotined, 
utill izing results of built-in system of UHF of the check of PAA, the expected results 
from their application rated. 

Keywords: Adaptation, distortion of a construction of PAA. 

1. INTRODUCTION 

The solution of problems of adaptation of the phased 
antenna array (PAA) in mobile radio systems (MRS) 
to technical condition is possible when PAA incorpo- 
rates a control system of a beam (beam control sys- 
tem - BCS) of the built-in microwave array 
construction control system. Antenna construction 
distortions resulting in change of co-ordinates of ra- 
diator phase centres with respect to the designed ones 
lead to in deterioration of operation of PAA and MRS 
as a whole [1]. 

In mobile MRS, there are usually applied transceiv- 
ing PAAs with spatial excitation. For power colli- 
mation in such arrays there are used the same phase 
shifters (PS), as for the beam control. For this reason, 
it is expedient to solve the problem of definition of the 
antenna construction condition simultaneously with 
that of PAA PS diagnostics. The PAA diagnostics 
methods developed recently [2, 3] allow solving a 
complex of problems, which includes the following: 

• determine real values of implemented phase dis- 
tribution (PD) of PAA PS when acting on them 
with nominal steering signals [2, 3]; 

• determine en-ors in realization of PD in the an- 
tenna aperture taking into account the design col- 
limation correction and PS electrical lengths codes 
stored in the BCS processor [4, 5]; 

• using the results of the PD control, restore distor- 
tions of the antenna array construction; 

• make corrections to BCS algorithms taking into 
account detected changes in the antenna construc- 
tion and error in PS functioning. 

The given above list of procedures of control and 
PAA adjusting is urgent at the finite probability of 
extreme case occurrence in the process of exploita- 
tion, maintenance and transportation of MRS with 
PAA. 

2. STATEMENT OF THE PROBLEM 

Assume that the array aperture coincides with a plane 
xOy of the rectangular co-ordinate system, whereas 
the normal to the aperture is directed along a Oz -axis. 
In this case, errors of phasing of the array with spatial 
excitation at the expense of antenna construction dis- 
tortion, in accordance with [4], can be presented as: 

27r 

-j- cos Oyidy l-h,+ 

1 - K + 
A a;, ) 
id.. 

kd,, 
+ z.j cos t 

(1) 

where i £ 0,N., - 1;  k e Ny -1  is the number of 

rows and columns of PAA radiators; 
cos &.,. = sin Of. cos cp^; 
cos 6y = sin 6,. cos <p^ are directing cosines; 

5(.,Vc are elevation angle and of an azimuth 
of direction of phasing, respectively; 
d^,dy are distances between lines and col- 
umns of radiators; 
X, = id, + Ax,; y^, = kdy + Ay^. are 

Cartesian coordinates of an i, k radiator; 
Axj,Ay^, are biases of the i-th row and of the 
k -th column relative to their design positions; 
hjj. are transfer coefficients of devices con- 

verting digital codes to phase shifts (for ex- 
ample, transformers of 'code-current', power 
amplifiers and ferrite PSs [4, 5]); 
^U: = ^i = zu of- bias of the i, k -th radia- 
tor along the Oz axis. 

It follows fi-om (1), that the PAA adjustment can be 
realized with the following methods: 

• measure Axi,Ay,.,Zi^i, and remove a reason of 

Aipii; emergence by restoration of a design condi- 

tion of the array construction; 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 



U R. Liepin, D. V. Karlov, G. A. Golo\in, N. N. Pctrushenko 

• change transfer coefficients /i, j. BCS so that to 

compensate the influence of Ax,,A?/j and mini- 

mize A?;^',J • 
In PAA with spatial excitation, distortions of an ar- 

ray construction influence also on the concordance of 
conformity with their design values. 

When there is no PS in an antenna aperture, there is 
established the initial PD due to sphericity of a wave 
radiated by the feed [4] 

<Pa=-Yyxf+yl.+g-f„],       (2) 

where /,, is the distance from a feed phase centre up 

to aperture phase centre. 
The codes of phase shifts assigned for compensa- 

tion of both the phase fi-ont sphericity and the disper- 
sion  of PS  electrical   lengths   ipuj,  should  meet 

conditions 

■4>h = Va- + Vo.. • (3) 

It is expedient to include in quantity ifi^ also addi- 

tion necessar>' for compensation of a z^. divergence 

along Oz -axis. 
At the row-column control of FS, tpij,. are calcu- 

lated by the approximate relation 

fa- 
27r {id,f + (H)' 

2/,f 
= ip,+ fi,..   (4) 

It is not difficult to show, that the errors in estima- 
tion of the coliimation correction Aip,i,., when the 

array construction changes, are equal to: 

A<^a- = 
27r idjAx, + kd^y^ 

fv 
(5) 

From (5) it follows that, having obtained numerical 
estimates of A(/7, n-, it is possible to solve two impor- 

tant problems: to correct tables of the coliimation cor- 
rections and determine distortions of antenna 
construction. The numerical values of Ax,, Ay^., one 
can use, in turn, for correction of h„hi_ with the pur- 
pose of minimization of AV^,,j. corresponding to (1). 

3. METHODS OF MEASUREMENTS 

In PAA with spatial feeding, it is possible to measure <p^. 

and A(^,.n. only with indirect methods. Most rationally is 

to make this with the methods described in [2,3]. 
A method based on application of the Walsh trans- 

fonn (a DWT method in [2, 3]) consists in representa- 
tion of the antenna array amplitude-phase distribution 
(APD) by a Walsh series and in the time successive 
measurements of a series coefficients. Coordinates of a 
sounding signal (SS) source are considered known. 
Further, applying the procedure of the inverse DWT, it 
is possibility to reconstruct the APD actually realized in 
the antenna. Having compared The measured values 

ip,^. (taking into account the information about y3(,.,) 

with their calculated values one can estimate PAA con- 
struction distortions. However, in this case, unknown is 
an ability of antenna array PS to compensate the 
sphericity of the phase front with the needed accuracy. 

In [2, 3], there is proposed the adaptive method of 
measurements of a series coefficients, with which the 
phase distribution (PD) is represented, - the Newton 
method. Its essence is in organization of an iterative 
procedure of search of those coefficients of a Walsh 
series, which satisfy a condition of obtaining SS 
maximum power in the array adder. The obtained 
estimates of coefficients are recalculated in PDS and 
realized with array PS with a reversed sign. Thus, nvo 
problems are solved simultaneously: (p^- ai'e vneas- 

ured (at known ipm) and the array PS capabilities are 

assessed to minimize Aip^. down to given values. 

It is known that the measurement method basing on 
the Newton procedures form asymptotically optimum 
estimates of the measured values at an attainable 
minimum number of iterations. The versions of realiz- 
ing the Newton method at PAA diagnostics are speci- 
fied in [2, 3]. 

4. RECOMMENDATION ON APPLICATION; 

EXPECTED RESULTS 

The procedures described above can be used as basis 
when creating the microwave control and PAA ad- 
justment system built-in in MRS. The presence of the 
computer and the analog-to-digit converter of receiv- 
ing signals, being incorporated in MRS are the suffi- 
cient condition for the method realization without 
additional apparatus expenses. As SS sources, there 
can be used the sources of information signals; spe- 
cially organized SS or re-reflectors of signals radiated 
with PAA in the transmission mode [2, 3]. 

The MRS built-in microwave system of the an- 
tenna control allows the following: 

• lowering an antenna structure weight at the ex- 
pense of lowering the requirements to its rigidity; 

• bringing together the implemented and potential 
characteristics of PAA at the replacement of BCS 
element basis with more modem and precise; 

• increasing serviceability of the antenna metal con- 
struction at the replacement of PAA element basis. 
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Abstract 
The parametric estimation technique for a source emitting white Gaussian noise in 

the presence of white Gaussian noise background with an unknown covariance ma- 
trix is considered. Simultaneous estimation of both the source parameters and the un- 
known covariance matrix of noise background can be conducted when the source 
moves, i.e. its steering vector varies in time. For this scenario, the maximum- 
likelihood statistic was derived for estimation of the source power and the noise co- 
variance matrix. Simplification of maximum-likelihood equations was performed as- 
suming a great number of snapshot vectors and low signal-to-noise ratio. The results 
of stochastic numerical simulation are given in case of a point source moving across 
the uniform sensor array (it was assumed that the source track lies in near-field zone 
of sensor array) in the presence of uniform noise background and strong interference. 
The effectiveness of the adaptive beamformer using the inverse estimate of the co- 
variance matrix of non-uniform noise background was demonstrated. 

Keywords: Maximum-likelihood parametric estimation, Gaussian signal, adaptive 
beamformer. 

1. INTRODUCTION 

Parameter estimation of spatially distributed noise 
sources in the presence of some noise background is 
an important requirement in passive remote sensing, 
e.g., in radioastronomy, hydroacoustics, etc. In most 
scenarios the vector snapshots of array output in the 
case of narrow bandwidth assumed to be white zero- 
mean Gaussian noise with some A^xA^ covariance 
matrix <P where A' is the number of array sensors. 
Estimation of the parameters characterizing the 
sources: source powers, directions-of-arrival (DOA), 
etc. assumes some a priory known structure of the 
covariance matrix. Numerous issues were addressed at 
the parameter estimation for various models of co- 
variance matrix structure. Well-known MUSIC, ES- 
PRIT, and other high-resolution methods involve the 
spatial harmonic mode! of statistically independent 
sources with a uniform noise background. A lot of 
papers were addressed at the model involving several 
point sources and the unknown structured covariance 
matrix of noise background. For instance, DOA esti- 
mation was studied in the presence of unknown di- 
agonal matrix [1,2]. However, in some scenarios we 
cannot exploit any a priory structure of the covariance 
matrix, except its part concerning the spatial structure 
of estimated source (or sources). In this case, for in- 
stant, the full covariance matrix can be written as 

a> = ^oaa^+K, (1) 

where OQ is the unknown source power, a is the steer- 

ing vector depending on unknown parameters (e.g., 
DOA), and K is any unknown matrix. Evidently, the 
parameter OQ cannot be found from known full covari- 
ance matrix (1) even if the steering vector is known. 

The correct solution of the above mentioned prob- 
lem can be found when the steering vector of estimated 
source varies during observation time, i.e., the full co- 
variance matrix is non-stationary. This approach was 
proposed in [3] where the unknown covariance matrix 
of an extended moving source was estimated in the 
presence of an unknown noise background. 

This work is focused on the simplified problem: the 
maximum-likelihood power estimation for one mov- 
ing point-source in the presence of unknown noise 
background. 

2. SIGNAL MODEL 

Let A' X1 complex-valued vectors x^ stand for sensor 

array outputs, where j is the discrete time, j = l,...,J. 

These vectors assumed to be zero-mean Gaussian dis- 
tributed with the covariance matrix O^ 

E{x,xJ} = 4>,%, (2) 

where  5^y   is the Kronecker symbol,   Q^ denotes 

Hermitian conjugation, and 

O, - ^oa,af-f K , (3) 
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the vectors a^ represent time series of steering vec-     and the above mentioned assumptions, the following 
.     j    ^ .•     Tu   I „ ri ^i;u^^^     simplification of the second equation in (8) can be found tors varymg due to source motion. The log-likelihood     "'  ^^ i v / 

function for model (2) is 
j 

A(0o,K) = -^[lndeta)j +x^<S>-%] - J\n2n (4) 

K = X - 0„A, (9) 

where 

i=i 

and inserting (3) into (4) results in 
j 

A = -Jlndet/f - ^iKl + ^o^j) 
3=1 

Xj 

""IT^ + X^K-''XJ\-J\\\2TX, 

where 

w. 

(5) 

(6) 

The same simplification of the first equation in (8) gives 

j=i 3=\ 

.J -afK-'a,, Xj =afK-\. 

Therefore, a correct estimation of source power ^o 
requires simultaneous estimation of K . 

3. THE ADAPTIVE ESTIMATOR OF A 
SOURCE POWER 

Inserting (9) into (10) results in the simple nonlinear 
equation for the estimate of ^o : 

Y^{\ af (X - e,krx^ P -af (X - e„A)-'a,} 
^ j^i '^ 

f:[af(X-e„A)-'a,f 

Substituting the solution (11) into (9) gives the esti- 
The maximum-likelihood equations for estimates of    mate of unknown matrix K. 
00 andK, 

4. NUMERICAL SIMULATION 

^Q^^ " "' \gK"' j The scenario for numerical simulation is illustrated by 
,. . Fig. 1. The point source of Gaussian signal moves 

can be written as the system of two non-linear equations      ^^^^ ^ ^^.^^^ ,5^^^^ ^^^^^^ ^^^^. ^^^ ^^^^^^ ^^^^^ 5^ 

perpendicular to the array. The track parameters and 
the source velocity V are assumed to be known. 

It was assumed that the current distances r„ , be- 

j w. x.P 
1 + e„w,   (1 + e^^i^jf 

= 0, 

7=1 

-wf-(. + f^K.fl, 
where 

K -X- 0 iy^—^—fx*x a" +      (8)     tween the source and wth array sensors at 7 th time 
J .;_, 1 + Ou^, instance t^ are 

r„, = ^ri + {Vt,f + {l„ - kf 

where l„ ^ {n - {N+ l)/2)d, /7 = 1,...,A', d is 
array spacing, r^, If) are track parameters. The current 
steering vectors for this scheme are 

/ f 
Direct solution of (4) is difficult. Thus, some simplifi- ^j - \~^     ''"'% J  ' 
cation of (8) is required. Two assumptions can be ^'^ '■' 
taken into account for this simplification. The first where K = 2-Kf„/c, /o is the central irequency, and 
one is that the sums in (8) are close to the sums of ^ j^ jj^g propagation speed. 
expectations. 

^Ei J 

J 

JEE{[-]}. 
j=i -^ j=i 

when   J > 1.   The   second   assumption   is   that 
6^iU>j < 1. Note that this dimensionless parameter 

characterizes signal-to-noise ratio (SNR), and the case 
of low SNR is of a greatest importance. 

Using 

E{x>,af} - E{x-ja,xf } = {1 + eoW,)a,af, 

E{i Xj P} = '^j(l + 0,uj,), 

Noise 
background 

/ 

Noise 
background 

A .:^ 

Interference 
Source 

Sensor array 

Source track 

Fig. 1. Scheme for numerical simulation 
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Conventional beamformer Adaptive beamformer K^a'l + crla. °^ ^in-tn^m- 

-50 0        50 
     Time 

■50         0        50 
 _Time  ,_   

Fig. 2. Examples of conventional and adaptive es- 
timator outputs 

The estimates P^ of current power of array output 

in the presence of a uniform noise background can be 
written as 

P-, 
J+-'o 

ao Xj /(ao^a (12) 
1 JT./(| 

where Jj = 2JQ +1 is an average interval, and the 
constant steering vector a,) corresponds to a^ for the 

time instance tj = 0, i.e. for the minimal distance TQ 

between the source and the array. The estimate (12) 
involves a conventional beamformer with the steer- 
ing vector a(). Maximum of Pj corresponds ap- 

proximately to the source power 9(,: 

max,{Pj}~^o+(TVa^ao (13) 

Some bias in this estimate can be easily eliminated. In 
the case of arbitrary noise covariance matrix, the es- 
timate (12) should be rewritten using the adaptive 
beamforming 

3+-'o 

Pj   = 
1 

a^K- /(a,^K-iao)^(14) 

The numerical simulation of the above scheme 
was carried out for the examination of the proposed 
technique, which permits us to estimate simultane- 
ously the source power 6(, as well as the covariance 
matrix K . The estimate of this matrix is determined 
by (9) after inserting the solution of Eq. (11) into (9). 
Note that the estimation of K plays more important 
role as compared with the estimation of 6^ , since (11) 
is more sensitive to the mismatch between the shape 
of source field covariance matrix at the sensor array 
and  its model ^oa^af in comparison with (13). The 

simulation was performed for the covariance matrix 
involving a uniform noise background and the strong 
interference: 

where I is identity matrix, and 

g.    ^ f g—«K/I sin ai„        p-inlfi sin Oj,, y 

ttin  is the interference DOA. It was assumed for 

simulation        OQ =1,       a^ = 10,        af,, - 10^, 
sina,;„ = 0.7 and A'= 16. 

The results of the numerical simulation are illus- 
trated by Fig.2 for the conventional beamformer (12) 
and adaptive beamformer (14) with inserting the esti- 
mate of covariance matrix (9). 

As follows form Fig. 2, the adaptive estimator re- 
produces the increase and decrease of the array output 
power corresponding to source motion in contrast to 
the estimator using the conventional beamformer. 

5. CONCLUSION 

The maximum-likelihood parameter estimation tech- 
nique was developed for snapshot vectors of sensor 
array output in the case of a moving source emitting 
white Gaussian noise and a non-uniform stationary 
unknown noise background. The simplified maxi- 
mum-likelihood equations were derived for a great 
number of snapshots and low SNR. The effectiveness 
of this approach was confirmed by the numerical 
simulation. 
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Abstract 
Parametric estimation technique for deterministic space-time signals on the output 

of linear sensor array in the presence of white Gaussian noise with unknown covari- 
ance matrix is considered. For this scenario, the derived maximum-likelihood statis- 
tics become invariant with respect to the structure of noise covariance matrix, i.e.. 
using of derived statistics corresponds exactly to adaptive array processing. It was 
found that in the simplest case of one source and factorized spatial and time compo- 
nents of deterministic signal, the statistic can be represented exactly as the combina- 
tion of two trivial statistics: the first one corresponds to conventional time matched 
filtering and adaptive beamforming with the weight vector obtained from empirical 
covariance matrix of snapshots (I.e.. from observed mixture of noise and determinis- 
tic component), and the second one is the same statistic derived for unknown shape 
of steering vector. A stochastic numerical simulation showed that the statistic pro- 
posed eliminates some estimate bias appearing for the adaptive beamformer with in- 
verse covariance matrix of snapshots. 

Keywords: Maximum likelihood parametric estimation, adaptive space-time 
processing, adaptive beamformer. 

1. INTRODUCTION 

The widely used space-time signal model characteriz- 
ing snapshots of array output, e.g., in radar or sonar 
applications, can be represented as an additive mix- 
ture of deterministic component of known space-time 
shape with some unknown parameters (complex- 
valued amplitude, direction of arrival, time delay, 
Doppler frequency shift, etc.) and zero mean random 
Gaussian component (ambient noise, interference, 
etc.). As a rule, the estimator of unknown parameters 
is derived Irom likelihood function providing asymp- 
totic minimum of estimate covariance. Computational 
effectiveness of this approach often depends on the 
number of unknown parameters maximizing the like- 
lihood ftinction (LF). In some cases, on the first stage, 
particular LF maximum can be found analytically 
with respect to a subset of unknown parameters. Sub- 
stituting these analytic estimates into LF gives the 
estimator for the rest of unknown parameters. This 
estimator does not depend on the parameters excluded 
on the first stage, i.e., it is invariant with respect to the 
values of excluded parameters. For instance, unknown 
parameters appearing linearly in the deterministic 
component and characterizing unknown complex- 
valued amplitudes are excluded in a well-known sim- 
ple manner. A more complex problem is to exclude 
noise covariance matrix when it is unknown. Note 
that the estimator after excluding the covariance ma- 

trix becomes invariant with respect to the structure of 
this matrix, i.e., exploiting of this estimator can be 
considered as the exact form of space-time adaptive 
processing [1]. 

Parametric estimation in the presence of unknown 
noise covariance has been recently studied for some 
models of snapshot vectors [2,3] under assumption 
that time waveforms corresponding to each source are 
unknown. Therefore, the problem was formulated as 
simultaneous estimation of these waveforms and di- 
rections of arrival. This work is focused on another 
problem: simultaneous estimation of several scalar 
parameters under assumption that both the spatial and 
time shapes of deterministic component are known. 
As will be shown, this model permits us to derive the 
estimators in a simple closed form. 

2. GENERAL FORM OF ADAPTIVE 

ESTIMATOR 

Consider the case when jth Nxl complex-valued 

snapshot vector of sensor array outputs Xj can be 

modeled as 

Xj=m(<j,e)-f-^j,   j = l,...,J, (1) 

where Nxl vectors ^^ are zero-mean white Gaus- 

sian   noise   with   the   unknown   covariance   ma- 
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trixK = E{^j^f}, and A^xl vector mit,Q) repre- 
sents the deterministic component with known space- 
time shape and unicnown parameter vector G . Log- 
likelihood function for the model (1) is 

./ 
A(e,K) = -[JlndetK + ^8/K-\ +(7], (2) 

§,=x,-m,, (3) 

wherenij =in(i^,0),   C = Jln27r,  {■)"  stands for 

Hermitian conjugation. The estimate K providing 
particular global maximum of (2) is found in a trivial 
manner (see, e.g., [4]) 

K = l£6,8/ (4) 
•^ 3=1 

Inserting (4) into (2) gives the statistic which is in- 
variant with respect to the structure of noise covari- 
ance matrix: 

e = argmaxo7;:(e); 

2;:(e) = A(e,K) = -JlndetK-J-C        (5) 

where 6 is the maximum-likelihood estimate of pa- 
rameter vector. Equations (3)-(5) represent general 
form of adaptive estimator. Note that (5) has a similar 
form to the statistics proposed in [2, 3], however (5) 
represents the exact form of maximum-likelihood 
statistic when the space-time shape of deterministic 
signal is known. 

Evidently, Eq. (5) cannot be interpreted in terms of 
beamforming and matched time filtering. This interpre- 
tation can be given for simplified model of determinis- 
tic component with factorized spatial and time signals. 

3. FACTORIZED MODEL OF SPACE-TIME 

SIGNAL 

The simplest model of deterministic component in the 
case of one source and narrowband received signal 
can be formulated as follows: 

nij = 6'oasj, (6) 

where a is a steering vector, 5^ is time series, and ^o 

is the unknown complex-valued amplitude. It is as- 
sumed that both the spatial and time multipliers in (6) 
depend   on   unknown   parameter   vector Gj,   i.e., 

6^ = (^o.6f), where T denotes transpose. It is as- 

sumed that J-'^J2,\sjf = l. 

Implementation of the model (6) results in the 
following transformation of (4) 

K = X + (^oa-y)(^„a-y)^-yy^,        (7) 

where 

Note that y represents array output after conven- 
tional matched time filtering, and X is the empirical 
CO variance matrix of snapshots that are mixture of 
noise and deterministic component. Substituting (7) 
into (5) gives 

Ti(GiA) = Jln[detX• T,^o(QiA)]-J-C,  (9) 

where 

Tifi = (M;W - l)Maa - I 1 - M„, P, (10) 

/i„„ H 00 f a^X-^a,    M,, = y^X-V, 

Further maximizing of (10) with respect to 6Q re- 

sults in the estimator of Gj: 

Gi=argmaxe^ry(Gi), 

ru(9i) = y.o(ei,4)-i = ^  _""    ,   (11) 

where 

T 
|a^X-\yp 

(12) 

1 ■' 1 •^ 

-' 7=1 "^ 7=1 
(8) 

a^X-^a   ' 

7;=y^X-iy (13) 

We have found that the maximum-likelihood esti- 
mator (11) of parameter vector Gj is the simple com- 
bination of two well known statistics (12),(]3) used in 
radar applications for evaluation of probabilities of 
false alarm and detection [1]. The first one is the 
adaptive beamformer combined with conventionally 
matched time filtering. The second one corresponds to 
incoherent spatial processing which can be employed 
when the shape of the steering vector is unknown, i.e., 
if each element of a is an unknown parameter. Note 
that maximization of (11) with respect to a yields the 
estimate a = y and the exact equality 

T^,i=T, (14) 

When only spatial signal parameters appearing in 
the vector a are unknown, their estimation can be 
performed using (12) since (11) is the monotonous 
function of 3^, _,. Another case of unknown time pa- 

rameters appearing in the time series Sj  (or when 

both the spatial and time parameters are unknown) 
requires simultaneous exploiting of both the Eqs. (12), 
(13) combined according to (11). Although (12) can 
be also used in this case, estimation performance be- 
comes worse as compared with (11) as follows from 
numerical simulation. 

Numerical stochastic simulation was performed for 
evaluating of estimation performance of the statistics 
(11), (12), (13) for uniform linear array. This simula- 
tion was conducted under assumption that K = cr^I, 
where I is identity matrix. The estimation of frequency 
/ was modeled, and source bearing was assumed to be 

known: Sj=exp2mftj, a„ = exp(iL4n), N = 32, 
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25       30    , 35 
SNR„,dB 

Fig. 1. The ratios <T//A/ (log-scale) versus output 

SNR for the statistics (11) -*, (12) -D, 
(13) -V, (15) -A and CRLB (dashed line) 

J = 128 (the parameter vector Gj is represented by 

one scalar parameter/). The RMS of frequency esti- 
mate aj was computed for the statistics (11)-(13) and 

for the statistic T,l^J, 

jC") = I 

a^a 
(15) 

assuming the uniform noise covariance matrix is a 
priory known. The simulation was performed with 
~ lO'' samples. The ratios aj /A/ versus output sig- 

nal-to-noise ratio SNRi) 

SNR„ = 20 log \eo\/a +10 log ATJ [dB], 

are given in Fig. 1 with the Cramer-Rao lower bound 
(CRLB). Here, A/ is the resolution in the frequency 

domain: A/"' -T ^J, T is observation time, and 
CRLB corresponds to the scenario with the known 
uniform covariance matrix. 

As follows from Fig. 1, the statistics (n),(13) pro- 
vide RMS of estimates close to CRLB when 
Sh%t > 20 dB. On the contrary, usage of the statistic 
(12) leads to some bias in the estimate; the difference 

between RMS and CRLB increases with increasing of 
the output SNR. This fact can be explained by presence 
of deterministic component in snapshots used for com- 
putation of empirical covariance matrix X. However, 
the difference between (11) and (12) is negligible in 
some range (~ 18...25 dB) in the neighborhood of the 
output SNR corresponding to sharp increase of RMS. 

4. CONCLUSION 

Maximum-likelihood estimator for the mixture of 
deterministic space-time signal with known shape and 
white Gaussian noise with unknown covariance ma- 
trix is proposed; this estimator does not depend on the 
structure of arbitrary noise covariance matrix. For the 
simplest case of one source and factorized space-time 
signal the estimator can be represented exactly as the 
combination of well-known statistics: adaptive beam- 
forming combined with conventional matched time 
filtering and spatially incoherent processing. Numeri- 
cal simulation has confirmed that the estimator pro- 
posed has improved performance as compared to the 
well-known adaptive beamformer. 
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ADAPTIVE ALGORITHM OF FILTRATION OF 
TARGET TRAJECTORY PARAMETERS 

Karlov V. D., Rafalskiy U. I., Yarovoy S. V., Petrushenko N. N., Chelpanov A. V. 

Abstract 
The algorithm of filtration of the targets trajectory parameters which provides detection 

and recognition of abnormal situations and target manoeuvre and selection of abnormal 
observations, measurement and the registrationof acceleration at target manoeuvre and in- 
creases an accuracy of the target trajectory parameters estimation is considered. 

The use of a deterministic trajectory model during 
tracking targets leads to the non-optimum filtration of 
its parameters, what, in its turn, reduces a noise stabil- 
ity of the tracking regime. 

Under real conditions the difference between the 
parameters of a target trajectory and the deterministic 
model is stipulated by the presence of abnormal situa- 
tions (due to failures of the measuring equipment) and 
by the target manoeuvre. 

The account of a possibility of abnormal situations 
(AS) and manoeuvre of the tracked target leads to the 
necessity of widening an effective filter pass band 
and, hence, to worsening the accuracy performances 
when estimating trajectory parameter of non- 
manoeuvring targets. 

The algorithms of filtration of parameters of a tar- 
get trajectory which are most similar to the proposed 
one, are described in [1, 2]. Their key feature is a too 
cumbersome scheme and therefore, a considerable 
scope of evaluations to be carried out. 

The authors have tried to avoid shortages of similar 
algorithms in the offered algorithm [1, 2]. The detec- 
tion and recognition of AS and the target manoeuvre, 
the AS selection, measurement and account of accel- 
eration at the target manoeuvre is implemented in the 
algorithm. Thus, the accuracy of estimation of target 
trajectory parameters has been increased. 

The sequence of the information processing can be 
divided into two stages. 

At the first stage, the recurrent filtration of meas- 
urements over basic points {i = l,2,...,n) with an 
estimation of current values of target trajectory pa- 
rameters (coordinates and derivatives) xu, Ji,:and 
errors correlation matrix (ECM) t/j, is carried out in a 
Kalman filter. Besides, the sequence of tracking dy- 
namic errors - mismatches between the measured and 
extrapolated values of parameters (values of discrep- 
ancy) Zii is formed. 

At the second stage of processing in a Kalman fil- 
ter, the accumulated sequence of measurements be- 
ginning       from       the       last       basic       point 

Vi = Vn-i+i ij = n - i + 1) with an estimation of 

trajectory parameters (X2j, hj, y-ij, Z-ij) is filtrated. 

Then, the aggregate sequence of absolute values of 
discrepancies relevant to basic points is formed: 

Zci=\Z^i\ + \Z.2,,_,^^\. (1) 

It is necessary to recognize abnormal discrepancies in 
the obtained sequence of discrepancies Z^i, and by their 
values the solution about the presence of AS or target 
manoeuvre has to be made. TTie analysis is carried out 
over samples 5^, in a "sliding" m-size window: 

E: ^ci > (2) 

where k = m,m + l,...,n . 
The size of the window is defined by an amount of 

abnormal discrepancies caused by AS (or target ma- 
noeuvre). As a rule, one AS causes occurrence of two- 
three abnormal discrepancies [3]. Taking into account 
that the analysis is conducted over a sequence of aggre- 
gate values Z^i, the number of abnormal discrepancies is 
doubled and the size of the window m has to be chosen 
five, i.e. m = 5 (in primary sequences, the abnormal 
discrepancies are located on different sides from AS). 

The solution about the presence of AS is made 
when values S,, exceed some threshold ^o : 

Sk > So . (3) 

If there are several such values (in succession), the 
maximum one is taken: 

S,. = max {S/;} . (4) 

Taking into account shifting by m/2 of a serial 
number of maximum sample S., with respect to the 
number of AS, there is taken the AS number equal to 

^ = r-2. (5) 

The AS selection is carried out by assigning a 
weight of P^ =0 to AS with the number ^ . 

The abnormal discrepancies take place even in the 
case of target manoeuvre at the discordance of a real 
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target trajectory with the chosen model (degree of an 
approximating polynomial). 

Therefore, in the case of exceeding a threshold of a 
detection S^. > SQ , the additional analysis on the 
presence of target manoeuvre is necessary. 

The basic feature of parameters of maneuvering 
target trajectory is that the values of estimations of 
their modification rate x^ differ on intervals under 
observation, which are located before the manoeuvre 
area (at i = 1,2....,^ -1) and after it (i = ^ + 1, 
^ + 2,...,n),  i.e.  the  component  of acceleration 

g — x^ takes place. 

Therefore, the manoeuvre detection is carried out 
by comparison of the threshold go with a value of 
acceleration: 

Qi > 9i), (6) 

where g^ = x^+\ -x^-i, ic-i,i(+i are current esti- 

mates of the rate obtained at a filtration of direct and 
inverse sequences of basic points of the target trajectory. 

In order to define the quality performances of AS 
detection or target manoeuvre, it is necessary to know 
the distribution law of discrepancy values in the pres- 
ence and absence of the perturbing factors. 

In the absence of AS "the updating process" Zi is 
white Gauss noise with a mean value and variance 
equal to [3]: 

Ml2] = 0;    Diz] = l.5al, (7) 

where aj isthe variance of separate measurements. 
For sample of m aggregate discrepancies 5j. we obtain 

Ds = 3m(T.?. (8) 

In the presence of perturbations (AS, manoeuvre) 
there is a bias of discrepancy values A„ = M[S^,], 
according to the magnitude of a measuring error or 
manoeuvre intensity. 

For a measurement error 6 the mean value of an 
abnormal discrepancy makes the magnitude [3]: 

tive  distribution  function  of the  normal   random 
variable: 

^.=\s. (9) 

The mean value of the discrepancy due to the target 
manoeuvre with intensity g varies according to a 
square component law [3]: 

TH^-0'9 A„, = v'(i)- 
12 

(10) 

where T is the rate of the information updating; ^ is 
the number of a basic point relevant to the beginning 
of manoeuvre; (p(.i) is the smoothing function. 

The AS probability of false detection (or manoeu- 
vre) can be presented through an integrated cumula- 

Correspondingly, the AS detection probability is: 

Pn = F M    J 
where 

1     r       i   i' dt. 

(12) 

(13) 

The threshold magnitude So is choosen basing on 
the specified probability of false alarm. 

It is possible to estimate the positive effect achieved 
with the proposed algorithm in the following way. 

First of all, the estimation accuracy increases at the 
expense of removing AS from a sequence of filtrated 
basic points. 

Second, at manoeuvre detection, estimation and tak- 
ing into account acceleration, the trajectory parameters 
are determined with the higher accuracy, since the 
square-law component is taken into account (10). 

Third, at the two-sided filtration, as compared with 
the recurrent algorithm, the size of measuring sample 
used during processing increases. Because of this, the 
accuracy of trajectory parameter estimations and reli- 
ability of AS and manoeuvre detection increases. 

Quantitatively the gain B in the potential accuracy 
of the smoothed estimation at two-sided filtration as 
compared with usual recurrent processing can be es- 
timated with the help of a variances ratio [4]: 

D^     - 2 

A2 
B = 2 (14) 

H-VTTg' 
where D,], Dj.2 are estimation variances at one-sided 
and two-sided filtration of measurements, respec- 
tively; q is the signal/noise ratio at carrying out the 
measurements, which defines the variance of separate 
samplings. At q > 1, value B tends to two. 
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SIGNAL PROCESSING USING METHODS OF 
DIMENSIONALITY REDUCTION OF 

REPRESENTATION SPACE 

Popovskiy V. V. 

Kharkiv National University of Radio Electronics, Department of 
Telecommunicaqtiona Kharkiv, Ukraine 

Abstract 
The universal method of processing of signals with the help of downturn of their 

dimension is considered 

1. INTRODUCTION 

It is known [1,2] that transfer from one-dimensional 
signal presentations S{t) to 2 or more dimensional 
enables to involve additional physical parameters and 
properties, extending possibilities on their modula- 
tion, processing, increasing interference-free-feature, 
etc. Thus, [1, 3] for n -dimensional signals such im- 
portant properties as polarization and level of this 
polarization, coherence and level of coherence, can be 
indicated. For the signals, extending presentation in 
the time and frequency domain, it is possible to get 
the time-bandwidth product B = AF • r >> 1, 
where AF is the occupied frequency content, ris 
the duration of information pulse. 

2. THE ESSENCE OF THE METHOD 

Random signal processing in a common case is re- 

duced to getting presentation of this signal S{t) from 
the set of its presentation {S} to the set of its solu- 
tions {i?}, as a riile, consisting of the determinate 
values: 

-    -" (1) yR 

Dimensionalities (dim) of sets {5} and {i^} can 
coincide or can be different. It is known from the the- 
ory of sets that presentation (1) in 

dim{fi-} > dim{i^} (2) 

is confluent and in a common case is connected with 
information loss. However, in practice the presenta- 
tion of (2) type is often used in reception and process- 
ing of communication signals. So, in usual meeting of 
the conditions in reception dim{i?} = 1 (single-fold 
reception) use of space or other method of diversifica- 

tion onto N - branches, when S{t) = {S-^{t),S■2{t),... 

...,S{^{t)y, is a confluent presentation of space val- 
ues of random A'^-dimensionality signals into one- 
dimensional space of solutions {5"} in the output of 
the count detector or demodulator. The positive prop- 
erties, obtained by this, are as follows: fading depths 
on the count detector output in comparison with fad- 
ing in independent reception branches enable to im- 
prove the equivalent signal-interference situation by 
dozens decibels. 

Presentation (2) of such a type takes place in the 
space-time processing of signals using adaptive an- 
tenna arrays (AAP), aimed at space-concentrated in- 
terference elimination ^(t). If on the input of each of 
the antenna elements AAP the disfribution density is 

'>^iS{t)/iit),t), then we obtain conversion of the 
density to the presentation 

^iS{t)/m,t) = w{S(t),t), (3) 
on the total count detector output, that enables further 
using of standard methods of optimal decision-making 
(integral reception, reception using the matched filter, 
etc.) Fig. 1 shows common structural diagram of N - 
element AAP with the amplification weight factors 
W(t), forming vector w{t) = iwi{t),W2{t},... 

...,W;^{t)f, included into each of Nreception branches. 
Figure 2 shows general structural diagram of recep- 

tion of A^-position broad-band signal (BBS) S{t). 
When using N- position pseudorandom sequence 
(PRS) and when this PRS coincides with the reference 
one, the equivalent signal-noise ratio on the output of 
the total count detector in the known PRS increases 
by the base times. By this increasing of interference- 
free-feature of reception is achieved by the base times. 
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Fig. 2. General Structural Diagram of A^ Position Signal Reception 

Comparison of algorithms on Figures 1 and 2 
shows closeness of their structural diagrams. The al- 
gorithm of signal reception with the transversal filter 
is reduced to the similar type of diagrams. We can 
indicate a number of other algorithms where presenta- 
tion from N - dimensional to one-dimensional space 
is made with acquiring useful properties. 

From the mathematical point of view [4], selecting 
such presentation (2) and obtaining statistics (3), we 
achieve fijlfillment of sufficiency of this statistics. 
Thus [4], if the interference parameter 6 of the condi- 
tion of getting the sufficient statistics t, not dependent 
on 6 ,is calculated as follows: 

M { c{v)} = J c{v)h{x I t)g{t I e)dx =       ^^^ 

= M{M(c(t;)/i}, 

where mathematical expectation  M{-}  beyond the 
braces is taken by distribution of t statistics. So, 

fiinction from t  M{c{v)/t) does not depend on 9, 

because t - sufficient statistics. 
This work has methodical, generalizing nature, and 

is aimed at drawing the attention of specialists and 
scientists to the unity of the definitions and solutions 
of the problems, connected with N-dimensional pres- 
entation and confluent presentations. 
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ADAPTIVE ANTENNA ARRAYS IN THE AUXILIARY 
RECEIVING CHANNEL OF THE INTERFERENCE 

COMPENSATOR FOR USER RADIOACESS 
SYSTEMS 

Kolyadenko Yu. Yu. 

Department of Telecommunicaqtiona, Kharkiv National University of Radio 
Electronics, Kharkiv, Ukraine 

Abstract 
The principles of construction of adaptive interference compensators for user ra- 

dioaccess systems are considered. It is proposed to use the adaptive antenna array in 
the basic receiving channel, which will allow adjusting zero of the radiation pattern in 
a direction of arrival of a useful signal. The analysis of the efficiency of the adaptive 
interference compensator with the adaptive basic receiving channel is carried out. It 
is shown, that the efficiency of such an adaptive compensator is constant at any di- 
rection of a signal arrival except when angles of arrival of the signal and interference 

1. INTRODUCTION 

User Radioaccess Systems (URAS) have come into 
growing popularity. They received the most applica- 
tion in organization of local networks, where owing to 
small distances one can manage with signal levels of 
less than 1 W. These powers are so small that they 
practically do not create interferences for other sys- 
tems. This circumstance enabled authorities regulat- 
ing a radio-frequency spectrum to allow the work of 
these systems without license and registration at range 
domains allotted for the work of industrial, medical, 
domestic devices and plants. Namely from these de- 
vices and plants, there is possible the interference 
exposure, which can appear significant and capable to 
prevent the normal work of URASs. 

Besides, there are enough sources of other interfer- 
ences: various contact groups, car ignition systems, 
arcing, welding and much another things of natural 
and artificial origin, which may be interpreted as ex- 
ternal interferences. 

Thus, it turns out to be problematic to organize ra- 
dio-communication at non-licensed domains of the 
radiofrequency range. Many URASs developed for 
the use at non-licensed domains of a radio-frequency 
spectrum, have no any protective frinctions, methods 
or algorithms, whereas some URASs, for example, 
those using IEEE 802.11 protocols are provided with 
several such functions (frequency DPS and power 
control TPC). 

For the impulse and other spatially lumped inter- 
ferences control, rather effective is a method of space- 

time signal processing with the help of adaptive an- 
tenna arrays (AAA) and adaptive interference com- 
pensators (AIC) [1,2,3] 

2. THE ESSENCE OF THE METHOD 

As a reference signal for AAA, there can be used the 
information about the direction of arrival (DOA) of 
the useful signal. However, in the presence of a pow- 
erful interference, it is difficult to define DOA in 
URAS. 

In AIC, a reference signal is being formed in an 
auxiliary receiving channel (ARC), wherein the useful 
signal is absent. 

The problem of removal of the useful signal s{t) in 
the auxiliary channel is an original problem. For its 
solution, there can be used, for example, the informa- 
tion about s{t) DOA or polarization. Then directing 
the ARC antenna by a RP null or by null of the polari- 
zation pattern to a signal s(t), we shall obtain the 
value to be found as 

Voit) = no{t) + v„{t), (1) 

where no{t) is an interference in ARC, Vo{t) is noise 
in ARC. 

Under real conditions - inside or outside, a direc- 
tion to an interference source hardly will become 
known, and besides, a maintenance staff poorly famil- 
iar with the electromagnetics and antenna theory 
hardly will manage with proper mounting of an an- 
tenna of the auxiliary channel. In addition, DOA of 
the useful signal can permanently changing, what re- 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 



Kolyadenko Yu. Yu. 

^' Tie 
/^ *   Shapearof 

nequired 
APD 

j>t> 

A, 
>-T 

i: 
■n- 

Blockcf 
APD 

conhol 
rf  

H 

i - 

-^   Bbckof < 
spatial 

spectram 
estimation 

r 

procedure, for example, a recursive procedure with a 
constant step factor iJ : 

dw{t) 

Fig. 1. 

> 
XO 0 

Adaptiw AEG 

WO-XO-y/'W) Cti'l"' 

^.Q)| 

Fig. 2. 

quires readjustment in real time of the ARC antenna 
RP zero in its DOA. For solution of the problem of 
adaptive compensation of interferences, it is necessary 
to find such technical solutions, that all specified ac- 
tions of organization of the auxiliary channel were as 
much as possible simplified, automatized or formal- 
ized. 

In this paper, the possibility of application in ARC 
of a two-element AAA is considered. For formation 
of the required amplitude-phase distribution (APD) of 
the field on the AAA aperture, there is used a device 
of a signal spatial spectrum estimation. 

The algorithm of formation of the field optimum 
APD on the aperture of the ARC antenna array ana- 
lytically is as follows 

W{t)„;,l {,    =   R,/,, Rh, (2) 

dt 
= Hy„{t)Ay{t). (3) 

where R^,, is the correlation matrix of the mixture of 

signals, interferences and noise received by the antenna 
array; Ri, is the controlling interference vector (CIV). 

The block diagram of ARC formation is given in 
Fig. I. 

In the block of the spatial spectrum estimation, the 
DOA of the sufficiently powerfiil interference is being 
defined. Further this information is used for formation 
of R„,i and R,, in the block of the APD control. 

An estimate of the weighing coefficient vector 

w{t) for ARC is found as a result of some gradient 

Fig. 2 shows a block diagram of AIC synthesized 
in accordance with equation (3). Obviously, the pro- 
cedure of CIV estimation by (3) may be modernized 
and reduced, for example, to the Robins-Monro, New- 
ton-Raphson or Kalman-Biusi expression [3,4]. 

The comparative analysis of the efficiencies ob- 
tained by (3) for AIC with ARC and without it is car- 
ried out. In this case, dipoles with one wavelength 
quarter arm were used as antennas. The ARC antenna 
is focused by the RP zero to 0° . 

As a criterion of the AIC efficiency, there is taken 
the parameter traditional for problems of space-time 
signal processing - signal-interference-noise-ratio 
(SFNR) being here a ratio of a level of useful signal 
P, to the sum of levels of a narrow-band interference 
P, and such an interference as white noise P„ re- 
ceived at the waveband of the useful signal. In order 
to obtain numerical values, the following ratios be- 
tween levels of realizations received in the main 
channel are taken as initial ones:  P,/P„ = 20 dB, 

P,/P„ = 30 dB. The interference DOA is Q, = 90°. 

The experiment computer simulation consisted in that 
when changing an angle of arrival of the useful signal, 
its power in ARC also changed at the expense of the 
antenna transfer factor. The leakage of the useful sig- 
nal into the auxiliary channel destructively influences 
on the AIE efficiency. We have obtained SINRs also 
at the compensator output. 

There are shown in Fig. 3 the dependencies of 
SHNR for AIC with the adaptive ARC (a) and with 
the usual ARC without tuning (b), respectively. 

From the obtained plots, it is seen that the efficiency 
of AIC with the adaptive ARC decreases insignificantly 
(by 3..3.5 dB), when angles of arrival of signal and 
interference coincide. In this case, in ARC, the effect of 
AAA blinding displays itself At the same time, the 
more an interference level, the less this effect shows 
itself For comparison, in Fig. 3a (a top curve) the de- 
pendence SINR at P^JP,, = 50 dB is given. 

Fig. 3b shows the dependence of SINR versus an 
angle of arrival of a signal without adaptive ARC. 
From the obtained plot it is visible, that in process of 
moving of a useful signal source, the efficiency in the 
beginning reduces smoothly. Herewith the effect of 
leakage of the useful signal into ARC reveals itself 
When a level of signal reaches values of over 0.7P, 
what corresponds to (? - 60°...120°, the efficiency 
decreases sharply, for together with the interference, 
the useful signal is being compensated too. 
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INTELLECTUAL ANTENNAS AND 
ELECTROMAGNETIC COMPATIBILITY IN THE 

FUTURE SYSTEMS OF MOBILE COMMUNICATION 
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<blinov@kture.kharkov.ua> 

Abstract 
The tendencies of increase of knowledge of a society, the grovvlh of mobility of 

population, the increase of loading on systems of a radio communication, including 
mobile and systems of a user radio access, aggravate the problem of electromagnetic 
compatibility and rational use of a radiospectrum [1]. Avalanche growth of number 
of subscribers of such systems, volume and kinds of the transmitted information 
stimulate the alternation of generations of systems to more perfect. The important 
role in reconciliation of inconsistent requirements of high throughput and EMC of 
radiomeans should be played by antennas of radio stations. They, probably, should be 
adaptive, intellectual, advanced aerials. It is the subject of the given research. 

Key words: intellectual antennas, mobile communication, user's radioaccess. 
electromagnetic compatibility 

1. INTRODUCTION 

Mobile communication and user's radio access de- 
velop in the world rough rates [2]. The spectrum and 
quality of given services continuously extends, they 
become mass, popular and adapted to individual needs 
of users. According to the forecasts of analysts sig- 
nificant growth of the share of incomes of operators 
from granting services of data transmission is ex- 
pected in the nearest years. The companies that have 
the licenses for granting of services of mobile com- 
munication of 3-rd generation is expected become the 
largest Internet providers. 

Systems of mobile communication are created on 
the basis of three base technologies of a radio access: 

FDMA-Frequency Division Multiple Access; 
TDMA-Time Division Multiple Access; 
CDMA-Code Division Multiple Access. 

2. POSSIBILITY OF GENERATIONS OF 
MOBILE COMMUNICATION AND RADIO 

ACCESS 

The first-generation (IG) in 1970s and second- 
generation (2G) of cellular systems in 1980s were 
used mainly for voice transmission and to support 
circuit-switched services [3]. IG systems were im- 
plemented based on analogous technologies. How- 
ever, 2G systems were digital systems such as the 
Global system for Mobile Communication (GSM), IS- 
54 Digital Cellular, Personal Digital Cellular System 
(PDS) and IS-95. The systems operate nationwide or 

internationally, and are mainstream systems nowa- 
days. The data rates for users in air links of the sys- 
tems are limited to less than several tens kilobit per 
second. 

At the end of 1999 the ITU-R Sector approved the 
specifications of the International Mobile Telecom- 
munication in 2000 (IMT-2000) of 3G relatively ra- 
dio-interfaces (RF front-end), which involve 
terrestrial components (Mohr 2000): 

• IMT-2000 direct spread CDMA based on 3GPP 
concept; 

• IMT-2000 multicarrier CDMA based on 3GPP2; 

• IMT-2000 TDD CDMA based on 3GPP concept; 

• IMT-2000 single-carrier TDMA based on the evo- 
lution of ANSI-136 with EDGE and a high speed 
mode; 

• IMT-2000 multicarrier TDMA based on the 
DECT concept. 
IMT-2000 is an important step to enable such ser- 

vices. Therefore, direct services applied via different 
access systems will be moving forces for future de- 
velopments. 

It is expected that due to the dominating role of 
mobile radio access the number of portable handsets 
will exceed the number of PCs connected to the Inter- 
net in 2004 approximatly. Therefore, mobile terminals 
will be major human-machine interface in the future 
instead of PCs. 

Key possibilities of next generation of mobile com- 
munications are multimedia communications, wireless 
access to broadband fixed networks, and free roaming 

0-7803-7881-4/03/$17.00 ©2003 IEEE. 



InteUectual Antennas and Electromagnetic Compatibility in the Future Systems of Mobile Communication 

A) Divercity concepts 
B) Multiple antenna concepts 

C) Adaptive antenna concepts 

Fig. 1. Intellectual antenna concepts 

roaming among different systems [3]. The next gen- 
erations include the fourth (4G) and fifth generations 
(5G), and 4G is used in a broad sense to include sev- 
eral systems. Also many new types of communication 
systems such as broadband wireless access systems, 
millimeter-wave LANs, intelligent transport systems 
(ITSs), and high altitude stratospheric platform station 
(HASP) systems are appeared. When 40 systems are 
used in a narrow sense as cellular systems, they will 
be specified as 4G-cellular. Generations of mobile 
communications, and their key words and typical sys- 
tems are shown in Table [3]. 

3. ELECTROMAGNETIC COMPATIBILITY 
AND ADVANCED ANTENNA CONCEPTS 

Future mobile and access systems have to use the fre- 
quency resources as efficiently as possible [4]. There- 
fore, several physical-level-related techniques have to 
be investigated: 

• Optimization of development and upgrade of ac- 
cess systems by channel modulation and coding 
schemes for further enhancement of spectrum effi- 
ciency and system performance; 

• Advanced detection schemes such a mulfiuser 
detection and interference cancellation that can 
gain from a priori knowledge about intra- and in- 
tercell interference signal; 

• Signal processing algorithms to trade off between 
performance gain and computing complexity; 

• Compression techniques for source signal coding 
to reduce the needed user data rate. 

The improvement of algorithms of supporting this 
mainly physical level must be expressed in the follow- 
ing: 

• Link adaptation according to the channel condi- 
tions, traffic load and services for better usage of 
the frequency resources and improvement of sys- 
tem performance; 

• Spectrum is shared between different systems dur- 
ing the investigafion of coexistence conditions be- 
tween different radio access systems; 

• Advanced antenna improves link quality and chan- 
nel capacity (Fig. 1). 
These concepts are used to increase the channel ca- 

pacity of the radio link. Diversity concepts {Fig. lA) 
basically reduce the impact of fading due to multipath 
transmission. Multiple antenna concepts (Fig IB) are 
a further extension of diversity concepts gaining from 
uncorrelated multipath transmission cannels between 
the different antenna elements on base station and 
terminal sides. The basic idea is to reuse the same 
frequency band simultaneously for parallel transmis- 
sion channels by space-time coding to increase the 
channel capacity 

Adaptive antenna concepts (Fig. IC) improve link 
quality by reducing the co-cannel interference from 
different direction and, in the more advanced space- 
division multiple access (SDMA) concept, by reusing 
the same frequency channels simultaneously for dif- 
ferent users in distinct directions. System aspects are 
similar to common control channels and the signal 
transmission concept. They are an essenfial part of 
advanced antenna concepts in order to achieve the 
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1980s 1990s 2000s 2010s 2020s 

Generation First Second Third Fourth Fifth 

Keywords Analog Digital personal Global      word 
standards 

High data rate 
High mobility 
IP-based 

High data rate 
High mobility 
IP-based 

Systems Analog cellular 

Analog    cord- 
less 

Digital    cellular 
(GSM,IS-54, 
PDC) 
Digital cordless 
(DECT, PHS) 

IMT-2000 
(3G-cellular) 

4G-cellular 
Broadband   ac- 
cess 
ITS, HASP 

5G-cellular 
Broadband   ac- 
cess 
ITS, HASP 

Data      rate 
Mb/c 

2 2-20 20-100 

same range extension for common control cannels as 
for traffic channels. 

These are key concepts using the frequency spec- 
trum as efficiently as possible without major impact 
on evolving access systems. Concepts like Universal 
Mobile Telecommunication System (UMTS) have 
already taken into account necessary prerequisites for 
adaptive antenna concepts. However, economic im- 
plementation of the different RF front-ends and base- 
band signal processing are technical problems. 
Table. Classification of Generation of Mobile Com- 
munications 

Design and evaluation of the system requires a re- 
alistic wideband channel characterization for new 
frequency bands up to about 60 GHz. Channel models 
based on wideband propagation measurements are 
needed for international standardization process, tak- 
ing into account the models for direction of wave arri- 
val [4]. 

Smart antennas have intelligent functions such as 
suppressions of interference signals, and digital beam- 
forming with adaptive space-time processing algo- 
rithms [3]. Owing to these characteristics smart 
antennas been considered as key technologies for fu- 
ture mobile communications. One type of smart an- 
tennas, adaptive array antennas (AAAs), are expected 
to reduce interference and lower transmission power. 

interference canceling with an AAA and an interfer- 
ence canceling equalizer (ICE) promise to increase 
capacity of the systems [3]. 
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