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Introduction 

The conference on Laser Applications in Microelectronic and Optoelectronic 
Manufacturing (LAMOM-IV) was a three-day event included in the framework of the 
Microengineering/Manufacturing program at Photonics West'99. A steadily increasing 
attendance at the laser processing of materials conferences organized in San Jose since 
1995 (see ProceedingsofSPIE volumes2403,2703,2991,and 3274), provesthatthere 
is a need for a forum where fundamental aspects of the rapidly progressing field of 
laser-matter interaction and emerging laser applications in device manufacturing can 
be discussed on a regular basis. The focus on microelectronic and optoelectronic 
applications distinguishes LAMOM from other high-power laser applications 
conferences. Representatives from Canada, Germany, Japan, Korea, Puerto Rico, 
Russia, Singapore, Spain, the U.K., and the U.S. attended LAMOM-IV. 

Topics covered at the 1999 conference were laser nanotechnology, fundamental 
processes and diagnostics of laser ablation, ultrashort-pulse laser processing, 
modification of surface and subsurface properties of materials, innovative technologies 
for industrial applications, surface cleaning and crystallization, 
microfabrication/micromachining, novel methods and new tools for photon processing, 
pulsed laser deposition, and nanocluster formation. These topics were discussed over 
the course of nine sessions where the stage was set by leading experts from each field. 
Most of the papers presented at the meeting are included in the conference 
proceedings. We hope these will be useful not only for the attendees, but will serve as 
a useful reference for those who are interested in the application of lasers as tools for 
manufacturing of microelectronic and optoelectronic devices and who wish to follow 
closely the exciting developments taking place in the area of lasers and laser 
processing of materials. 

We would like to thank the members of the program committee, invited speakers, and 
all the participants for making LAMOM-IV a successful meeting. Our thanks are also 
due to the SPIE technical personnel for helping in the organization of the meeting. 

We acknowledge the U.S. Air Force Office of Scientific Research for the financial 
support provided to this conference. 

Jan J. Dubowski 
Henry Helvajian 
Ernst W. Kreutz 

Koji Sugioka 
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Laser Nanotechnology 



Invited Paper 

Interferometric Lithography for Nanoscale Fabrication 

Saleem H. Zaidi and S. R. J. Bruecka'b 

Center for High Technology Materials, University of New Mexico, Albuquerque, NM 87106 

ABSTRACT 

Interferometric lithography (IL) techniques provide a demonstrated, low-cost, large area nanoscale patterning capability with 
feature resolution to ~ 50 nm. Combining IL with anisotropic etching (both by reactive-ion etching and by KOH wet etching) 
and with 3-D oxidation techniques provides a suite of techniques that accesses a broad range of Si nanostructures (as small as 
10 nm) over large areas and with good uniformity. Optical characterization includes measurements of reflectivity for a wide 
range of ID grating profiles, and Raman scattering characterization of Si nanostructures. Three regimes are found for the 
Raman scattering: bulk (to linewidths of ~ 200 nm), resonant enhanced (~ 50 nm linewidths) and asymmetry and splitting 
(linewidths < 20 nm). 

Keywords: interferometric lithography, Si nanoscale structures, Si quantum wires, Si photoluminescence 

I. INTERFEROMETRIC LITHOGRAPHY 

We have investigated interferometric lithography (IL) as a cost-effective alternative towards nanoscale patterning. IL tech- 
niques have been demonstrated to produce uniform nm-scale structures over large areas at low cost. The period for IL is 
Ji/2sin0, where 20 is the intersection angle between the two exposing laser beams. There is no constraint on the feature di- 
mension, only the period. Nonlinear response of photoresist and other processing techniques allow linewidths as small as 10 
nm, limited only by the uniformity and process control. For readily available laser sources from 0.488- to 0.193-um at 9=75°, 
this translates into periods ~ 0.25-0.1 um with linewidths of < 0.12-0.05 um. 

Single exposure interferometric grating fabrication has a long history1'2 Figure 1 shows a typical experimental configuration 
in which an expanded and collimated laser beam is incident on a Fresnel mirror (FM) arrangement mounted on a rotation 
stage3 for period variation. The mirror and sample stages have tilt & tip adjustments, the sample stage is equipped with in- 
plane rotation adjustment as well. The interference between two beams one directly incident on the wafer on one side of the 
FM and the second reflected from the mirror mounted on the other side of the FM, results in a periodic pattern A72sin0, where 
0 can be precisely varied by the computer-controlled rotation stage. Grating patterns are first formed in photoresist (PR) fol- 
lowed by a pattern transfer to the underlying substrate. Figure 2 shows examples of 360- and 250-nm period photoresist 
gratings fabricated on a bottom-ARC-coated Si wafer. These structures were fabricated with laser exposure at Ä.=355 nm 
(third harmonic of a YAG laser) in Shipley 505-A positive photoresist. The grating linewidths were ~ 180- and 130-nm re- 
spectively at a thickness of ~ 500 nm4. At smaller periods, photoresist collapse5 and horizontal thinning during the develop- 
ment process limit the achievable aspect ratios and force the use of thinner (~ 100-200 nm) PR films. 

Single exposure IL is limited in its applicability to 1-D grating structures, more useful patterns are formed using multiple 
exposures either with a simple 2-beam configuration, or using multiple laser beams. Figure 3 shows the simplest examples of 
2-D patterns consisting of posts and vias formed in Shipley 508 positive and Ultra i-300 negative photoresists, respectively^ 
by two orthogonal IL exposures in the same level of resist. Multiple exposure interferometric lithography (MEIL) techniques 
appropriately combined with a synthesis procedure offer a cost-effective alternative to conventional optical lithography in 
nm-scale regime. A major limitation of these methods remains the overall periodic character of the patterns; this can be ad- 
dressed by mix-and-match with optical lithography or by imaging interferometric lithography. In either case, development of 
an understanding and process for matching multiple exposures is a critical step in the development of these capabilities. 
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Figure 1 Typical experimental configuration for interferometric lithography. 
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Figure 2 Cross-sectional photoresist profiles of a 360-nm (left), and 250-nm (right) pitch gratings. 

R83016  S9KV X58.8K 8.661» 
Figure 3 Cross-sectional profiles of a 500-nm (left), and 360-nm (right) pitch posts and vias formed in positive and negative 

photoresist, respectively. 

H. Si NANOSCALE FABRICATION 

Si is the dominant microelectronics material. Its nanoscale material properties in the 1- to 100-nm size range is of interest due 
to a continuing trend in IC manufacturing of reducing device dimensions with the twin aims of increased packing density and 



higher speed. We have applied IL techniques to form nanoscale linewidth features in Si using wet- and reactive-ion-etching 
and thermal oxidation techniques. Optical properties of Si in nanoscale regime were evaluated using reflectance, Raman 
scattering, and photoluminescence measurements. Some results are presented below. More detailed accounts are presented 
elsewhere.7'8 

n.l Reflectance measurements of 1-D gratings 
We have investigated spectral reflectance response of 1-D Si gratings as a function of profile, linewidth, and height. Figure 4 
shows three rectangular-profiled gratings formed in (110) Si using wet-chemical etching. The grating periods are 1.0-, 0.5- 
and 0.3-um with linewidths ~ 0.33, 0.13 and 0.05 urn respectively. All of the gratings were 1-um high. Figure 4 shows nor- 
mal incidence spectral reflectance response of these structures in 0.3-0.8-um range. It is seen that the reflectance of these 
nanoscale linewidth structures is a strongly dependent on incident polarization. For linewidths > 50 nm, the gratings act as 

Figure 4 Cross-sectional profiles of 1.0- (left), 0.5- (middle), and 0.3-um(right) period gratings etched 1-um deep in (110) Si. 

color filters with spectral linewidths ~ 50 nm. As linewidths are reduced below ~ 50 nm, the reflectance response is charac- 
terized by a uniform low, or high reflection. At 300-nm pitch period, there are no-diffraction orders, therefore, energy lost in 
zero-order is absorbed by the Si surface. The narrow-band reflectance response has been observed only in rectangular pro- 
files. For a triangular profile structure as shown in Fig. 6, a polarization-independent broad band reduced reflectance response 
is observed (Fig. 6). The absorptive grating structure in Fig. 6 has a period of 0.44 urn, depth of ~ 0.6 um, and linewidth 
variation of ~ 20-200 nm from top-to-bottom. These reflectance measurements demonstrate that sub-um, nanoscale-linewidth 
Si grating structures can either be designed for a narrow-band color filters, or broadband absorptive behavior. Extension of 
these 1-D structures to 2-D post, or via patterns is straightforward. 

n.2 Raman Scattering and Photoluminescence Measurements 
Reflectance measurements provide useful information for grating linewidths > 50 mn. As linewidths are reduced below 50 
nm, Raman scattering (RS) measurements provide precise information about crystalline dimensions. Si structures in sub- 
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Figure 5 Normal incidence spectral reflectance measurements of gratings shown in Fig. 4. 
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Figure 6 Cross-sectional profile of a 0.44-um period structure (left), and its spectral response (right). 

50 nm range are fabricated using controlled thermal oxidation of Si grating structures. Figure 7 shows example of ~ 10-20 nm 
linewidth Si grating and wire structure embedded in thermally grown oxide. For the wall structure, the grating depth is ~ 1.0 
um, and period ~ 1.0 urn, for the wire structure, period is ~ 0.75 um, and wire diameter ~ 10-20 nm. The wires were formed 
by application of IL, etching and oxidation techniques to Si films in an insulator (SOI) configuration. 

680114 28KV X5B.8K 8.6Bun 
Figure 7 Cross-sectional profiles of Si walls (left), and wires (right) embedded in thermally grown oxide. 

We have evaluated Si response as grating linewidths are systematically reduced to ~ 5-10 nm. Three behavioral regimes have 
been identified: a) for >200 nm linewidths, RS response is identical to bulk Si, b) for Si linewidths ~ 50-100 nm, RS signal 
enhancement by as much as two orders of magnitude over bulk, and c) for linewidths < 10 nm, a splitting of bulk Raman 
peak. Figure 8 shows Raman scattering response of ~ 50-nm linewidth Si structures at a pitch of ~ 380 nm, bulk Si RS re- 
sponse under identical conditions is also plotted for reference. It is observed that enhanced Raman signal is symmetric, and 
independent of incident light polarization. Figure 9 shows RS response from ~ 10-nm diameter wall, and wire structures, 
again in each case bulk Si RS measurement under identical conditions is also plotted for reference.. The splitting of the Ra- 
man peak for walls and wires reflects Si bandgap variation, and is usually accompanied by room temperature photolumines- 
cence (PL) as is reflected in increased background signal. Also notice that the two Raman peaks for wall structure have lower 
frequency than the bulk Si, whereas for wires, the bulk mode is split into a higher and lower frequency component. This may 
be attributed to stress effects related to Si/Si02 interface. We have also carried out room temperature 
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Figure 9 Raman scattering measurements of Si walls (left), and wires (right) embedded in thermally grown oxide. 

PL measurements of Si wall and wire structures, Figure 10 shows the PL response of wall and wire structures at 257-nm laser 
excitation. It is seen that the wall PL has a maxima at ~ 500 nm, whereas wire PL is characterized by a strong peak at ~ 700 
nm, and a much weaker broad peak at ~ 350 nm. 
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Figure 10 Room temperature PL measurements of Si walls (left), and wires (right) embedded in thermally grown oxide. 

These measurements demonstrate that Si behavior undergoes dramatic change as its linewidth is reduced from ~ 100-10 nm. 
Even though the room temperature PL is weak, it still shows the potential for improved Si-based optoelectronics technology. 
Finally, the IL techniques used to form these structures are low-cost, applicable to large areas, and compatible with existing 
microelectronics technology. 

in. DEVICE APPLICATIONS 

The nanoscale IL based technology has extensive application base. We have investigated integration of grating structures in 
MSM photodetectors, light emitting diodes, and field effect transistor devices. Other applications include super-conducting 
transistors, photonic crystals, etc. Figure 11 shows photoresponse of MSM photodetectors at X=6 33 nm. These Cr/Si inter- 
digitated photodetectors were from on p-type Si substrate. Nanoscale linewidth grating patterns were formed between metal 
fingers using a mix and match approach with optical lithography. For comparison, planar detectors were also formed on the 
same p-type wafers, and subjected to same processing conditions. It is seen that current response of grating devices has been 
improved by a factor of 2. Increased current response is attributed to improved absorption of the grating structure. 
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Figure 11 Photo-current enhancement due to grating structure in MSM configuration.. 



IV. SUMMARY 

Interferometric lithography coupled with anisotropic etching and 3D oxidation provide a suite of powerful techniques for the 
fabrication of large-area arrays of Si nanostructures. Examples include ~ 10- to 20-nm free-standing Si walls and wires sur- 
rounded by oxide. Optical characteristics of these structures include pattern dependent reflectivity (artificially structured di- 
electrics), changes in the Raman scattering spectra for sub-100 nm structures, and photoluminescence for structures of ~ 10 
nm and smaller. There are significant device applications for these structures. Initial photodetector results show significant 
improvement over unstructured devices. 
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ABSTRACT 
Optics with resolution within the wavelength - scanning near-field optical microscopy (SNOM) - is highly 

important science field nowadays. Main parameters of the SNOM - resolution, contrast, energetical efficiency are 
defined by optical probes characteristics: aperture size or curvature radius of the sharp, geometry, material etc. 
Fabrication and testing of optical probes in nanometric scale of size are described in the paper. For fabrication of near- 
field probes the laser many-steps drawing and chemical etching of single- and multimode optical fibers is realized. 
Investigation of far-field light distribution and theoretical reconstruction of near field carried out the testing of probes. 

Keywords: nanoprobes, near-field optics, superresolution, SNOM tips fabrication 

1. INTRODUCTION. 
A great amount of tasks concern small and extra small elements and structures namely photomasks and compact 

optoelectronic devices, nanopowder particles, nanosubstrates, tools for micro and laser surgery, biomolecules, viruses, 
etc. In all these cases the urgency of the use of optical research methods is doubtless. However it is evident that the 
far-field optical microscopy offers no direct imaging technique in nanometric scale and it is necessary to take alternate 
means such as electron scanning microscopy techniques. Some of tasks in question accommodate the use of the latter 
methods but there are cases in which their application is hardly reasonable and even impossible. This concerns objects 
which cannot be observed with the use of electron irradiation for example biological objects accommodating only 
visual electromagnetic field effects, being investigated in vivo, interesting only by their optical properties, etc. So 
visual optics is still the reasonable choice but with request of new opportunities. 

Most common today is the use of aperture probes for transmission microscopy, either in illumination or in 
collection mode. However, many samples or substrates are opaque, so that working in reflection is necessary. The 
reflected light can be collected by optics close to the tip, or by the fiber probe itself, in which case often uncoated fiber 
tips are used. 

Let us underline that nanooptical probes work as electromagnetic (radio) antennas and evidently many general 
laws valid for them. As for example reciprocity theorem etc., which gives grounds for thoughts. The most important 
element of the SNOM, as of any scanning microscope is the probe itself. 
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Resolving power of the SNOM is determined mainly by dimensions of the near-field optical probe and the 
distance from the surface of the specimen to be scanned. 

To obtain an image in the SNOM with resolution higher than the diffraction limit, it is necessary to satisfy a few 
conditions: 

- to be able to fabricate in conducting film an aperture with a diameter less than 10-50 ran, 

- aperture have to be located at the very tip of the conical light guide in order it could be brought close to any 
point of a rough surface at a distance less than size of the probe, 

- to reduce light losses during passage through the aperture in possible degree. 

The most perfect optical probe was used by E.Betsig et al1. The tip was fabricated from a single mode optical fiber 
in a device for drawing micropipettes with laser heating. The choice of the drawing regime ensured that tips were 
obtain reproducibly, with a smooth cone coming at the very end of the tip. When the fiber is broken, a microarea 
perpendicular to the fiber axis will be formed at the apex of the tip. Nanoaperture is formed by coating the sides of the 
tapered region with 100-150 nm of opaque Al, leaving the flat endface as a transitive aperture. Apertures from 20 to 
500 nm in diameter can be made. The main advantage of a probe based on a drown optical fiber is that practically all 
luminous flux can be conducted to the aperture. Authors successfully used such apertures to obtain an image with 
resolution of about 12 nm and a signal intensity almost five orders of magnitude larger then in other papers. 

Light conducting insulating tips made from optical fiber are used in PSTM as light detectors for extracting photons 
from evanescent field, that exists at the boundary of optical media with different refractive indices in the presence of 
total internal reflection. The exponential character of the drop in the evanescent field cause tunneling of photons into 
the extreme point of the tip. 

Tips for the PSTM are very often produced by chemical etching in hydrofluoric acid single- and multimode 
graded-index optical fiber with a core diameter of 5-20 urn and a cladding diameter of 100-200 um. Depending on 
the acid concentration, the time and the processing methods of the etching tips are obtained in the form of a truncated 
cone, a paraboloid of rotation or a cylinder with radius of curvature of 25-100 nm " . 

The tetrahedral tip with surface plasmons is used as a light emitting probe for the SNOM5. It has no aperture as an 
element for the confinement of light and the techniques of scanning tunneling microscopy and the SNOM can be 
combined with the same probing tip. The bulk of this tip consists of one comer of a triangular glass fragment of 
microscope cover glass. It is coated with a 50 nm thick vacuum deposited gold film. An incoming plane wave is first 
transformed to surface plasmons and than to the linear plasmons traveling along the edge of the pyramid towards the 
tip. The linear plasmons excites a local plasmon on a metal grain on the tip. In the image of the specimen silver grains 
are distinguished from gold grains in the transmission SNOM with edge resolution of 1 nm. 

Direct control geometry of tips and apertures are usually produces by electron and optical microscopes. Light 
emitting and collection properties of the nanoprobes are studied by special apparatus in near and far fields. 

2. GENERAL REQUIREMENTS TO OPTICAL NANOPROBES CONSTRUCTION 
Optical probe in any case independent of the SNOM mode work as an antenna for optical waves and only 

electrodynamics (field) theory can explain all peculiarities of the probe in the range of a < X size. That is why it is 
possible to find many analogies with extrashort radio waves antennas. In some cases a probe works as radiating 
(emitting) antenna, in other cases as a detecting (collecting) antenna. 

As it is clear from the principal of the SNOM its spatial resolution and contrast of image depends not from the 
wavelength X but from the probe (aperture) size. 

Let us note that the most important condition of the real work of the probe with the size a « X in both modes of 
the probe (emitting and collecting) is the presence in their near-field zone more optically dense media. 

Any optical antenna should satisfy the next constructive requirements: 

1) aperture (probe tip) size should be about 5-50 nm, 
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2) aperture should place at the tie of sharp-only in this case it is possible to bring it near to the surface to the 
distance / ~ 5—10 nm, 

3) in case of aperture probes the material of the aperture (diaphragm) should be opaque and depth of light 

penetration O = — (a — extinction coefficient) should be less than the aperture size a: 5<a. 
a 

The ideal aperture would be the small hole in the thin high conductivity metallic film. Only in this case the 
light penetration depth 5 will be less the geometrical size of aperture a and physical size of the probe will be a 
little bit more than a. But real metals usually have small conductivity at the optical frequencies. This 
requirement limits the lowest aperture diameter, because it can not be much less then h. In other case it will 
work like attenuating waveguide and will have the small transparency. To reduce a we have to use the film 
coating, smoothly decreasing to the end of edge of aperture. Probably it is the example of good compromise 
between maximal h and minimal a. 

4) The optical transparency or energetical efficiency 0 = —— of the probe is the next important question. 
Pf 

Parameter 0 depends firstly on the diameter of aperture a and secondly from the length / of a conical part lc of 
an aperture tip (especially in the zone where diameter of optical fiber d is less than the wavelength X, d < X) 
and from the shape of this part lc 

From the optical wave-guides theory, only the main (zero) mode can propagate through the optical fiber with 
diameter d less than X. But in this case electromagnetic field goes out from the boundaries of fiber especially where 
d< X. The energetical efficiency (optical transparency) of the first near-field probes was about 10"6. The problem of 
increasing of the probe optical transparency is one of the most important now. 

3. LASER TECHNOLOGY FOR THE PROBE FABRICATION 
We have developed the special laser set-up and process installation for the OA fabrication based on laser- 

mechanical method on action6.The idea of this kind of action lies in laser heating during mechanical forces action 
which accompanies strain, rotation, twisting, bending and other mechanical movements. In this specific case we like to 
organize the fiber drawing and process during laser heating. 

Laser heating comparing with other techniques can provide important advantages for the process: 

- the smallest size of heating zone, and 

- the minimal inertia of the heating process (to reduce lc down to X ans less) 

- high technological purity. 

To realize the fiber-drawing out process usually it is enough to strain and some times to rotate fiber for 
homogeneity of temperature distribution across the fiber cross-section. 

The laser-drawing out set-up scheme is presented in the fig. 3. 

Fig. 3. Scheme of laser set-up for fibers drawing out: 1- C02-laser, 2- 
attenuator, 3-shutter, 4-5 - light-splitting plates, 6-lens, 7-processed sample 
(optical fiber), 8-electrical motors, 9-illuminator, 10-optical microscope, 
11-He-Ne laser, 12-mirror, 13-pyrometer, 14-computer, 15-controller. 
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The C02-laser was chosen for a heating of a fiber-glass. Wavelength of the laser provides an effective absorbency 
of the light (A = 10.6 urn) due to high extinction coefficient ~ 105-106 sm"1 and low reflectance — R ~ 10-20 %. 

The C02-laser radiation going through attenuator focuses on to the surface of the fiber cladding. For the 
homogeneous irradiation it is possible to use a rotation of fiber or some optical devices (thermophysically time of 
temperature leveling T ~ r2la across the fiber with diameter 125 urn is less than 1 sec). 

We have used different mechanical devices with various direction of forces putting (vertical and horizontal) and 
with various character of loading (static and dynamic). 

Forces of strain was measured by dynamometers, speed of drawing out by tachometer and lengthening by 
micrometer. 

To control the shape of the fiber during the drawing out process the most important parameter is a temperature of a 
heating zone which directly influences on the viscosity of fiber. That is why to measure temperature was necessary. 
The high speed path radiation optical micropyrometer was used for this purposes, which described earlier7. Main 
parameters of them are: spectral band — 5.7-8.7 urn, temperature range — 200-2000°C, size of registered zone — 
0.5-5 urn, time of measuring — 0.1 s, accuracy of measurements — ± 10 K. 

The program of the loading was given by the controller and have had the different scenarios. 

All these devices should to permit us to control the process in very delicate zone, where diameter of fiber d and the 
length of the tip lc about and less than wavelength X (d, lc < A, and we are interested in control of d(l)). 

Important differences of the process in nanometric scale of dimensions are in two main areas: 1) strong influence 
of small forces (for example, very small residual stresses in the fiber due to drawing out from the hank can lead to the 
curvature of the end of the tip at the very last moment of drawing out (look fig. ) etc.), and 2) hard requirements to the 
stability and accuracy of the process mechanical and energetical parameters (laser power, fiber temperature, 
mechanical dimensions, optical parameters, etc.) and to a purity of an environment. 

The most important parameters of the process are: 

- temperature of fiber T, 

- speed v and force F of drawing out, 

- time of strain t0 and of break fiber TB beginning on the curve the temperature (more correctly, on the curve of 
viscosity, depending of temperature), 

- length of heating zone lh and lengthening A/ of fiber, and some others. 

Qualitative curves of temperature T, straining forces F and lengthening U during drawing out process of fiber 
under the laser heating are given at the fig. 4. 

Fig.4. Qualitative characteristics of drawing out of fiber process. 
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By changing the T, F, v, t0, tb etc. it is possible to control of aperture d, I. Some of parameters like Tand U can be 
used to arrange the feedback for drawing out process. The most complicated task to control shape of the tip d(l), or 

d2r 
r(/), which is characterized by many parameters: curvature of the tip end 

dl2 ■, or angle of the tip, etc. Some 

photographs of typical experimental tips, drawing out under the laser heating are presented at the fig. 5. 

V-. ..'(•«VvS"'« 

'.»■•?... i 

a) b) 

c) d) 

Fig..5. Photographs of nanoprobes fabricated by laser drawing out set-up: a) and b) made by an optical microscope 
with magnification of 200x, c) and d) made by an electron microscope with magnification of 10000*. Length of 
nanoprobes 320 (a) and 300 (b) urn and tips end diameters less than 400 nm. It is possible to obtain various kinds 
of shapes - conical (a) or pseudoparabolic (b). 

In Tunneling Scanning Optical Microscope (TSOM) as a rule chemically etched fiber tips are used. For 
manufacturing such tips we used a single-mode gradient optical fiber with cladding diameter 125 urn and core 
diameter 13 urn. Instead of fluoride acid dangerous for human health we used 25-50% NH4F water solution. The end 
of the fiber was immersed into solution for 3-10 hours and during this time the level of solution being slowly 
decreased. The fig.6 shows a general view of one of the manufactured tips at two different magnificatations. In the 
fig.6b the apex of the core can be seen which had as usual curvature radii of 0.1-0.05 p.m. Such tips had been used for 
imaging in the laboratory prototype TSOM in S.I.Vavilov State Optical Institute. 

13 



a) b) 

Fig.6 SEM images of an etched optical fiber tip at different magnifications: a - 50x , b 
of the core can be seen on the top of the fiber. 

2000". In fig. b) a small part 

4. A THEORETICAL RECONSTRUCTION OF PROBE SHAPE AND DIMENSIONS BY THE 
FAR-FIELD PARAMETERS 

The reconstruction of OA from the registered far-field light is possible if we take into account the Babinet's 
principle. Being applied to the light passing through a subwavelength sized hole it substantiates that there is some 
information about the shape and sizes of the secondary source enclosed in the far-field distribution. Some time ago 
Chr. Obermüller and Kh. Karrai8 had investigated the possibilities of far-field registration in order to define the 
aperture of a secondary light source in submicron scale. This task leads to a generally formulated problem of 
investigating an arbitrary separate subwavelength sized optical object by its far-field diffracted light processing. In this 
case the shape recognition with great lack of information meets great troubles and requires a preliminary mathematical 
extension of the registered part of the diffracted field distribution in order to grasp nanometric dimensions and 
anything differing from a simple circle. 

The theoretical and mathematical problems come from the difficulties of far- and near-field phenomena 
representation in one model in terms of linear reversible equations. The suggested mathematical modeling is based on 
the superposition of solutions of Maxwell's equations enclosing linearly polarized vector plane waves in real and 
complex forms as functions of spatial frequencies corresponding both to the propagating and evanescent light. 

The use of vector representation of the light complex amplitude leads to effective reversible calculation procedures for 
rigorous far-field intensity distribution simulation because it makes possible to use the digital Fourier transform to 
calculate all the components of the light vector and consequently the intensity. The registered far-field radiation is the 
angular intensity distribution with respect to angles of diffraction and that is why it should be transformed into the 
complex amplitude. This transformation leads to the loss of phase which fortunately may be taken as a constant. But 
the knowledge of the incident light polarization must be taken into account. As it is often noted the polarization status 
remains without any change inside the fiber as well as while scattering on the aperture. Therefore the vector amplitude 
of the registered light may be described on the basis of a taken mathematical representation of plane waves. 

For the restored parameters of the OA model we obtain a matrix expression which says that a set of Fourier 

transforms should be performed to obtain the elements of a matrix S' defining the restored shape and sizes of the 

model. Of course S'may differ greatly from the matrix of initial parameters S because of the lack of direct 
information about the near-field distribution. The difference increases as a subwavelength sized hole diminishes 
further. This comes from that the share of propagating waves in the whole mathematical spectrum extremely 
diminishes as the spatial frequencies of the propagating waves occupy a small interval. To improve the task of 
restoration of the secondary light source parameters an additional mathematical procedure is required. 
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The task of more detailed definition of the input distribution may be solved with the use of its continuated Fourier 
spectrum. The process of continuation itself usually is being built as the process of recognition of the input with a 
sequence of feedback procedures. The real examples of such kind deal either with the analytical continuation of the 
spectrum on the basis of the sample theorem9 or with various iterative procedures10. The suggested procedure involves 
a step of polynomial expansion which is realized as Zernike polynomial extrapolation with new approach to 
calculation of polynomials beyond their orthogonality region with high accuracy. This step gives a set of orthogonal 
polynomial expansion coefficients which form a numerical model of the visible part of the spectrum strongly related 
with the model of the invisible one. After that a new iterative procedure of superresolution may be taken for numerical 
continuation of the invisible part of the spectrum. 

The suggested concept of relation between near- and far-field distributions has been applied to a binary model of a 
secondary light source with circular, elliptical and rectangular apertures. The taken apertures offer to show not only 
the opportunities of size recognition but the profile as well. Figures 7-9 and 10-12 display the numerical model of 
near-field intensity distributions and restored distributions for certain secondary sources, all of these distributions 
having the boundary profile closer to the initial shape of a source aperture after several iterations. 

During calculations it was found that simple smallest shapes may be restored with exclusively high accuracy which 
may help to organize a very stable process of SNOM optical probes estimation. 

Fig. 7 Rectangle 90x180 ran2 Fig. 10 Ellipse 180x240 nm2 

Fig. 8 Reconstruction without continuation Fig. 11 Reconstruction without continuation 
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Fig. 9 Reconstruction after 12 iterations Fig. 12 Reconstruction after 10 iterations 

5. CONCLUSION 
The problem of stable fabrication of SNOM probes is being characterized by sufficient difficulties of successful 

forming nanosized tips with taking account of a variety of dynamics, thermal, residual stresses, chemical, etc. factors 
and ensured control as well. The presented practical and theoretical approaches promise to obtain an effective 
combined technique based on various ideas of modern technology and optical superresolution in particular. 
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Atom projector: basic concept, construction and applications 
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ABSTRACT 

The problems of the atom beam formation and its application to the micro- and nanoelectronic manufacturing are 
considered. The method introducing a useful information into the structured atom beam and focusing this beam is described. 
This method named the atom projection is relevant to atom optics. Negative detuned laser radiation field controls the beam. 
Features of the cooling, structuring, information input, focusing processes are discussed. The scheme of the plant using the 
focused neutral atom beam as a tool to process surface is designed. This plant named atom projector forms structured cool 
atom beam with adjustable density distribution. The atom beam cross-section and the processed area are shaped according 
to the desired profile. The scheme of the atom projector and the functions of its units are described. The spatial resolution of 
processing and the resolution of surface analysis are evaluated to be about 10 nm and 1 nm correspondingly. Presented 
process is maskless, in-situ, with high output rating. The atom projector can be applied for the manufacturing, analysis and 
in-line reconstruction of the IC as wellas for basic researches of matter. Authors consider the nanoelectronic chip 
manufacturing as the most perspective application for the atom projector. 

Keywords: nanoelectronic manufacturing, nanotechnology, nanostructure, atom beam, atom optics, Doppler cooling 

1. INTRODUCTION 

The development of novel generation of IC is connected with their components scaling to small dimensions. In solid-state 
structures with nanoscales the quantum properties of electron are exhibited, and one can find application for such effects as 
the interference of electron waves, the resonance tunneling, the single electron tunneling or the coulomb blockade and 
others. Presently, a number of switching, storing and amplifying electronic devices with unique characteristics are 
developed . For example, the switching frequencies of resonant tunneling and quantum interference transistors are more 
than 100 times higher the ones of the best silicon transistors; based on single-electron tunneling transistors single-chip 
memory with the capacity of 1012 bits can be arranged within about 6 cm2. 

It is supposed that such components will revolutionize electronics as first chips. But these inventions are suppressed, 
because industrial technologies for nanostructure manufacturing are not developed yet. Various nanotechnologies progress 
rapidly: the scanning tunneling microscopy, the atom lithography , chemical methods et cetera. Some traditional 
microelectronic manufacturing technologies are improved and adapted for the nanostructure fabrication. But overwhelming 
majority of such up-to-date plants fit to laboratory conditions only. While using charged particles, due to space-charge 
forces the rate of nanostructure fabrication is extremely low. Therefore, increasing attention is paid to the nanotechnologies 
using neutral atoms for processing. The atom control by resonant laser field seems to be perspective, because forces are 
rather strong in this case. The idea of practical application of laser radiation forces to atom manipulation is attractive for 
investigators for a long time from Ashkin's paper up to date ' ' ' . Our group has been developing the disclosed technology 
since 1989 year. It is designed for precision processing in a broad sense - from the atom deposition on a substrate to the 
depth-controllable implantation. 

* Correspondence: Email: sovetov@altavista.net; WWW: http://members.xoom.com/sovetov/ 
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2. ATOM PROJECTION. 

The technique of atom projection and the description of field configurations corresponding to all sections of the presented 
plant were disclosed in detail earlier8. Also the mathematical model of atom ensemble dynamics and the results of the 
computer modeling of the atom beam formation at first two sections of plant were presented ibidem. Here we consider the 
concept of atom projection in brief only. 

One can divide the process of atom projection into the three stages: the stage of the monochromatization and the separation 
of the original atom stream - the preparing stage, the stage of the beam cross-section formation - the structuring one and the 
stage of the beam focusing - the compression stage. 

The atom projection is based on the following phenomena. In a standing wave formed by quasiresonant laser radiation the 
dipole (gradient) force manipulates the atoms. If the laser frequency is detuned below the resonance, i.e. if the detuning is 
negative, the atoms are attracted toward the wave antinodes. Another useful phenomenon- the laser cooling caused by the 
counter-propagating negative detuned radiations. 

At the presented scheme the laser beams of two types are used, they are named the manipulating and the cooling ones. The 
manipulating radiation has the low intensity and the small frequency detuning, the dipole force is rather great in this case 
and the cooling is weak. The cooling radiation has the high intensity and the significant detuning. 

Let's start from the preparing stage. Suppose the original atom flow to be rather spatially uniform near the axis. Proposed 
configuration of the manipulating field is presented on Fig.l. The standing wave formed by the manipulating radiations is 
three-dimensional, so the potential structure for atoms is three-dimensional too. The laser beams are denoted by the wave 
vectors k;. The atoms concentrate near antinodes corresponding to potential wells (Fig.2). For more effective manipulation 
the atoms are cooled at the bottoms of these potential wells continuously. The cooling field configuration is three- 
dimensional too. To spread the energy range of coollable atoms and to erase a potential structure of the cooling field this 
radiation is frequency sweeped. The sweep band is matched to the atom beam temperature. Let's take the detunings so as the 
standing wave formed by the manipulating radiations to drift. The species of conveyor for atoms is realized. This is the task 
of the preparing stage, i.e. the preparing stage forms the latticed cool atom beam with low velocity. 

Fig.l. Configuration of the manipulating field at the preparing    Fig.2. The skeleton potential structure for atoms at the preparing 
stage. stage. 
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Then the manipulating field with 
another configuration (Fig.3) acts on 
this drifting atom lattice at the 
structuring stage. The co- 
propagating laser radiation has 
specified intensity distribution , for 
example, it may be cut out by the 
mask. Within the exposed pattern of 
cross section the field has a structure 
similar to the conveyor, at the 
masked area a head "laser wind" 
blows. This head "wind" cuts out the 
certain "belts" of the conveyor. The 
desired pattern is projected in the 
atom beam like so. At the structuring 
stage the cooling field configuration 
is analogues to the preparing stage's 
one, but the sweep band is narrowed 
according to the atom temperature 
lowering. So the preparing stage 
forms the atom beam with latticed 
internal structure and the cross- 
section pattern specified by the 
mask. At this stage the translation 
velocity of the atom beam keeps the 
same.    Resulted    beam    is    well 

collimated and cooled. 
Fig.3. Configuration of the manipulating field and the «atom conveyor» at the structuring 
stage. 

At the following stage the field has rather complicated 
structure disclosed earlier8. The potential for atoms has 
no longitudinal structure, its cross structure represents 
square cells scaling down along longitudinal axis, This 
field structure makes the "conveyor belts" to converge 
homocentrically (Fig. 4). So the atom beam is focused, 
and the cross-section pattern of the atom beam formed 
at the structuring stage is scaled. Simultaneously the 
atoms are accelerated along the "conveyor belts", 
leave off the interaction with the field due to Doppler 
effect, and then atoms continuing inertial motion get at 
the processed surface. Fig.4. The skeleton potential structure at the compression stage. 

3. THE SCHEME OF THE ATOM PROJECTOR. 

The plant based on presented technique was named the atom projector. Some quantitative characteristics mentioned below 
were computed for helium, but theoretically atom projector allows manipulating atom beams of other substances. 

This paper presents the atom-optical system of the plant only, the auxiliary systems (vacuum, antivibrating, mechanical 
systems et cetera) are not described here, only several most important parameters of the auxiliary systems are mentioned 
below. 
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In the working chamber of the plant the vacuum system should support the pressure less than 10"6torrs with the leakage rate 
about 500 litre/sec. The antivibrating system should prevent the transversal oscillations more than 0,1 microns for the 
frequencies more than 50 kilohertz. 

3.1. The neutral atom source 

At the neutral atom source 1 (see Fig.5) the original stream of ions is formed by the ion source. As an ion source the 
abnormal or normal glow discharge device with the plate voltage 0,5 - 1,5 kilovolts working on helium - argon mixture at 
the pressure 10"2 - 10"3 torrs can be used. Such ion source creates sufficient monochromatic ion stream. However as an ion 
source some other standard devices can be applied also. 

Then a low-energy electron cloud neutralizes the ion stream. Such neutralization is estimated to distort atom trajectories and 
energies less than others do. The neutralized atom stream passes through the optomagnetical separator 2 (Fig.5) eliminating 
electrons, ions and not interacted atoms from excited atoms of a working substance. Thus, only excited atoms meeting the 
Doppler resonance condition3 at the preparing section are selected. 

3.2. The preparing section 

The selected neutral atom stream moves to the input of the preparing section. This section main task is to cool atom beam 
near the low velocity Vo and to structure it uniformly. The preparing section consists of the mirrors 3 (see Fig.5) forming 
the manipulating and cooling fields (the plane-parallel axicon), the sources 4 of the co-propagating manipulating radiations, 
the sources 5 of the co-propagating cooling radiations, the sources 6 of the counter-propagating manipulating radiations, the 

sources 7 of counter-propagating cooling radiations. The 
laser sources of the preparing section form linearly 
polarized plane waves. For the field to fill out the working 
zone of the channel more uniformly, over the wave front 
the amplitude of each laser beam is modulated in the 
triangular form by the inhomogeneous - reflecting mirrors 
in the input of the axicon 3 as shown on Fig. 6. 
Overlapping codirectional laser beams form running 
wave, which is homogeneous over the wave front. 
Triangular amplitude distribution matches not only 
amplitudes but also phases of various waves of the same 
name (the cooling or manipulating ones), those fill up an 
axicon interior. It avoids phase and amplitude abrupt 
changes, when an unavoidable insignificant shift of the 
laser beams took place. Some other wave front 
modulations are acceptable as well as the triangular one. 
So, the better uniformity and periodicity of the laser field 
are achieved. 

The axicon mirrors 3 reflects the laser beams from the 
sources 4 and 6, thus and so they form the three- 
dimensional interference periodic pattern (Fig.2, Fig.3) in 
the form of lattice. This lattice with fixed structure is 
drifting along the axis Oz with the velocity Vo. The small 

detuning between the contradirectional beams causes the uniform movement of this three-dimensional standing wave. The 
lattice cross-section represents close-fitting square cells with the pitch depending on the declination of the manipulating 
beams to the channel axis. As mentioned above, the minims of the potential structure of the manipulating field represent the 
drifting three-dimensional lattice too. This lattice moves along the channel axis with a low velocity evenly. The 
manipulating field is designed to concentrate atoms near these drifting minima by a dipole force, so as to form the structured 
beam. Depending on the focusing the possible filling of this lattice by atoms is evaluated to be about 5-10%. More compact 
filling is undesirable, so as to avoid interaction between atoms at the compression section. The axicon mirrors 3 reflect the 
laser beams from the sources 5 and 7, so the cooling field fills up a space of the preparing section uniformly. To intensify 
the interaction with the manipulating field, atoms are cooled over the velocity of the wells drifting continuously with 
velocity Vo. To avoid the formation of the additional potential structure by the cooling field and to widen the temperature 

Fig.6.  The  formation  of laser beams with triangle  amplitude 
distributions over the wave fronts and their overlap scheme. 
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range of controllable atoms, the cooling field is frequency-sweeped . The various modes of sweeping not causing the 
additional motion of atoms over wells may be designed. 

Due to the interaction with the field of the preparing channel, the excited atoms are cooled and localized in potential wells 
of the three-dimensional interference periodic pattern driven with the velocity Vo. The organized atom beam passes through 
the orifices of the mirror - filter 8 to the structuring section. Some atoms interact with laser field not effectively. They are 
reflected by the microchannel plate 8 and leave the interaction area. 

3.3. The structuring section 

The structuring section includes the source 9 (see Fig.5) of the co-propagating manipulating radiation, the mask 10, the 
sources 11 of the co-propagating cooling radiation, the mirrors 12 forming the manipulating and cooling fields (the plane- 
parallel axicon), the sources 13 of the counter-propagating radiations, the sources 14 of the counter-propagating cooling 
radiation. At the structuring section the co-propagating manipulating radiation of the source 9 passes over the mask 10, 
which transparent areas represent the scaled copy of the substrate areas to be processed. The radiation of the sources 9 and 
13 reflected by the axicon mirrors 12 forms the three-dimensional interference pattern, exposure of its cells corresponds to 
the mask pattern. This interference pattern drifts along the axis Oz with the constant velocity Vo. At "not lightened" areas 
the cellular field structure is absent, and the couter-propagating radiation destroys the atom beam structure, these atoms fall 
into vacant cells of the "lightened" area or return to the ground state and can not interact. Thus, the useful information is 
projected into the neutral atom beam. At the output of the structuring stage, the atom beam has the cross distribution 
according to the desired layout and the internal beam structure rests uniform. The mirror - filter 15 placed between the 
preparing and structuring sections reflects co-propagating radiation to absorber and eliminates atoms left interaction. The 
mirror- filter 15 is analogues to the mirror - filter 2 dividing the preparing section and the structuring one. 

3.4. The compression section 

The main purpose of the compression section is to focus the atom beam with the least distortion of the information 
projected into the beam. This section consists of the sources 16 (see Fig.5) of the co-propagating manipulating radiations, 
the sources 17 of the co-propagating cooling radiations, the mirrors 18 forming the manipulating and cooling fields (the 
pyramidal axicon). The configuration of the compression section is designed to generate the converging potential structure 
for atoms. For this purpose the axicon 18 of the compression section is not plane-parallel, as for the previous two sections, 
but pyramidal. Its form and also an absence of counter-propagating manipulating radiation result in the field structure 
representing homocentric converging square tubes without longitudinal structure. The potential structure of each tube has 
the axial symmetry, the potential minima coincide to the tube axis. To keep the information more completely the transverse 
interference pattern of the compression section input is matched with the pitch of the beam structure at the structuring 
section. At the compression section neutral atoms are kept inside converging channels of the field and are accelerated (due 
to absence of the counter-propagating radiation). The longitudinal atom velocity is rising gradually, at the output of the 
compression section this velocity can exceed the velocity of drift at the previous sections in 5-6 times. The energy of the 
accelerated atoms is more than 100 electronvolts. Varying the parameters of the accelerating field at the compression 
section one can vary the atom beam energy in broad band. Due to this feature the plant can execute different operations 
(from the degassing to the implantation). 

With atom velocity increasing, the intensity of atom- field interaction is reduced, atoms hold off the interaction gradually, 
and their motion becomes inertial, then being moving the same directions the atoms drift to the substrate 20 mechanically. It 
is also important, that the atom velocity and the equivalent energy have great increase before the effective interaction hold- 
off. So with the atoms returning from the excited state to the ground one, the uncompensated emitted quantum of energy 
does not influence on atom trajectory and on the resolution consequently. 

Precomputations show the presented plant resolution 6-8 nm that exceeds the resolution of up-to-date methods at least in the 
order of magnitude. 

4. CHARACTERISTICS AND APPLICATIONS OF THE ATOM PROJECTOR. 

Main technical applications of the atom projector correspond to levels of atom beam energies. At up-to-date level of laser 
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engineering the following operations are achievable (listed in order of the beam energy increasing): 

the degassing, purification and the preparing of a surface, the modification of its properties; 
- the atom lithography with the resolution about 5-10 nm; 
- the controlled growth of microcrystals by deposition on substrate of atom stream with strictly specified spatial and 

energy distributions; 
the high-resolution maskless one-stage processing of microstructures ( from the atom deposition on substrate to the 
etching of upper layers according to the specified layout, the in-line reconstruction of defective structures); 

- the non-destructive topological and chemical surface monitoring with high spatial and spectral resolutions and a 
lowered level of electrostatic disturbance; 

- the layer-by-layer scanning quantitative and qualitative analysis of surface, the parallel defectoscopy; 
the atom microscopy with resolution about 1-2 nm; 

- the depth-controllable implantation of atoms with the specified concentration distribution over the cross section of 
the processed object; 

- the acceleration of neutral atoms. 

Summing up we specify features of the atom projection: 

- the spectral purity and high level of the organization of the manipulated atom beam; 
the atom velocity distribution is very narrow; 

- the beam energy is adjustable in a broad band easily; 
- the transverse distribution of the atom beam is controlled by rather simple projection technique; 
- the high compression of the atom beam (to be matched with the analogues ion beam the intensive atom beam is 

corresponding to the I = 1.7 A). 

All these features allow to hope for the development of new, effective processing and analysis of microobjects. Listed 
advantages appear in technological process as: 

- the high efficiency. For example, the rate of coating etching is estimated to be about 3 ß /sec ( with the sputtering 
coefficient 0.1 atom/particle, the density- 20 g/cm2, the 10%- filling of potential well pattern), the spraying rate of 
complete conducting structure is 0.5 -1.5 // /sec; 
possibility to manufacture the micro- and nano-scaled structures with complex layouts including three-dimensional 
nanoneuroelements; 

- the minimum of steps for complex chip manufacturing; 
- the high reproducibility of structure parameters with the minimum of in-process transfers and with nanometer 

resolution; 
- the simplicity of residual contamination removal; 

the reliability of defect diagnostics; 
- the in-line reconstruction of produced structures; 
- the chip manufacturing in-situ; 
- the universality of the processing. 

Main design parameters of the disclosed plant: 

a) the area processed simultaneously- 200x200 fi, 
b) the number of element channels per the area processed simultaneously - 9000000, 
c) the resolution- from 1-2 nm to 10 nm (for different operations), 
d) the positioning precision - 6 nm. 

According to preliminary estimations, the universality of this plant and the possibility of processing in-situ allow to decrease 
the number of operations in 3 times, the necessary number of plants - in 7 times and to reduce number of the staff in 
comparison with modern industrial technologies. 
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The atom projector was designed for micro- and nanoelectronic manufacturing, but it should be applied for scientific 
research in different areas, for example, in surface investigations, atom physics and spectroscopy, molecular chemistry, 
biology, crystallography. 

The authors suppose that with paying due attention to the presented plant and its development, it will be one of practical 
laser nanotechnologies in the XXI century. 
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ABSTRACT 
We review the bond breaking and structural changes on clean surfaces of Si(lll)-(7x7) and of InP(110)-(lxl) induced by 
ns- and fs-laser irradiation with fluences below thresholds of melting and ablation. Atomic imaging of the irradiated surface 
by scanning tunneling microscopy (STM) has shown that the bond breaking of adatoms of Si(l 1 l)-(7x7) is induced by an 
electronic process to form adatom vacancies mostly at individual adatom sites. Si atoms in the electronic ground state are 
desorbed with a peak translational energy of 0.06 eY, as a direct consequence of the bond breaking. On the other hand, 
STM images of the irradiated InP(l 10)-(lxl) surfaces have revealed the preferential removal of the top-most P atoms, with 
significant formation yields of vacancy strings consisting of several adjacent vacancies on the quasi-one dimensional P 
rows. The isolated In vacancies are also formed, but with a much smaller yield. For both surfaces, bond breaking takes 
place at intrinsic sites of the surface structures, and the efficiency is strongly site-sensitive, resonantly wavelength- 
dependent, and highly super-linear with respect to the excitation intensity. The electronic bond breaking is shown originate 
from non-linear localization of excited species in surface electronic states. 

Keywords: Laser-induced desorption, electronic excitation, semiconductor surfaces, scanning tunneling microscopy, 

1. INTRODUCTION 

Extensive studies have been carried out on the interaction of laser light with solid surfaces, motivated from both 
applications in material processing and basic research on light/matter interactions '"2. The interaction results in phenomena 
full of variety, depending on wavelength and the power of laser light, and on the basic properties of surfaces of materials. 
Even for semiconductor surfaces, several qualitatively different phenomena are induced, depending on a wide range of 
fluence from a few hundreds of uJ/cm2 to a few J/cm2 of ns lasers. As demonstrated clearly, the surfaces of semiconductors 
start to be melted upon laser irradiation above certain thresholds of fluence, which depend of the wavelength, pulse width, 
and basic properties of substance.3 For laser fluences above the melt threshold, sublimation from laser-induced molten 
layers takes place leading to desorption of constituent atoms,4 and surface reconstruction are often induced by rapid melting 
followed by rapid recrystalization.5 At more intense-fluence regime, the interaction of laser pulses with surface results in 
ablation, in which dense plasma is formed to cause ejection of high energetic ions and atoms. On the other hand, desorption 
of constituent atoms from semiconductor surfaces is induced even for fluence range much below the thresholds of melting 
and ablation. It has been shown that electronic processes are primarily involved in surface structural changes associated 
with desorption of constituent atoms for low-fluence regime.6" Recent developments in experimental techniques, e.g. 
sophisticated methods of high-sensitive detection of desorbed species and direct atomic imaging8"" of the irradiated surfaces 
have enabled us to study the surface atomic processes induced by electronic mechanisms from a more microscopic point of 
view. 

Surfaces of tetrahedrally bound semiconductors generally show drastic reconstruction and/or relaxation, where bonding 
properties differ significantly from those in bulk.12 Consequently, surface electronic states with quasi two-dimensional 
nature are formed which are characteristic of reconstruction and relaxation. The Si(l 1 l)-7x7 surface is a typical example of 
a reconstructed surface on which extensive studies have been carried out both experimentally and theoretically. The atomic 
structure of this surface is well described by the dimer-adatom-stacking-fault (DAS) model,13 with a unit cell consisting of 
12 adatoms, 42 first-layer atoms and 9 dimers. The surface electronic states have also been studied by photoelectron 
spectroscopy (UPS),14 inverse-photoelectron spectroscopy,15 scanning tunneling spectroscopy,16 and theoretical 
calculation.17 The other example of the surface studied extensively is the {110} surface of III-V compound semiconductors, 
which crystallize in the cubic zincblende structure. With this {110} surfaces of semiconductors no reconstructions are 
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induced but the surface atoms relax significantly from a bulklike termination.12 As a result of this relaxation, the cation- 
anion zigzag chains become tilted with the anions being raised. Thus, the surface structure is quasi-one dimensional rather 
than two-dimensional. The accumulating knowledge of semiconductor surfaces provides the basis on which we can study 
the laser-induced electronic processes of structural changes and desorption. 

Recently, it has been demonstrated that a laser-induced electronic process removes adatoms of the Si (11 l)-(7x7).10 This 
electronic bond breaking on Si(l 1 l)-(7x7) has shown quite different features from those known through laser annealing 
studies. Subsequent studies on lnP(l 10)-(lxl) surfaces have shown that the similar electronic mechanism holds for bond 
breaking of In and P atoms incorporated into the intrinsic lxl structure, although some features are different depending on 
basic properties of the surfaces." The purpose of this paper is to review laser-induced structural changes by the electronic 
mechanism on these typical semiconductor surfaces. 

2. LASER-INDUCED ELECTRONIC BOND BREAKING ON Si(lll)-(7x7) 

Laser-induced effects on silicon surfaces were studied extensively for understanding the mechanism of laser annealing in 
this material. For fluences above melt threshold, structural changes of Si(l 1 l)-7x7 surface were induced to result in new 
reconstructions forming c-(4x2) and (2x2) structures on the surface.5 The structural transformation was attributed to the 
laser annealing involving rapid melting followed by rapid re-crystallization. Sublimation of constituent atoms from the 
laser-induced molten layer is also induced. Time-of-Flight (TOF) spectra of Si atoms under the irradiation of laser pulses 
with fluences of 1-2 J/cm2 showed that the translational energy of desorbed Si atoms increased with increasing fluence.4 

The fluence-dependent translational energy was regarded as a consequence of the melting of the surface region. The atomic 
processes on Si(l 1 l)-7x7 we discuss here show essentially different features from those reported previously in the laser- 
annealing study. First of all, the fluence of laser pulses used for exciting surfaces is smaller by an order of magnitude than 
those used previous studies. Also, the structural changes revealed by direct atomic imaging by STM and characteristics of 
desorption of constituent atoms show significant difference from those in laser annealing. Below we survey important 
features of the process induced by irradiation of laser pulses at fluences below the melting threshold. 

2.1. Features revealed by STM observation 

Ishikawa et al. have studied the changes in atomic structures of Si(l 1 l)-7x7 surface irradiated with 500-nm dye-laser pulses 
with a fluence of about 100 mJ/cm2, which is below the thresholds of melting and of ablation.8 They found that adatom 
vacancies were newly formed, while keeping the 7x7 structure essentially unchanged. The atomic images of the irradiated 
surfaces showed no trace of surface melting and no indication of forming intermediate structures, which could be formed 
under more intense-laser irradiation.5 Their statistical analysis of the laser-induced adatom-vacancy formation revealed an 
interesting feature that the removal of adatoms took place with strongly site-dependent efficiency. In the DAS model of 
Si( 111), 12 adatoms in an unit cell are not completely equivalent; a triangle composed of six adatoms is located on the 
subunit containing the second-layer atoms with stacking fault with respect to the third-layer atoms, but the other is on the 
subunit lacking the staking fault.13 Also, the sites of adatoms comprising a triangle can be classified into two sites; the 
adatoms at the corner of the triangle, corner adatoms, and the rest, center adatoms, show different properties.18"20 Ishikawa 
et al. have found that adatom vacancies at the center-adatom site are formed by about three times more efficiently than at the 
corner adatom site. This preferential removal of center adatoms holds for irradiation with different fluences; the ratio of 
number of vacancies at the center-adatom site relative to that at the corner adatom site remains almost constant irrespective 
of laser fluence. On the other hand, essentially no difference was detected in the relative ratio of the yields of adatom 
vacancies whether they are on the faulted half or unfaulted half. 

Kanasaki et al. have studied the yield of adatom vacancies formed by repeated irradiation of laser pulses as a function of the 
number m of laser shots (or dose) at a given fluence O.10 Their result for 600-nm excitation is shown in Fig.l, where the 
total number n, of laser-induced adatom vacancies, (a), and the ratio of vacancies at corner-adatom sites relative to those at 
center-adatom sites, (b), are plotted as a function of m. It is clear in the figure that n, increases in proportion to m up to the 
concentration of about 10 %, with keeping the ratio of about 0.3 constant. Since the ratio of 0.3 does not depend on m, the 
site-dependent yield of adatom-vacancy formation is not due to any accumulated effects under repeated irradiation, but is a 
direct consequence of the process, which takes place within each laser pulse. Results similar to those shown in Fig.l were 
obtained for irradiation at various fluences and at different wavelengths from 400 to 700 nm.10 The site-dependent yield of 
the adatom-vacancy formation with a ratio of about 0.30 was the case for all of these different excitation conditions. 
Therefore, the site-sensitive yield is a characteristic of the final step of bond breaking process, independent of excitation 
wavelengths. 
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Based on the linear relation between nL and m, they determined the efficiency TJ of adatom-vacancy formation per single 
shot of a laser pulse with a given O. In Fig.2, the magnitudes of ?]'s thus determined for 500-nm excitation are plotted as 
solid circles as a function of O. The efficiency shows a super-linear dependence on the excitation intensity. Similar 
measurements of 77's at different excitation wavelengths have shown that the magnitude of 77 depends strongly on the 
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FIG. 1. The concentration of laser-induced adatom 
vacancies (a), and the ratio of the number of vacancies 
formed at the corner-adatom site relative to that at the 
center-adatom site (b), as a function of the number of 600- 
nm laser pulses with afluence of 23 mJ/cm2(from Ref. 10). 

FIG. 2. Fluence dependence of the yield of Si-atom desorption (open 
circle) and efficiency of adatom-vacancy formation (solid circle) 
induced by irradiation with a single shot of a 500-nm laser pulses in (a), 
linear scale, and in (b), logarithmic scale. Solid curves are the best-fit 
curve of the formula of the two-hole localization mechanism (from 
Ref. 10) 

wavelength for surface excitation. Thus, the bond breaking of adatoms on Si(lll)-(7x7) induced by laser pulses with 
fluence far below melt threshold is characterized by the efficiency which is site-dependent, wavelength-dependent and 
highly super-linear with respect to the excitation intensity. The result that no trace of melting is detectable in STM images 

is indicative of the electronic mechanism of the bond breaking of adatoms. 

2.2. Desorption of Si atoms induced by the electronic bond breaking of adatoms 

The laser-induced bond breaking on Si(lll)-7x7 surfaces have been studied also by detecting desorbed species with high 
sensitivity. From the results of STM measurements, it has been shown that adatoms are removed at a rate of IO"4 monolayer 
or less per pulse. When neutral atoms are the main desorbed species, we need to use a method with high sensitivity for 
detecting these small amounts of atoms. Kanasaki et al. have applied the resonance-ionization spectroscopy (RIS), in which 
neutral atoms are excited first to an excited level and then ionized by an intense laser pulse.ia2' By tuning the wavelength 
of the laser light for ionization, desorbed atomic species are identified. Also, by changing the time delay between the laser 
pulse for exciting the surface and the one for ionizing neutral atoms, one can determine the kinetic energy distribution of 
desorbed atoms from the resulting TOF spectra. Figure 3 shows the TOF spectra of Si atoms desorbed from a 7x7 surface 
irradiated with 532-nm laser pulses with fluences of 84 and 245 mJ/cm2.21 In the measurements, ns-laser pulses tuned to the 
3p0-3pi transition energy (4.928 eV) of Si atoms were used for ionization. This means that the desorbed species by laser 
irradiation to the 7x7 surface is mainly Si atoms in the electronic ground state. Si ions were not detected for the fluence 
range studied (below 400 mJ/cm2). The TOF spectra measured for two fluences show the same peak flight time and the 
same distribution; velocity distribution of desorbed Si atoms is not dependent on the fluence. This contrasts to the case of 
laser annealing, where the peak translational energy of desorbed Si atoms increases with increasing fluence of excitation- 
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laser pulse.4 Therefore, the fluence-independent velocity distribution also indicates that desorption of Si atoms from this 
7x7 surface induced by irradiation with laser pulses of the fluence below 400 mJ/cm2 is not related to surface melting. 

In Fig.2, the yield of Si-atom desorption for 500-nm excitation, measured at a time delay giving the peak intensity, is shown 
by open circles as a function of the fluence of excitation laser pulses. It is evident that the yield of desorption and the 
efficiency of bond breaking determined by STM study show the same super-linear dependence on the fluence. The result 
demonstrates clearly that desorption of Si atoms is the direct consequence of bond breaking of adatoms from the 7x7 
surface. A power law cannot describe the yield shown in Fig.2; a log-log plot does not give a single straight line. It 
depends on almost the square of the fluence at low fluence region, while the dependence becomes almost exponential at 
higher intensities. 

Spectroscopic studies of laser-induced desorption of Si atoms 
from the Si( 111)7x7 surface have been carried out to identify 
the electronic transitions which are responsible for the Si-atom 
desorption.10'21    Because of the super-linear behavior of the 
desorption yield, the usual definition of the efficiency is not 
applicable.    Instead, Kanasaki et al.  introduced a practical 
definition of the 'desorption efficiency' to be the desorption 
yield at a fixed laser fluence of 150 mJ/cm2.  Measurements of 
desorption efficiency thus defined has revealed a strong peak at 
2.0 eV in the desorption efficiency as a function of photon 
energy.   In the Si crystal, there exist no such peaks at 2.0 eV in 
the absorption coefficient.   Therefore, this result suggests that 
the   optical   absorption   associated   with   the  bulk  electronic 
transitions   is   not   effective   for   the   Si-atom   desorption. 
Alternatively,   possible  optical   transitions   involving  surface 
electronic   states   have   been   examined   in   the   light   of 
experimental and theoretical results of the surface electronic 
structures of Si(l 1 l)-7x7 surface.14"16 One can find two possible 
surface transitions around 2.0 eV. The one is the transition from 
the surface band (S,) composed of the rest-atom dangling bond 
to the band (U2) of the unoccupied adatom back-bond orbital, 
and the other is from the band (S3) composed of the occupied 
adatom back-bond orbital to the band (U,) of the unoccupied 
adatom dangling bond orbital.   The peak energy of desorption enhancement agrees well with the energies of the surface 
electronic transitions mentioned above.   Based on this consideration, it has been concluded that laser-induced electronic 
transitions within the surface electronic state are responsible for the Si-atom desorption. 

An alternative assignment may be argued that the peak of 2.0 eV in the desorption efficiency is related to the two-photon 
absorption transition in the bulk electronic states, based on the fact that the direct band gap of Si crystals is 4.185 eV,22 

about the twice of the peak energy in the desorption efficiency spectrum, and on the feature of the nearly quadratic 
dependence of the yield of desorption at weak fluence regime. In order to examine this alternative, the desorption of Si 
atoms was studied for the surface excited with 266-nm laser pulses, the photon energy (4.66 eV) of which is above the 
direct band gap.23 The Si atoms in the electronic ground state were emitted as the major product under this excitation, and 
the super-linear dependent change of the yield with respect to the excitation intensity was observed, similarly to those for 
ns-laser excitation in visible region. This result excludes definitely the alternative assignment of the 2.0-eV peak in the 
desorption efficiency. 

As seen in Fig.3, velocity distribution of Si atoms desorbed from the surface is not dependent on fluence of ns-laser pulses. 
The velocity distribution of Si atoms desorbed under 266-nm excitation was essentially the same as those obtained for 
excitation with ns-laser pulses in the visible region. Kanasaki et al. have studied the desorption induced by fs laser pulses of 
403 and 269 nm, and found the same velocity distribution of Si atoms as that in ns-laser excitation.23 The yield of 
desorption shows a similar super-linear dependence on the fluence of fs lasers to that for ns lasers. Therefore, TOF spectra 
of desorbed Si atoms are characterized by a given velocity distribution and the same peak flight time, neither of which 
depend on wavelengths, fluences and temporal widths of laser light. This feature indicates clearly that the final step of the 
bond breaking which governs the energy partition to Si atoms is common for any type of excitation. It implies that the same 

FIG. 3. Time-of-Flight spectra of Si atoms desorbed from 
Si( 111 )-(7x7) irradiated by 532-nm laser pulses of fluence of 
84 mJ/cm2 (open circle) and of 245 mJ/cm2 (solid circle), 
respectively. The yield of desorption changes as much as three- 
orders of magnitudes for the two fluences (From Ref.21) 

29 



localized excited state (the reactive state) is formed at adatom sites with a formation yield, which is dependent on several 
characteristics of excitation laser light. 

In order to have deeper insight into the bond breaking process, the number density N(s) of atoms with transnational energy e 
has been evaluated from TOF spectra.23 In this evaluation, a phase space factor of v

2 was taken into account (v is the 
speed),24 to compare experimental data with consequences of a one-dimensional model which will be discussed later. The 
result is shown in Fig.4. The distribution shows a steep increase after an onset energy of about 0.02 eV (shown by the 
arrow) to form a peak at 0.06 eV, associated with the high-energy tail up to 0.6 eV. Although the peak flight time of 2.05 
us in TOF spectra corresponds to the translational energy of 0.15 eV, the peak translational energy of 0.06 eV in N(e) is 
obtained after the phase-factor correction, which enhances significantly number densities at low-energy parts.24 Since the 
amount of Si atoms desorbed by one pulse is at most 10"4 ML, any effects of gas-phase collision after desorption can be 
neglected.25 Therefore, the energy distribution seen in Fig.4 is characteristic of the bond breaking process at the surface. 

2.3. Possible mechanisms of electronic bond breaking of adatoms on Si(lll)-(7x7) 

Based on the results described above, it is reasonable to conclude that the structural change of Si(l 1 l)-7x7 surface induced 
by laser irradiation below thresholds of melting and ablation originates from an electronic process where surface excited 
states are involved. Since the desorption is caused by the removal of Si atoms at individual adatom sites on the 7x7 
structure, localization of these photo-generated species, which are delocalized two-dimensionally, onto particular adatom 
sites is included as an important step in the desorption process. The super-linear dependence of the yield of Si-atom 
desorption on fluence of excitation-laser pulses shown in Fig. 2 indicates that multiple photo-excited species are involved in 
the localization process. 
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FIG. 4. Translational energy distribution of Si atoms desorbed by 
the laser-induced electronic bond breaking of adatoms of Si(l 11)- 
(7x7). Surface excitation was made at 300 K with laser pulses of 
different characteristics in wavelengths, fluences and temporal 
widths. Data for different types of laser light are normalized to the 
same peak height (From Ref. 23). 

FIG. 5. Schematic of the model of phonon kick process following 
two-hole localization at adatom sites. Adiabatic potentials V1, 
V2, and Vf show the state of the second hole staying in the free 
state in addition to the first localized hole, that of two-hole 
localized, and that of the final state of the bond breaking (From 
Ref.23). 

Several models have been proposed for the electronic mechanism of bond breaking and structural changes on semiconductor 
surfaces. Among them, the two-hole localization mechanism studied by Sumi26 can explain most of important features of 
the electronic processes on Si(l 1 l)-(7x7). He formulated the rate of the two-hole localization onto a particular lattice site 
by considering that it is the crucial step of desorption of atoms from semiconductor surfaces. It has been assumed 
reasonable that successive localization of two holes is more probable than simultaneous localization. It implies that a single 
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hole can be first localized at a lattice point by some mechanisms. The rate P of the two-hole localization can be 
approximated well by the simple expression of P = A{exp(nh) -l}2 where nh is the density of photo-generated holes relative 
to the effective number of free-hole state in the surface valence state at a given temperature. For weak excitation, which 
gives nh « 1, the rate is proportional to the square of nh while for intense excitation it increases exponentially. This 
enhancement of the localization rate at intense-excitation regime has been attributed to the increase in the average kinetic 
energy of the holes due to the degenerate Fermi distribution, which makes localization of the second hole by overcoming the 
Coulomb barrier effective. 

The quantity nh and the excitation intensity characterized by fluence (Pcan be correlated as 

nh=a(r/co)n„0 (1) 

with a cross section crof the optical transition, the normalized density of surface valence states n,„ the lifetime of photo- 
excited holes r, and temporal width co of excitation-laser pulses, when T«CO. Then, the yield of desorption which is 
proportional to P is given by 

Y=Y„{exp(C0)-l}2, (2) 

where Y„ is a constant and C=a(z/co)n0. The experimental results of the bond breaking efficiency and yield of Si-atom 
desorption were compared with this equation with Y0 and C being fitting parameters. The solid curve of Fig.2 is the best-fit 
curve of Eq.(2) to experimental results; Eq.(2) describes almost perfectly the results for a whole range of fluence of the 
excitation-laser pulses. The results taken for other wavelengths from 700 to 400 nm can be fitted by Eq.(2) as well.21 The 
fact that Eq.(2) explains satisfactorily the super-linear feature of the yield may indicate that the bond breaking of adatoms is 
governed by the rate of the sequential two-hole localization process. 

The two-hole localization mechanism assumes the first-hole localization on the surface. Since the adatom-vacancy 
formation is not related at all to pre-existing defects on the surface, an intrinsic process of the first-hole localization has to 
be assumed. The self-trapping is a typical of the intrinsic carrier localization. A criterion of localization by the self- 
trapping mechanism of a single carrier in the phonon field has been shown to be ELR > B,27 where ELR is the lattice 
relaxation energy which represents the energy gained by the lattice relaxation, and B is the delocalization energy measured 
as a half of the width of the band. In contrast to the valence electronic state of Si crystal showing a large B, some of 
occupied surface states on Si(l 1 l)-(7x7) show much narrower bandwidths. According to UPS studies, the widths of the S, 
and S2 bands are much narrower than other surface bands. Although no information on ELR is available for the localization 
of a single hole on a surface atomic site of the Si(l 11)7x7 surface, holes generated in these bands have certainly an 
advantage for localization by the self-trapping mechanism over other competing de-excitation channels. On the other hand, 
the S3 band composed of the adatom back-bond orbital shows a strong dispersion and broader width. Therefore, the 
localization of holes in the S3 band has a larger energy cost, which would reduce the effectiveness of holes generated in this 
band for Si-atom desorption. In fact, no enhancement of the desorption efficiency has been detected around 3 eV where 
transition from S3 to U2 is expected. 

Experiments28 and ab initio calculations " have shown a significant charge delocalization of dangling bond state of the 
adatoms, which results in a bonding interaction between adatoms and the Si atoms directly below them. Therefore, upon 
hole localization at adatom sites, bonding property of the adatom may be affected seriously to weaken the bond. Successive 
localization of the second hole at the site where the first hole is localized may induce finally the bond breaking of adatoms. 

The bond weakening of adatoms upon hole localization may induce a strong adatom vibration normal to the surface. Defect 
reactions induced (or enhanced) by transiently generated violent lattice vibration (phonon kick) upon the carrier localization 
at defect sites are well documented in semiconductors.29 This phonon-kick mechanism has been proposed to be responsible 
for the bond breaking and desorption of adatoms from the surface.23 In this case of bond breaking, however, "defect sites" 
are the first-hole localized sites, and the violent vibration leading to the bond breaking is induced only upon the second-hole 
localization along the reaction coordinate QR of vibrational motion of adatoms normal to the surface. This process is 
schematically portrayed in Fig.5, where a group of parabolas denoted by V, represents the state of the second hole staying in 
the free state with the first-hole localized, V2 the state of two-hole localized, and Vf the final state of the bond breaking, 
respectively. In the bond breaking process, the adatom electronic state of a perturbed sp3-like configuration is finally 
transformed into the free-atom s2p2 state in Vf. It has been assumed that this electronic transition, a key of the bond 
breaking, takes place on V2 at a critical point R with energy ER and a distortion AR on QR. 
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The phonon-kick process can be described as follows; the packet formed on the coordinate with a mean total energy E,^ER 

passes the critical point n times with the energy ESE, during relaxation, induces the transition with a probability P at each 
passage, and is dissipated finally. The Si atoms desorbed by the packet with E have s given by s=E-E0, where E„ is the 
energy of (^measured from the bottom of V2. The number density N(s) is determined by the product of« and P, both of 
which are dependent on E. As a crude guide of the dependence, n is inversely proportional to E when a simple damping 
oscillator is assumed for the packet. And, when P is evaluated by Landau-Zener formula3 'of 

PLZ={\-exp(-2xT2/hvR\FR\)}, (3) 

where Tis the transition matrix element, FR the change of the energy separation of the surfaces at R and vR the velocity of 
the packet at R, respectively, it takes the largest value for vR = 0, with a sharp cut off for E^ER. For E > ER, P decreases 
with increasing E. 

In view of this model, the peak energy of 0.06 eV in N(e) shows that ER is higher by about 0.06 eV than E0. A sharp cutoff 
is in fact observed E < ER, and N(e) decreases with increasing e as expected from the dependence of both n and P on E. The 
highest energy of E, which determines the highest E is estimated to be about 0.6 eV + E0. The solid curve in Fig.l is the 
energy distribution calculated by this simple model of N(e) = nPlz with assuming vR to be proportional to (E-E„)'2 and a 
constant £,. It describes the overall features of the experimentally determined energy distribution of Si atoms, although it 
includes some discrepancies, which can be solved by more sophisticated theoretical analysis. 

3. LASER-INDUCED ELECTRONIC BOND BREAKING ON InP(110)-(lxl) 

The laser interaction with surfaces of II1-V semiconductors has also been studied extensively. Because of the properties of 
easier decomposition by heat below melting temperature, the important roles of thermal mechanism of laser-induced heating 
have often been emphasized. Nevertheless, there are growing experimental evidences that indicate electronic mechanisms 
of the surface structural changes. In the studies by means of highly sensitive detection methods of desorbed species, 
electronic mechanism has been proposed, and the defects on the surface have been ascribed to the active sites for the 
removal by electronic processes.6'7 Time-resolved photoelectron spectroscopy and scanning electron microscope have been 
used to demonstrate a photon-activated process of Ga island formation on GaAs(l 10).31 In this photodecomposition, Ga and 
As atoms at kinks on cleavage steps have been considered as the active sites for the electronic process. Whether terrace 
atoms, namely the intrinsic sites of the reconstructed structure, are removed by the electronic process was an interesting 
open question, although some theoretical suggestions have been made. 
Recent STM study for laser-irradiated InP(110)-(lxl) surfaces has 
revealed that the P and In atoms in the intrinsic sites of the surface are  jF # if ■£* ■£ Jg%. 0*Ü$T T ß * .,*   <*• 
indeed removed by an electronic mechanism." S S A,   *  .» J*  * 

3.1 Features of structural changes revealed by STM observation 

The {110} surface of typical III-V compound semiconductor is 
characterized by the tilted cation-anion zigzag chains associated with 
surface relaxation. The electronic states of the surface are 
characterized by three distinct surface optical transitions in the photon- 
energy range above bulk band gap. For InP(110)-(lxl), these are 
peaked at 2.6-2.75, 3.04-3.1, and 3.6 eV, respectively.12 Kanasaki et al. 
has excited cleaved surfaces of InP with laser pulses photon energies of 
which fall in resonance to one of these peaks, and examined the surface 
structural changes by using STM. Figure 6 presents a STM image 
acquired with a positive tip-bias voltage (+2.5V) for a cleaved surface 
after irradiation with 3000 shots of 460-nm laser pulses with 22 mJ/cm2 

of fluence." In the image, which represents the structure of P atoms on 
this surface, we evidently see several dark spots newly generated after 
laser irradiation. These spots in the image correspond to the single 
vacancy and vacancy strings consisting of different numbers of 
neighboring vacancies. In STM images acquired with a negative tip- 
bias voltage for the same surface, which represents the structure of In 

FIG. 6. A STM image showing vacancies of P atoms 
induced by irradiation with 3000 shots of 460-nm laser 
pulses on InP(l 10)-(lxl). Vacancy strings consisting of 
a few neighboring vacancies are formed with 
significantly enhanced yields (From Ref.l 1). 

32 



atoms on this surface, newly generated dark spots were also found. However, the spots are mainly in the form of the single 
vacancy, and the total number of In vacancies generated by laser irradiation is about 1/4 to that of P vacancies. These 
results demonstrate clearly that P and In atoms on the terrace, namely the intrinsic sites of the reconstructed structure, are 
removed by the bond breaking induced by laser irradiation, with keeping (lxl) structure essentially un-changed. The 
estimated surface temperature with the formula in Ref. 32 was at most 450 K for the fluence of 22 mJ/cm2, far below the 
melting temperature. In fact, any changes characteristic of thermal effects,33 like formation of P2 and In-In bonds on the 
surface, could not be detected after irradiation. Therefore, it has been concluded that these single vacancies and vacancy 
strings are formed by electronic process on the surface. The more quantitative examination of the vacancy formation 
process below is certainly consistent with this conclusion. 

Kanasaki et al. have also studied formation of single vacancy and vacancy strings with different lengths as a function of 
number m of laser shots (or dose) under a given fluence of laser pulses. The fractions of numbers of vacancies with 
respective forms relative to the total number of surface-atomic sites surveyed are portrayed as a function of m in Fig.7. The 
initial concentration of vacancies on a cleaved surface is at most 0.2%. It increases up to a few percent of the surface sites 
after irradiation. In the growth of the P vacancies, it is evident that dimer vacancies and vacancy strings are formed with 
significantly enhanced yields than those expected from statistics of random distribution of vacancy formation. Therefore, 
the results shown in Figs.6 and 7 indicate clearly that the P atoms located at neighboring sites of the vacancies are 
preferentially removed by laser irradiation to form vacancy strings with longer lengths. The preferential removal of P atoms 
nearest to the single vacancies leads to the formation of dimer vacancies with expense of numbers of single vacancies. 
Therefore, decrease in the growth rate of the single vacancies is naturally expected with increasing m. However, an 
interesting feature seen in Fig.7 is that the growth rate of total number of vacancies also shows a tendency of saturation for 
the concentration as low as a few percent. This feature contrasts strongly to the bond breaking of adatoms on Si(l 1 l)-(7x7), 
where the growth rate of adatom vacancies is constant up to about 10 % of the surface defect concentration. Therefore, the 
electronic process of bond breaking on InP(l 10) includes a new factor, which has not been considered in the case of Si(l 11) 
surface. 
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FIG. 7. A histogram of the number of laser-induced single vacancies, V„ the dimer vacancies, V2, trimer vacancies, V3, and 
tetramer vacancies, V4, and total number of P vacancies on InP(l 10)-(lxl) as a function of number of laser shots of 460 nm laser 
pulses with fluence of 30 mJ/cm2 (From Ref.l 1). 

3.2 Possible mechanism of electronic bond breaking and vacancy-strings formation 

In the study of the formation of vacancy strings on lnP(l 10)-(lxl), a simple rate equation model has been formulated." 
When the rate g0 of bond breaking of a P atom from the intrinsic site with concentration N„ is introduced, then the 
concentration V, of the single vacancy is determined by the equation; dV/dt = g„N0 - g,V,, where g, is the rate of bond 
breaking at the site nearest to the single vacancy to form the dimer vacancy. A similar equation is hold for the concentration 
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Vt of the vacancy string consisting of j vacancies ; dV/dt ■ 
tobe V= 2jVp V satisfies the following simple equation; 

g-iVj-i - SjVr When we define the total number of vacancy sites 

dV_ 

dt 
= goNo 

(4) 

In Fig.8, the magnitude of V is plotted as a function of m; it shows a linear growth at very low dose region, while it tends to 
be saturated for higher doses. Since the fraction of the total number of vacancies formed is still in the range of a few 
percent, the decrease of the number of active sites can be ignored. It follows that the main factor, which leads to the 
saturation of the rate of vacancy formation, is concerned with the rate g„. The rate g„, which includes the all effects in the 
process from localization of photo-generated species to bond breaking, is then dependent strongly on the small number of 

vacancies formed on the surface. 

For obtaining deeper understanding of the vacancy formation process, the magnitude of g0 was determined as a function of 
laser fluence, based on the linear region of V vs. m curves. The result is shown in Fig.9. It is evident that g0 thus 
determined is strongly super-linear as a function of fluence, similarly to the case of electronic bond breaking of adatoms on 
Si(l 1 l)-(7x7). The solid curve in the figure is the best fit to the equation derived in the two-hole localization mechanism of 
the bond breaking. It describes the experimentally determined dependence satisfactorily, indicating an important role of this 
process on InP(l 1 l)-(lxl) surfaces. In the vacancy string formation via two-hole localization, the first hole is localized on 
the site nearest to a single vacancy, and the second hole is localized at the site where the first hole is localized. Since the 
probability of the two-hole localization is dependent strongly on the density of holes, small reduction in the density leads to 
the significant reduction of the probability, and hence the rate of vacancy formation. It implies that the lifetime of holes on 
the surface is dependent on the concentration of the vacancies. 

For ns-laser pulses, the density nh of holes is given by Eq.(l). When we consider the trapping of the holes at sites near the 
vacancies to be an effective de-excitation channel of the holes, then rcan be expressed as 

;/r=//r„+ Z,a,V, (5) 

where a, represents the cross-section of hole trapping at the nearest sites of vacancy strings consisting of j vacancies. When 
it is assumed for simplicity that a, = a0 for any forms of vacancies, then the total number of vacancy sites defined above 
determines the lifetime. The growth of V is, then, expressed as 
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FIG. 8. Does dependence of the total number of P vacancy sites on 
lnP( 110)-( lxl) induced by irradiation of laser pulses of fluence of 30 
mJ/cm2. The solid curve in the figure is the result of numerical 
calculation of the model assuming the two-hole localization as the 
bond breaking mechanism (From. Ref.l 1). 

FIG. 9. Dependence of the bond-breaking probability for P 
atoms at the intrinsic surface site as a function of laser 
fluence. The solid curve is the best-fit curve of the formula 
derived from the two-hole localization mechanism (From 
Ref.l 1). 
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^ = 4exp{OT2„r„ct/ß)(l + r„<T()K)}-l]2A,„ (6> 
dt 

The solid curve in Fig.8 is the numerically solved result of this equation with A, an0 r/co and v0a0 as parameters. It describes 
satisfactorily the characteristic feature of the growth curve of V as a function of dose. The growths of vacancies at different 
fluences were fitted as well with changing only the magnitude of O in Eq.(6). Also, the growth characteristics of single 
vacancies and vacancy strings were well described by the equation, dV/dt = gj.,Vj., - gjVj, with the expression of g, of two- 
hole localization mechanism. Based on the results and analysis, it has been concluded that the efficient formation of 
vacancy strings is due to the preferential condensation of holes at neighboring sites of vacancies. 

Thus, the bond breaking of surface atoms in intrinsic surface sites of InP(l 10)-(lxl) has been described well by the 
electronic mechanism assuming the two-hole localization. An interesting feature on this surface is that the lifetime of holes, 
more generally the excited species, is dependent of the small concentration (less than a few %) of defects on the surface. 
This feature substantiates the important role of the holes generated in the surface-specific electronic bands on the bond 
breaking process; it is unlikely that the lifetime of holes in bulk electronic states is affected by such a small amount of 
surface defects. 

4. SUMMARY 

We have surveyed recent results of laser-induced structural changes on Si(lll)-7x7 and on InP(l 10)-(lxl) under the 
excitation below ablation and melt thresholds. Direct imaging of the irradiated surface by STM and measurement of 
kinetic-energy distributions of desorbed Si atoms have substantiated that the bond breaking of adatoms on Si(l 1 l)-(7x7) is 
induced by an electronic mechanism. A resonant enhancement of the desorption efficiency at 2.0 eV, revealed by excitation 
spectroscopy, can be attributed to surface optical transitions. The analysis of non-linear dependence of the desorption yield 
on fluence of excitation has suggested strongly the crucial role of the two-hole localization in the desorption process. 
Translational energy distribution of desorbed Si atoms has been described satisfactorily by the phonon-kick process 
following the two-hole localization. The electronic bond breaking of P atoms in the intrinsic surface structure of InP(l 10)- 
(Ixl) can also be described well by the two-hole localization mechanism. However, the process on InP(llO) shows an 
interesting feature of the efficient vacancy-string formation on P rows on the surface. This feature, together with saturation 
of the growth rate of vacancies with concentration as low as a few %, shows strong contrast to the case of similar electronic 
bond breaking of adatoms on Si(l 1 l)-(7x7) where growth rate of vacancies is constant up to the vacancy level of 10 %. The 
difference can be ascribed to the nature of the surface electronic states between the two systems; occupied surface bands of 
Si(l 1 l)-(7x7) show rather local nature, while the band of InP(ll l)-(lxl) shows quasi one-dimensional nature with 
relatively wide dispersion inducing effective transfer. Thus, for both surfaces, experimental results suggest strongly the 
important roles of the surface excited states in the electronic process of bond breaking on semiconductor surfaces. 
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ABSTRACT 

We have compared the desorption of positive ions, including Mg+ and MgO+, from ionic magnesium oxide (MgO) 
single crystals following pulsed laser excitation using either nanosecond (3 ns, 266 nm) or femtosecond (~300 fs, 265 nm) 
sources. Following optical excitation, desorbed ions are rapidly extracted and mass analyzed using standard time-of-flight 
techniques. Ion yields and velocities are determined as a function of laser fluence. The threshold similarity is a surprising 
result, as sub-band gap nanosecond pulses are only likely to excite defect states efficiently (via linear excitation), while the 
ultrahigh peak-power femtosecond pulses could in principle induce multiphoton and avalanche excitation. We argue that at 
least in this specific case, the important factor appears to be merely the number of photons and not the pulse duration. 
However, it is observed that femtosecond excitation yields considerable H* and less interference from impurity alkali ions 
than does nanosecond excitation. The source of the protons is presumably the hydroxylated MgO surface. 

Keywords: MgO, Magnesium Oxide, Laser Ablation, Laser Induced Desorption, Ultrafast Laser, Ionic Solids, Ionic 
Crystals, Wide Bandgap Insulators, Ultrafast Processes, Multi-photon processes. 

1. INTRODUCTION 

Environmental samples are often difficult to analyze for possible contamination, requiring sophisticated analytical 
techniques. Some of these techniques rely upon laser ablation as a primary means of vaporization and/or ionization. They 
include matrix-assisted laser desorption/ionization (MALDI) and laser ablation mass spectrometry (LAMS). Generally, 
nanosecond lasers have been used as the irradiation source for laser desorption and ablation, however many of the key 
processes (i.e. electron/hole-pair recombination, trapping, electron/phonon interactions, etc.) involved in laser/solid 
interactions occur on a sub-nanosecond time-scale. An important first step in optimizing methods based on laser 
desorption/ablation lies in the understanding of these fundamental processes. The goal of this research effort is to study how 
these important aspects are involved in energetic desorption of ions from surfaces during and after laser/solid interactions, 
where the solid material is usually an environmentally relevant wide-band gap material, such as magnesium oxide, calcium 
carbonate or sodium nitrate. This paper will present a comparison between the amount and type of desorption products that 
result when the temporal pulse duration of the UV desorption laser is varied by up to four orders of magnitude and as a 
function of laser fluence. 

Previous work by Dickinson et al.1"3 has shown that positive ion desorption can occur from a variety of wide-band 
gap materials when irradiated with photons that have less than bandgap energies (MgO has an approximate band gap energy 
of 7.9 eV). It was shown that primarily Mg+ desorbed from cleaved or abraded MgO when irradiated with 248 nm (5 eV) 
photons from a 30 ns excimer laser pulse. In addition, the kinetic energy distributions were determined by measuring the 
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velocity profiles of mass filtered desorption products using a quadrupole mass spectrometer in a time-of-flight mode. Those 
results showed that translational kinetic energies up to 20 eV were attainable, even though the photon energies are 
significantly less (5 eV). An emission model was postulated involving the photo-ionization of defect states (F and F+ centers) 
located nearby and directly beneath an isolated "adion" (e.g., Mg2+) along with trapping and re-trapping of photo-generated 
conduction band electrons during the 30 ns pulse. An important result of this model is that it accurately recovers the high 
order fluence dependence of the total ion yield that is measured experimentally by relying upon a series of subsequent linear 
absorption events involving these defect states (which readily absorb 5 eV photons). To further support this hypothesis 
experiments were performed on surfaces which had been purposely damaged (abraded) and it was shown that while the 
power dependence of the ion yield remained nearly the same, the total yield increased by more than an order of magnitude. 
The large translational kinetic energy is presumed to be the result of a coulombic "kick" experienced by the desorbing 
positive ions as the local environment directly beneath them is emptied of charge neutralizing electrons (as a result of the 
photo-ionization). Similar results were shown to occur on a number of other ionic crystals (e.g., CaC03, CaHP04»2H20, 
NaN03, and Nao.9Cso.1NO3).4 Fluences employed in all of this work ranged from 10 mJ/cm2 up to 770 mJ/cm2. 

The desorption of a variety of positive ions from MgO and other insulators (SrF2 and CaF2) following UV 
nanosecond laser excitation was also reported by Kreitschitz et al.5 over a fluence range of 17 - 425 mJ/cm2 at 193 nm (6.4 
eV). In addition to Mg+ and Mg2+, Kreitschitz et al. detected both MgO+ and 0+using their time-of-flight apparatus 
(presumably similar to the apparatus described here). One significant observation made by Kreitschitz, is the variation in the 
yield of different ionic species as a function of laser fluence. It was found that at the lowest fluences MgO+ is the dominant 
desorption product, as the fluence is increased Mg+ then Mg2+ and 0+ appear in the mass spectra while the percentage of 
MgO+ decreases. The decrease in the molecular ion yield is rationalized in terms of dissociation within a dense energetic 
expanding plasma generated by the laser pulse. Kinetic energy of the desorbing ions is inferred and found to be as high as 
several hundred eV at the higher fluences; an expanding plasma description is invoked to explain these high kinetic energies. 
Finally, Kreitschitz et al. suggest that measuring the relative ion yields and ion kinetic energies represents a measure of the 
dynamic plasma environment (including interactions with the nanosecond laser pulse itself) and not the local surface 
environment during the desorption process itself. 

Previous work has shown that a number of interesting phenomena are involved with the desorption/detection 
process, more importantly however is that a large number of difficult questions remain unanswered. The focus of our current 
research effort is to measure desorption products under two very different pulsewidth conditions in hope of elucidating some 
of the processes involved in this complex system. The first set of experiments presented explore the desorption products 
using a 3 ns, 266 nm (4.66 eV) laser source. These results provide a "bridge" to previous work by Dickinson et al. and 
Kreitschitz et al., and establish a baseline for comparison to ultrafast desorption experiments which comprise the second set 
of experiments described here. Ultraviolet (265 nm) sub-picosecond pulses are employed as an irradiation source and 
desorption products are measured as a function of fluence. Several important differences in the nature of the laser/solid 
interaction exist and should be noted. 

The first reflects the difference in intensity (W/cm2). The measurements described in this study employ fluences 
ranging from 1 to 40 mJ/cm2, however the corresponding values of intensity differ by up to 104 between nanosecond and 
femtosecond sources. It is generally accepted that at these fluences, sub-bandgap nanosecond pulses cannot produce 
conduction band (CB) electrons (via non-resonant 2-photon excitation) of sufficient quantity to broadly influence laser 
desorption. The reason for this is the relatively rapid relaxation of the few CB electrons generated via multiphoton 
absorption. Petite et al.6 have shown that CB density in MgO decreases with a decay time of 50 ps following multiphoton 
excitation using a fs UV source. This suggests that the slow production rate of CB electrons in the nanosecond case is 
completely offset by the rapid relaxation of these electrons, presumably to the valence band (ref. 6 was only sensitive to the 
density of CB electrons and could not determine the exact fate of the relaxing CB electrons). However, an increase in pulse 
intensity of 104 would increase the production rate of CB electrons by eight orders of magnitude, additionally, the relaxation 
of the CB electrons is now negligible compared to the excitation time scale. Under this scenario it is likely that a high degree 
of electronic excitation could exist during and immediately following the subpicosecond pulse. In hopes of quantifying this 
we have performed simple calculations7 solving the differential equations describing the excitation and relaxation schemes, 
as described by Stuart et al.8 On the basis of these equations we conclude that CB densities of- 1017 CB e'/cm3 may exist 
following excitation. Stuart et al. suggest that ultrashort-pulse damage in wide-bandgap materials occurs when the CB 
electron density reaches a critical value between 1019 and 1021 CB eVcm3. Clearly short pulse excitation explores a new 
aspect of laser/solid interactions. In MgO, the pulsewidth has a significant influence upon the ion mass spectra. 

The second important difference between nanosecond and femtosecond excitation lies in the influence (or lack 
thereof) that the excitation laser pulse has on the desorbing species. An expansive set of literature exists which describes 
nanosecond desorption/ablation products resulting from the laser-pulse/ablation-plume interaction rather than describing 
intrinsic desorption/ablation processes. The obvious reason for this is the time-scale involved for the material being ejected 
from the surface; neutral (or ionic) atoms or molecules can travel microns away from the surface during the laser pulse, these 
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"gas-phase" species can then undergo further modification (i.e. ionization, photofragmentation, acceleration) if sufficient 
electron densities and temperatures are generated in the plume. The overall result of the pulse/plume interaction is to 
complicate the interpretation of the measurable quantities and great effort has gone into understanding these interactions in 
addition to the already complex laser/solid interactions. In general, employing lasers with a pulse duration of less than a 
picosecond removes the pulse/plume interaction from the analysis and thereby reduces the study to only the laser/solid 
interaction. For example, a magnesium atom possessing 1 eV of translational energy (directed normal to the surface) can 
travel a maximum of 0.8 nm from the surface in 300 femtoseconds (this assumes zero acceleration time, including a realistic 
acceleration would significantly reduce the distance traveled). An important question, yet to be answered for this system, 
involves the time-scale over which the species desorb. 

The remaining sections of this paper will cover the experimental apparatus, time-of-flight results showing varied 
speciation depending upon the pulsewidth and fluence dependence, and finally a discussion of the results with proposed 
future experimental directions. 

2. EXPERIMENTAL 

A portion of the experimental apparatus which consists of an ultrahigh vacuum (UHV) chamber, ion detection 
electronics and laser systems is schematically shown in Fig. 1. The UHV chamber is fitted with a variable temperature 
sample manipulator (capable of stepper motor actuated X,Y,Z translation and rotation about the sample surface), Wiley- 
McLaren time-of-flight mass spectrometer (TOF-MS), quadrupole mass spectrometer (QMS), Auger Electron Spectrometer 
(AES), Low Energy Electron Diffraction (LEED) optics and laser access windows. The base pressure of the vacuum system 
was maintained at 4 x 10"10 Torr. In a typical experiment, a freshly cleaved (in air) sample of synthetically grown single 
crystal MgO (100) is mounted on the sample holder, no attempt was made to select a particular crystallographic orientation 
with respect to the laser polarization vector. The samples are held tightly against an encapsulated, stainless-steel button- 
heater using tungsten clips while a type-K thermocouple junction is positioned to register the temperature of the crystal 
surface. The samples are heated, in vacuum, to approximately 575-600 K for > 24 hours in an attempt to desorb water 
adsorbed to the cleaved surface prior to mounting in vacuum (discussed further below). 

Figure 1. Schematic representation of the experimental apparatus for acquiring time-of-flight spectra of desorbing ionic species following 
laser irradiation of the sample. The nanosecond (ns) or femtosecond (fs) beam is directed toward the chamber, through an iris (I), 
via a removable mirror (RM). A negative potential (-400 VDC), between the grounded sample holder and the first grid, extract 
the ions into the Wiley-McLaren type TOF-MS. Ion pulses are detected, amplified and subsequently averaged using a digital 
oscilloscope (DS) that is triggered by a scattered laser light signal from a fast photodiode. 
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The freshly cleaved and baked samples are irradiated with UV laser pulses which illuminate the sample at an angle 
of incidence of 60 degrees which respect to the surface normal. Positive ions are extracted and accelerated into the Wiley- 
McLaren TOF-MS and detected with a dual element micro-channel plate multiplier/anode assembly. The anode output is 
amplified (20 dB gain) and averaged (typically 2500 laser pulses) using a digital oscilloscope (1 GS/s). Mass calibration of 
the TOF-MS is accomplished by recording the time-of-flight spectrum of a known compound. In this case, a small amount of 
nitric oxide (NO) is introduced into the chamber and the UV nanosecond laser is focused in front of the sample-holder 
assembly producing, through non-resonant multi-photon ionization, NO+. Two different laser systems are employed in this 
experiment, providing either nanosecond or subpicosecond pulses. 

The nanosecond laser is a commercially available Nd:YAG system utilizing a Q-switched diode pumped solid-state 
oscillator which seeds a flashlamp pumped amplifier producing pulsewidths of 3 ns (FWHM) at the fundamental (1064 nm) 
wavelength. The repetition rate of the laser can be varied from single-shot to 100 Hz, but is fixed at 20 Hz for this work. 
The temperature stabilized second harmonic output (532 nm) is frequency doubled into the UV (266 nm) in BBO, yielding 
pulse energies 0.25 - 5.0 mJ/pulse. Pulse energies are varied by adjusting the flashlamp energy while the beam 
diameter/fluence is defined by an iris. The Nd:YAG laser is designed to produce a "top-hat" output spatial profile regardless 
of flashlamp pulse energy. The apertured beam is qualitatively uniform across its profile as it impinges upon the sample; 
although the spatial profile is expected to undergo some transformation as a result of the apodization from the iris. 

Femtosecond UV pulses are produced in an amplified Titanium-sapphire (Ti:sapphire) based laser system operating 
at a fundamental wavelength of 795 nm. A cw pumped, mode-locked Ti:sapphire oscillator, producing < 100 fs pulsewidths 
at a repetition rate of 82 MHz, is used to seed the Ti:sapphire amplifier (pumped at 20 Hz by the frequency doubled output of 
a Q-switched Nd:YAG laser) which increases the energy of the femtosecond pulses to -10 mJ/pulse in a regenerative and 
linear double-pass amplifier arrangement while maintaining pulsewidths ~ 130 fs. The spectral and temporal characteristics 
of the laser system are monitored using a grating spectrometer fitted with a CCD detector and a single-shot second harmonic 
autocorrelator, respectively. The amplified output is doubled and tripled in KDP crystals producing up to 1.1 mJ/pulse at 265 
nm (as measured using a calibrated pyroelectric joulemeter). Variable attenuation of the ultrafast UV pulse energy is 
accomplished by adjusting the polarization angle of the residual fundamental pulse (after doubling) with respect to the 
polarization of the doubled beam prior to sum-frequency generation in the tripling crystal. The ultrafast beam is directed to 
the chamber through an iris (thereby defining the fluence illuminating the sample) in a similar arrangement as the nanosecond 
beam (no focusing lens is used). The temporal duration of the UV pulse used for excitation has been determined to be less 
than 300 fs FWHM assuming a gaussian pulse profile. 

3. RESULTS/DISCUSSION 

3.1. Subpicosecond, 265 nm, Desorption Products from MgO 

Figure 2 displays the time-of-flight spectrum of MgO recorded following subpicosecond exposure. The sample was 
baked (-600 K) in vacuum (base pressure during heating < 10"9 Torr) for several days. Multiple experiments (both 
nanosecond and ultrafast) have been done and the results are reproducible from sample to sample. This reproducibility 
indicates that a unique surface morphology is not responsible for the differences between nanosecond and femtosecond 
induced ion emission observed here. The fluence in Fig. 2 is approximately 2 mJ/cm2 where the illuminated surface area is 
roughly 0.16 cm2. Several notable peaks are present in the time-of-flight spectrum using ultrafast excitation. First, the H* 
peak indicates the MgO surface could possibly contain a significant quantity of hydroxylated sites. A hydroxylated surface 
may result from dissociative adsorption of water on the in-air cleaved surfaces prior to mounting and baking in the vacuum 
assembly. Recent synchrotron X-ray photoemission studies of the reaction of water with MgO(100) at 300 K by Liu et al. 
conclude that water dissociatively adsorbs on MgO at defect sites initially and subsequently on terrace sites present on 
cleaved surfaces forming a hydroxylated surface on which additional waters may physisorb. Figure 2 also displays a peak at 
4.75 microsecond that has been assigned by Kreitschitz et al.5 as Mg2+ in time-of-flight experiments. However, in our 
spectrum we note the absence of Mg isotope peaks (for masses 25 and 26) which should be present if this peak is to be 
unequivocally assigned to Mg. An additional small feature in Fig. 2 found at an arrival time of- 5.3 us may be due to 0+ 

and/or OH* although this feature has not been thoroughly investigated. 
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Figure 2. Time-of-flight spectrum of MgO after irradiation with ultraviolet femtosecond pulses. The dominant features include peaks 
assigned to H+, Mg+, and MgO+. The peaks assigned as Na+ and K+ are believed to be due to alkali metal present either on the 
surface or in the sample itself, (a) This peak has been assigned previously by Kreitschitz et al. NIMB 78, (1993) 327. 

In addition to the observation of rf in the mass spectra, there are two clusters of peaks which are of interest. The first is 
located between 6.5 and 7.2 microseconds. The earliest peak may be assigned as Na+ which is present in all spectra. This is 
likely due to contamination either from the MgO surface or the crystal itself. Next, there are three peaks at masses 24,25 and 
26. These may be assigned as the Mg+ peaks arising from the three naturally occurring isotopes of magnesium. Finally, 
there is a smaller contribution from MgO+ which occurs at about 8.5 microseconds. The early time shoulder may be assigned 
to K+, also a likely contaminant. Small impurity concentrations, of alkali metals, on the order of several ppm are readily 
observed in UV nanosecond desorption from a variety of materials.10 

Figure 3 depicts the femtosecond power dependence for the integrated Mg+ peaks (all isotopes). The power dependence is 
found to be approximately 5.4. No power dependence is reported for MgO+ due to the interference from the nearby 
potassium peak. The initial nanosecond power dependence for Mg+, determined in quadrupole mass spectrometry 
experiments, is approximately 4.0 (although the nanosecond ion yield power dependence is more complex than that given by 
a simple power law).2 The difference between the initial ion yield curves may indicate the an additional process contributes to 
ion emission under femtosecond excitation. Indeed, we find that the initial detection threshold for desorption is roughly an 
order of magnitude smaller than that reported for nanosecond excitation.2 We note however, that femtosecond and 
nanosecond ion thresholds are not different by several orders of magnitude as might be expected if a multiphoton absorption 
description were invoked for both nanosecond and subpicosecond exposure. This strongly suggests a similar "initiation" step 
exists that depends upon fluence and not irradiance. Hattori et al.11 have reported similar results for neutral Ga atom laser 
induced desorption. In that work, absorption through adion defects was suggested as the reason for the lack of flux 
dependence on the observed threshold. As mentioned in the Introduction section, Dickinson has proposed a model for Mg+ 

desorption involving Mg+ adions positioned directly atop F-centers (oxygen vacancy occupied by 2 electrons); this model is 
based upon the photoionization and trapping of electrons in or near the adion defect. The similar nature of the observed 
fluence thresholds for the two different pulse durations suggests that, if Dickinson's model is correct, this "shuffling" of 
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electrons beneath the adion defect can be induced by both nanosecond and femtosecond pulses. Further work, including 
time-resolved measurements of desorption, are necessary to test this model. 
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Figure 3 depicts the power dependence for the Mg+ as a function of ultrafast excitation fluence. The observed power 
dependence of about 5.4 is greater than that determined in nanosecond experiments2 and suggests that an additional channel 
may contribute in femtosecond laser desorption. 

3.2. Nanosecond, 266 nm, Desorption Products from MgO 

Figure 4 depicts a time-of-flight mass spectrum from MgO recorded using UV nanosecond irradiation at a fluence of 40 
mJ/cm2. The major features are tentatively assigned as Na+, Mg+, Al+, K+, MgO+, Mg2

+, and Mg20
+. As in the ultrafast case 

the presence of alkali metals is indicative of bulk or surface contamination. In contrast to the ultrafast case however, the 
alkali metals appear to be enhanced with nanosecond excitation, causing additional difficulty in the unambiguous assignment 
of the spectrum. Furthermore, in the nanosecond spectra the width of the features is considerably broader and also shifts to 
shorter time at higher powers. These effects obscure the mass peaks attributed to Mg+ and MgO+ making the analysis more 
complicated. Still, there are several notable differences between the nanosecond and femtosecond irradiation products. First 
of all, no H+ is seen after ultraviolet nanosecond excitation at these fluences. This implies that the H* products arise from a 
multiphoton excitation mechanism enhanced by the use of the ultrashort pulse. The increased width of the ion distributions in 
the nanosecond regime likely results from electrostatic interactions between the particles (positive ions) themselves and 
perhaps the surface. In addition, the charge state of the surface is also unknown; it is possible that the surface may become 
charged (either positive or negative). Ermer et al.12 have studied the photoelectron emission from MgO which accompanies 
positive ion emission following 248 nm (30 ns pulsewidth) irradiation and it is suggested that complex coulombic 
interactions exist between the desorbing positive ions and the photoelectrons. 
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Figure 4. A time-of-flight mass spectrum from MgO recorded using 3 ns, 266 nm laser pulses at a fluence of 40 mJ/cm2. 

4. CONCLUSION 

Desorption products from in-air cleaved MgO samples have been measured, and their fluence dependence characterized, 
following both nanosecond and femtosecond ultraviolet laser irradiation. The mass spectra show significant differences for 
the nanosecond or femtosecond sources. In addition to Mg+, species such as H* are found following femtosecond exposure 
while some MgO+ is detected. And finally, the observed threshold suggests that the ion desorption mechanism is dominated 
by defect photoabsorption. Future extensions of this work will include a more detailed investigation of the desorption 
phenomenon by employing time-resolved pump-probe type experiments to determine the nature of electronic excitation 
which eventually leads to ionic desorption. Additionally, plans are underway to study the ionic desorption products from 
CaC03, and LiF (both positive and negative species) using a Laser Ablation and Ion-Trap Mass Spectrometer. 
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ABSTRACT 

This article presents an overview of recent mechanistic studies of laser-stimulated desorption from rough metal surfaces 
and, as an application, describes novel experiments that exploit thermal desorption to fabricate small silver particles with 
an extremely narrow size distribution. Such systems are of great interest in catalysis or integrated optics and many other 
fields. 
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1. INTRODUCTION 

Laser-induced desorption processes have been studied extensively in the last decade, quite often with emphasis on well- 
defined single crystal surfaces of different metals. Today, rough metal surfaces such as films of different topography or 
supported metal particles are of particular interest since they interact with laser radiation in very special ways1. On an 
atomic scale, such surfaces are often composed of a large number of binding sites with low coordination numbers like 
adatoms on terraces, steps or kinks. Such "defects" can be regarded as building blocks of surface roughness. Electronic 
excitations that are localized at these sites can be driven by an incident light field and are associated with resonances 
which reflect the properties of each binding site. These localized excitations are important in promoting desorption but 
also, for example, in resonantly enhancing optical second harmonic generation. Of course, other electronic excitations, in 
particular non-localized surface plasmon-polaritons, i.e. collective oscillations, can also be stimulated. In fact, the 
localized resonances play their most essential role if they spectrally overlap with the plasmon. In such cases the localized 
single-electron excitations are driven with very high rate because of the well-known pronounced enhancement of the 
electric field that accompanies the collective resonance2 . 

This article presents an overview of recent mechanistic studies of laser-stimulated desorption from metals and, as an 
application, describes novel experiments that exploit such processes to tailor small silver particles with an extremely 
narrow size distribution, systems which are of great interest in catalysis or integrated optics, to mention only two 
examples. 

Surfaces with large roughness, i.e. atoms with different binding sites of low coordination number, have been 
prepared by deposition of metal atoms on dielectric single crystal surfaces held at low temperature. For this purpose alkali 
metals adsorbed on quartz served as model systems. The deposited atoms nucleate into small particles, with the surface 
defects acting as nucleation centers, processes known as Volmer-Weber growth mode in thin film epitaxy. The alkali metal 
clusters, if generated at low temperature, in fact offer the desired considerable number of surface sites with low 
coordination numbers. It turns out that their surface roughness cannot only be prepared reproducibly but also be 
diminished by annealing at different substrate temperatures and increased intentionally by depositing additional atoms. 
Thus, the surface topography can be influenced on an atomic scale, and, by growing particles of different size, varied in 
the nanometer regime. The above mentioned applied studies were carried out on small silver particles which nucleate with 

* 
Correspondence: E-mail: stietz@physik.uni-kassel.de; WWW: http://www..physik.uni-kassel.de/expl; Telephone: +49 

561 804 4501, Fax: +49 561 804 4518 

Part of the SPIE Conference on Laser Applications in Microelectronic and Optoelectronic 
Manufacturing IV • San Jose. California » January 1999 45 

SPIE Vol. 3618 • 0277-786X/99/S10.00 



high number density on, for example, quartz substrates by a combination of homogeneous nucleation and the above 
mentioned Volmer-Weber growth. 

2 MECHANISTIC STUDIES OF LASER-INDUCED DESORPTION 

The experimental arrangement used for the studies described here basically consists of an ultrahigh-vacuum system with 
the sample, two lasers for stimulating desorption and photo-ionizing the desorption products, and a time-of-flight mass 
spectrometer. The quartz substrate could be cooled to 80 K and heated to about 750 K for cleaning and annealing. A 
thermal beam of metal atoms with well-defined constant flux was generated in order to deposit a predetermined coverage 
of atoms onto the surface. Most of the experiments were carried out at low coverage, i.e. under conditions where the 
clusters are well separated and far from growing together. Since their number density is constant during growth, the 
coverage, i.e. the number of deposited atoms per cm2, and the average particle size are related to each other. For example, 
at a typical defect density of the quartz surface of 1010/cm2 the coverage of 5.6 • 10H atoms/cm2 (about one monolayer of 
Na) corresponds to a mean cluster radius of 8 nm. After preparation and characterization by optical spectroscopy the 
samples were irradiated with the fundamental or higher harmonics of a Nd:YAG laser at X = 1064, 532, 355 and 266 nm 
in order to stimulate desorption. The pulse duration was about 7 ns at a repetition rate of 10 Hz. Laser fluences ranging 
from 0.1 up to 150 mJ/cm2 were used. At a distance of 20 mm in front of the sample the detached species were ionized 
with the light of an excimer laser operating at X = 193 or 248 nm and subsequently passed the time-of-flight spectrometer. 
By varying the delay time between the two laser pulses used for desorption and ionization the kinetic energy distributions 
of the desorption products could be determined. Data were taken for different fluences, frequencies and polarizations of the 
light used for desorption but also in dependence of the cluster size and, as explained above, for different surface roughness. 
The incident light fluence was kept as low as sufficient signal-to-noise ratio allowed so that only subtle changes of the 
surface morphology were induced. Desorption studies under such conditions of low reaction rate open the door to correlate 
the desorption behavior with details of the electronic and geometric structure of different binding sites of the surface. 
Furthermore, light intensities not sufficient to remove large quantities of material per laser pulse ensure that gas phase 
collisions of the detached species can be avoided and their genuine kinetic energy distribution determined. 

At this point, one may ask how desorption experiments can distinguish between detachment of atoms from different 
binding sites. For this purpose, measurement of the total number of desorbed atoms or molecules, the kinetic energy 
distributions of the released species and the dependence of the desorption signal on the number of fired laser pulses as a 
function of laser wavelength and fluence have turned out to be very useful. Furthermore, it is essential to distinguish 
between thermal and non-thermal desorption. Thermal desorption is characterized by an exponentially growing rate and 
an increase of the average velocity of the detached species with increasing laser fluence. Conversely, the desorption rate 
increases linearly with fluence in non-thermal reactions and the kinetic energy is independent of fluence (as long as multi- 
photon processes can be excluded). 

The most important experimental results can be summarized as follows: if desorption is stimulated with laser light of 
X = 355 nm two distinct maxima can be observed in the kinetic energy distribution. They are located at ERA, = 0.16 and 
0.33 eV. If the coverage is varied, the amplitudes of the two maxima change. Their positions, i.e. the most likely values of 
the kinetic energies, however, remain constant. For X = 266 and 532 nm, only atoms with kinetic energies of around ER™ = 
0.16 eV are detected. For both wavelengths the positions of the maxima do not depend upon the fluence (if kept low) and 
polarization of the laser light. The integral desorption rate depends linearly on the fluence of the light stimulating 
desorption. In contrast, very different results are obtained if the measurements are repeated with laser light of X = 1064 
nm. For this wavelength desorption can only be observed for large fluences above approximately 40 mJ/cm2 and for large 
coverages exceeding 9.0 • 1015 atoms/cm2. The desorption rate of the ejected atoms increases exponentially, and their 
kinetic energy rises as a function of fluence. 

As explained above, the surface roughness has been gradually reduced by heat treatment of the samples. The results 
of these studies are as follows. If the temperature rises by about 30 K, the peak at Ejci, = 0.16 eV disappears; if the increase 
is chosen to be larger than 50 K the maximum at E^ = 0.33 eV also vanishes. Obviously, the two maxima exhibit 
different "annealing" behavior. 
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Desorption of atoms with light of X = 266, 355 and 532 mm and low fluences obviously constitutes a non-thermal 
reaction. This is supported by the shape of the kinetic energy distributions of the detected atoms, the absolute energies of 
0.16 and 0.33 eV as well as by their independence of the laser fluence. Also, the transition from non-thermal to thermal 
desorption can be followed. It is reflected in the transition from a linear to an exponentially growing dependence of the 
desorption rate as a function of laser fluence and a change of the kinetic energy distributions. For laser light with X = 1064 
run, on the other hand, the measured kinetic energy distributions are always characteristic of thermal bond breaking and 
desorption is only observed if the fluence is about two orders of magnitude larger as compared to the other wavelengths. 

As mentioned above, the measured kinetic energies are independent of particle size and light intensity in the non- 
thermal fluence regime. The two values actually remain constant under variation of all experimental parameters. We 
conclude that both values of E = 0.16 and 0.33 eV constitute fingerprints of the metal surface. The different annealing 
behavior indicates that desorption of atoms takes place from well defined and different binding sites that predominantly 
exist at low temperature. Since both non-thermal signals disappear upon heating, these sites must have low coordination 
numbers. The electronic waverunctions not being totally delocalized at these "defects", the electron-phonon-coupling is 
reduced in strength making possible desorption with finite probability. 

Since light of X = 355 run stimulates desorption with a bimodal kinetic energy distribution whereas a single 
maximum is observed if the cluster surface is irradiated with light of X = 532 nm, desorption with the two energies seems 
to be characterized by different wavelength dependencies which provide evidence of specific electronic properties of the 
binding sites. Unfortunately, the resonances associated with the defect sites of the metal surface are not known and the 
electronic and geometric signatures of special surface sites embedded in the kinetic energies of the desorbed atoms cannot 
be readily observed with standard surface science tools like photoemission. Thus, the sites responsible for desorption 
cannot be identified unambiguously at present. Still, measurements with different polarization of the laser light give some 
hints from where the atoms might be detached. The maximum at E„. = 0.16 eV could be due to adatoms desorbed from v Kin 
terraces of the particle surface. 

The experimental results allow us to suggest a desorption mechanism following the Menzel-Gomer-Redhead 
scenario (see e.g.3). Laser light is absorbed and, depending on the applied wavelengths of X = 266, 355 or 532 nm, initially 
populates different electronic levels. The energy balance of the desorption reaction indicates that each of these excitations 
is followed by rapid relaxation into a lower-lying intermediate state, i.e. the absorbed photon energies are only partially 
converted into the kinetic energies of the liberated atoms or needed to supply the binding energy of a surface atoms of 
about 0.7 eV4. The intermediate state being antibonding, the atoms are accelerated away from the surface and gain kinetic 
energy EA. The value of EA depends upon the lifetime of the repulsive state which in turn determines the released kinetic 
energy. For X = 1064 nm, on the other hand, the antibonding state cannot be reached. As a result, the absorbed photon 
energy can only be converted into heat causing thermal desorption. Further information on laser-induced desorption of 
metal atoms can be found in the literature5"9 

Another interesting issue is that aggregates like dimers, trimers etc. can be desorbed with laser light. In order to 
detect such species, "soft" ionization must be accomplished to prevent dissociation of the desorbed molecules and 
unambiguously identify their masses. This has been realized here by using laser light with X = 248 nm for ionization of 
Na2. The corresponding photon energy lies only little above the dissociation threshold of Na2 and guarantees minimal 
fragmentation. Again, the particle size and the laser fluence were varied systematically. We find that laser-induced 
desorption of Na dimers is not only readily detectable but also takes place with surprisingly large rate. Under certain 
experimental conditions the rate of dimers desorbed per laser pulse can by far surmount the rate of atoms. For laser light of 
X = 532 nm the measured kinetic energy distributions are characteristic of thermal bond breaking. Furthermore, the 
experimental data prove that desorption of Na2 with X = 355 and low fluences (§ < 8 mJ/cm2) is non-thermal, the constant 
value of the most likely kinetic energy being E = 0.06 eV. It is independent of coverage, i.e. particle size, and, as 
mentioned above, of the light intensity. The transition from non-thermal to thermal desorption as a function of laser 
fluence can also be identified. It is reflected in the change from a linear to an exponential dependence of the integral 
desorption rate and simultaneous modifications of the kinetic energy distributions. The large number of dimers that can be 
released with laser radiation indicates that Na constitutes a highly stable subunit of the metal surface that can be detached 
without falling apart into individual atoms. In fact, two special binding sites from which the dimers are removed can be 
distinguished experimentally. For further details the reader is referred to recent publications10'13. 
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3 SIZE MANIPULATION OF METAL PARTICLES BY LASER-INDUCED DESORPTION 
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Nanoparticles exhibit very special properties which are not only different from the bulk but also depend upon the particle 
size and shape2. In principle, this allows one to tailormake novel materials with special characteristics. Unfortunately, 
however, the size dependent features are obscured in most cases, since fabrication of small particles usually results in a 
mixture of different sizes2,14'15. This does not only make it difficult to correlate certain properties to well defined particle 
radii but also prevents extensive use in future technological applications like, for example, novel catalytic converters with 
optimized selectivity1617, thin film technology1819 or magnetic disk drives20. 

Therefore, preparation of nanoparticles of well defined size on support materials has long been a key issue in cluster 
science1819. In the past, a variety of attemps have been made to synthesize such systems by, for example, generating 
charged clusters in the gas phase with methods like gas aggregation or ion sputtering followed by mass-separation and soft 
landing on the substrate. The main drawbacks of these methods, however, are the restriction to clusters with at most 20 
atoms21,22, the very small amount of generated particles and a disproportionate experimental effort. Relatively large 
particles, on the other hand, can be generated with high size uniformity using lithographic techniques, methods which are, 
however, restricted to structures larger than about 20 nm17. 

Here, we describe a novel experimental 
technique for fabrication of metallic nanoparticles 
of predetermined size and with very high size 
uniformity. The method is based on laser-induced 
thermal desorption and offers the following 
combination of advantages: little technical effort, 
generation of a large number of particles in parallel, 
no restriction to certain size ranges, fabrication of 
almost monodisperse particles, i.e. distributions 
with standard deviations of about 10 %. The 
principle is as follows, Figure 1. 
Metal clusters are prepared by deposition of atoms 
and subsequent surface diffusion and nucleation on 
the substrate surface. The initial widths of the 
resulting size distributions are about 40 % of the 
mean particle diameter. Subsequently, the given 
distribution is narrowed by irradiating the clusters 
with pulsed laser light. Since the absorption cross 
section depends on the particle size2, the 
frequencies of the incident laser radiation can be 
chosen such that only particles in certain size 
intervals of the distribution absorb light efficiently. 
During decay of the stimulated electronic excitation 
the absorbed photon energy is rapidly converted into 
heat. The heated clusters evapoorate atoms and 
selectively shrink in size. As a consequence, the 
distribution alters. To accomplish the size 
manipulation the well-known surface plasmon 
resonance which is red-shifted as a function of 
particle radius in the size regime considered here 
can be exploited most profitably. The distribution 
narrows dramatically if two appropriately chosen 
laser wavelengths X] and X2 are applied: Irradiation 
with X2 causes removal of the smallest particles and 
firing of laser pulses with Xi results in shrinking of 
the particles larger than the mean size. This process 
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Figure 1: Schematic representation of the experimental method used 
to narrow the size distribution (top) of metal nanoclusters on dielectric 
substrates with pulsed laser light. After laser irradiation only particles 
of the desired site remains on the surface. For details see text. 
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automatically comes to an end if the clusters have shifted out of resonance due to the size change and do not interact with 
the laser light anymore. 

In order to demonstrate that this method can be used for producing particles with an extremely high size uniformity, 
Ag clusters were grown under ultrahigh vacuum conditions on quartz substrates as explained above. The surface and 
cluster morphology were characterized in situ by scanning force microscopy (SFM) and optical spectroscopy. The 
distribution was determined from the SFM images and resembles a Gaussian with a rather large width of c* = a/<d>= 
0.40. a is the standard deviation of all particle diameters. Determination of the size distribution is based on measurements 
of the dimensions of several hundred clusters in many SFM images. 

After imaging, the particles were irradiated with light pulses generated by a Nd:YAG laser. The pulse duration was 
7 ns and the repetition rate 10 Hz. Subsequently, the particles were again characterized with scanning force microscopy 
and optical spectroscopy. 

Figure 2 illustrates the influence of laser irradiation of the clusters with 6000 laser pulses of X = 355 run and, 
subsequently, with 6000 pulses of X = 532 nm. The average particle diameter was found to decrease from <d> = 12 to 10 
nm23. This is accompanied by a drastically improved size uniformity. The width of the size distribution has been reduced 
by 70 % and now amounts to as little as a* = 0.13. It should be pointed out that the distribution narrows strongly during 
the first 1000 laser pulses of each applied wavelength and changes only little upon further laser irradiation. The repetition 
rate of the laser pulses being 10 Hz, the narrowing process is completed after only few minutes. 

SFM-image 
1 

size distribution 

5 nm 

500 nm 0,5      1,0       1,5 
d/<d> 

2,0 

Figure 2: SFM image (left) of silver nanoclusters after irradiation with 6000 laser pulses of X = 355 nm and, subsequently, with 6000 
pulses of X= 532 nm. The average particle diameter was found to decrease from <d> = 12 to 10 nm. This is accompanied by a 
drastically improved size uniformity. The width of the size distribution (right) has been reduced by 70 % and now amounts to as little 
as a* = 0.13. The solid line is the result of theoretical modeling of the narrowing process and describes the experimental data (füll 
circles) very well. 

The drastic narrowing of the size distribution is also reflected in the optical spectra of the Ag particles, Figure 3. 
They are dominated by two maxima which arise from the excitation of surface plasmon-polaritons in the direction of the 
long ((l,l)-mode) and short ((l,0)-mode) axis of the particles. Their energetic positions reflect the mean size and shape of 
the clusters2. The width is determined by homogeneous broadening arising from the finite decay time of the plasmon2'24 
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and an inhomogeneous contribution due to the 
above mentioned dependence of the plasmon 
frequency on the particle diameter. For particles 
as grown the (l,l)-mode has a rather large width 
of AE = 0.92 eV. After laser irradiation with X = 
355 and 532 run, the resonance position is 
shifted to higher energy, consistent with the 
reduction of the mean size of the silver particles. 
Due to the drastic decrease of the width of the 
size distribution, the shift is accompanied by a 
pronounced reduction of inhomogenous 
broadening. The width converges to the 
homogenous linewidth of the plasmon resonance 
and now amounts to as little as AE = 0.35 eV. 
The measured spectra demonstrate impressively 
that the size manipulation is in fact 
accompanied by tailoring of the optical 
properties of the nanoparticles. 

35 

0* 

c o 

s 

(1,0 mode 

3.0 3.5 

Photon Energy (eV) 

Figure 3: Optical spectra of silver nanoclusters measured with p- 
polarized light before and after narrowing of the particle size 
distribution with laser light. 

The size manipulation and narrowing has 
also been modeled theoretically in order to 
ensure optimization of the narrowing process 
with as little experimental effort as possible. The 
absorption coefficient, temperature rise and 
evaporation rate have been calculated as a 
function of cluster size. For computation of the 
absorption coefficient electrodynamic theory was 
used2-25. The temperature rise was determined by solving the heat diffusion equation and the resulting evaporation rate 
during each laser pulse was calculated using the Arrhenius equation. In fact, the theoretical size distribution obtained after 
applying the two wavelengths of X = 532 and 355 nm in subsequent manipulation steps agrees almost perfectly with the 
measured distribution and also reproduces the value of the standard deviation of a* = 0.13, Figure 2. We emphasize, that 
this value compares very favorably to results obtained by deposition of size selected metal cluster ions (a* ~ 0.3) ^ 
lithographically designed nanoparticles17 or nanostructure arrays grown on specially prepared substrates (a* < 0.2) . 
Moreover, size distributions of metal particles with standard deviations below a* = 0.20 have not been reported previously 
for the size range considered here, i.e. for metal particles with diameters of around d = 10 nm. Details of the model will be 
described elsewhere. 

4 CONCLUSIONS 

In conclusion, we have shown that the very special geometric and electronic properties of rough metal surfaces can be 
investigated by laser-induced desorption with its inherent surface specificity. Undoubtedly, the detailed characterization of 
the different binding sites and their electronic resonances is a great challenge. To this end, scanning tunnelling and atomic 
force microscopy, for example, of single crystal surfaces containing adatoms that represent roughness could be helpful. 
Furthermore, desorption experiments with continuously tunable laser radiation will be of great value. 

Our experiments further illustrate the feasibility of controlled fabrication of monodisperse metallic nanoclusters on 
substrate surfaces through laser-stimulated narrowing of broad size distributions. The applied method relies on the size 
dependence of the absorption coefficient of metal nanoparticles. It can be applied to a wide range of desired cluster sizes as 
long as the frequencies of the optical absorption lines shift monotonously as a function of size. The gradient of this red or 
blue shift and the difference AX of the used laser wavelengths determine the remaining width of the size distributions. 
Even if the plasmon resonance of the particles, however, is located far away from available laser photon energies the 
overall d3-increase of the optical absorption coefficient can be exploited to narrow the distributions. The ability to fabricate 
monodisperse metal nanoparticles of predetermined sizes opens up the possibility of examining the chemical and physical 
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properties of clusters in novel experiments and correlate them to well defined sizes. The particles can also be covered with 
a protective layer to incorporate them in a variety of devices, for example, in linear and non-linear optical components. 
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ABSTRACT 

We have succeeded for the first time to simulate dynamic phase transition from metal to vapor. This success is due to the 
CIP(Cubic-Interpolated Pseudoparticle/Propagation) method that can treat solid, liquid and gas together and can trace a 
sharp interface with almost one grid. For these types of problems such as welding and cutting processes, we need to treat 
topology and phase changes of the structure simultaneously. Furthermore, the grid system aligned to the solid or liquid 
surface has no meaning and sometimes the mesh is distorted and even broken up. The CIP method developed by the author 
does not need adaptive grid system and therefore removes the problems of grid distortion caused by structural break up and 
topology change. In this paper, we will give a brief introduction of the CIP method, then report here the application to laser- 
induced evaporation and welding process. In the former case, aluminum is evaporated well after the laser beam ended and 
evaporation occurs with a large angle to the target normal leading to large debris. In the latter case, a deep penetration 
welding of SUS304 by YAG laser has been successfully replicated the experiments and the simulation clarifies the 
formation mechanism of keyhole. 

Keyword: Laser Cutting, Laser Welding, Simulation, Phase Transition, Unified Solver, CIP, Coronet, Milk-Crown 

1    INTRODUCTION 

Recent high technology requires new tools for combined analysis of materials in different phase state, e.g., solid, liquid 
and gas. A universal treatment of all phases by one simple algorithm is essential and we are at the turning point of attacking 
this goal . For these types of problems such as welding and cutting processes, we need to treat topology and phase 
changes of the structure simultaneously. In freezing, condensation, melting and evaporation, the grid system aligned to the 
solid or liquid surface has no meaning and sometimes the mesh is distorted and even broken up. 

Toward this goal, we take Eulerian-approach based on CIP1-4 method developed by the author. The CIP method does 
not need adaptive grid system and therefore removes the problems of grid distortion caused by structural break up and 
topology change. The material surface can be captured almost by one grid throughout the computation. Furthermore, the 
code can treat all the phases of materials from solid state through liquid and two-phase state to gas without restriction on the 
time step from high-sound speed. 

In this paper, we shall present the strategy of the CIP method to these problems and show three typical examples which 
are related to laser-cutting , laser-welding. Although the last example is the coronet formation and is not directly related to 
the laser processing, it demonstrates the importance of interaction between liquid surface and ambient gas and will be 
important also in laser processing. 

2. UNIVERSAL TREATMENT 

2.1 Hydrodynamic Equations 

In order to solve all the materials in a universal form, we must find an appropriate equation for solid, liquid and gas. 
We use full hydrodynamic equations for these materials, which can be written in a form : 

'Correspondence : E-mail:yabe@es.titech.ac.jp; WWW:http://ciprus2.es.titech.ac.jp ; Telephone:+81-45-924-5535 ; 
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¥^¥ + (u-V)f = g, (1) 

where f=(p,u ,T) and g =(- pV-u, -Vp/p+Qu, -PTHV-u/p CV+QE), where p is the density, u the velocity, p the 
pressure, T the temperature, Qu represents viscous, stress terms and surface tension etc., and QE includes viscous heating, 

heat conduction and heat source. Here Cv is the specific heat for constant volume and we defined Pra = T(5p / 5T)p . 

It is illustrative to give an explicit expression of ?m in special cases. For ideal fluid, it becomes pressure since p is 
linearly proportional to T, while for two- phase flow if the pressure is given by the Clausius-Clapeyron relation, 

p=p0exp 
_L 
RT 

P™ = T| ocL 

(2) 

where R is the gas constant and therefore PTH is proportional to 
latent heat L and ?m represents the latent heat release owing to 
the increase of volume followed by the increase of fraction of 
gas in two phase flow. For more general equation of state, Cv 

and PTH can be calculated analytically or numerically 
throughout all phases. 

The CIP method solves the equations like Eq.(l) by 
dividing those into non-advection and advection phases as 
given   in   previous   papers.   A   cubic-interpolated   profile 
propagates   in   space   in   the   advection   phase   and   then 
nonadvection phase is calculated by finite difference method. 
As shown in the previous papers, we can trace even shock 
waves correctly with the CIP method although it uses fluid 
equations written in a non-conservative form or in primitive 
Euler representation.  It is well known at present that the 
primitive Euler scheme  is the best suited for multi-phase 
boundary but unfortunately no other modern schemes except for the CIP method have succeeded to use the primitive Euler 
representation to treat shock waves in multi-media. 

Density [g/cm ] 

Figure 1.   Equation of state of aluminum. Each line 
represents isotherms. 

2.2 Universal Solver 

Since we are treating hydrodynamic equations in a non-conservative form, it is easy to extend it to include both 
incompressible and compressible fluids. Let us consider again the origin of the difficulty. In the gas phase where density 
is sufficiently low, the pressure is in proportion to the density. Therefore, we may solve the density first in Eq.(l) and then 
after temperature is obtained, we use EOS(equation of state) like that shown in Fig. 1. However, near the solid density, the 
pressure rises very sharply. If we use the same procedure there, the pressure can change easily by 3-4 orders of magnitude 
even with small error of density around few tens of percent. Therefore, the strategy to solve the density first is broken in 
this area. This is the reason why the universal treatment of solid, liquid and gas has been a difficult task. In attacking this 
problem, the physicist in incompressible fluid invented an interesting technique. We will translate the strategy they used 
from a different view point and reconsider the technique. If the pressure is very sensitive to the density, we had better solve 
pressure at first. If we have a way to solve pressure at first, then we get density very accurately at the solid density. Since 
the pressure is proportional to density in the gas phase, this strategy does not harm the solution there either. Then how to 
realize this strategy ?   Our method starts with the thermodynamic relation : 

where Ap=p"+1-p* and  * represents a profile after advection.    The same expression is used for p and T.    Therefore, if 
Ap and AT are predicted by the continuity equation and energy equation, Ap can be obtained since (3p/dp), (op/ST)are 
already given from EOS.    The advantage of the CIP is the separate treatment of the non-advection term. We should note 
that this merit is quite important to get the final result. Then we obtain the equation35 for p"+1 
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where    Cs
2 =(5p/5p)T. 

It is very important to note that in Eq.(4), p is inside the 
derivative on the lefthand side. At the interface between 
materials having large density difference, the continuity of 
acceleration     V p/ p is very important because the 
denominator p can change by several orders of magnitude in 
one grid.   Equation (4) guarantees the continuity of Vp/p 
at the discontinuity.   By this procedure, we can treat all the 
material at once by simply changing its equation of state. 

Figure 2 Example of elastic-plastic flow. The system is 
described by 100X100 Cartesian fixed grid and only 10 
grids are used for the width of plate. Plate and ball are 
moving through fixed grid system. Black part is filled with 
air and also calculated. 

We note again that this property is a consequence of the 
separate treatment of advection and non-advection terms, 
otherwise the continuity of Vp/p is not guaranteed and a 
large density can not be traced. 

Before going into the application, we should mention 
that the the scheme can easily include the stress calculation 
in equation of motion as shown by the example in Fig.2 
since the CIP can capture the material surface by one grid 
point. 

3. APPLICATIONS 

We have developed a numerical scheme to solve 
dynamics of solid, liquid and gas together. By this scheme, 
we are able to attack the elastic-plastic behavior of solid 
interacting with liquid and gas. In this section, we shall give 
some typical examples demonstrating the potentiality of the 
scheme. 

3.1 Laser-Induced Evaporation 

Figure 3. Density contour of aluminum 
illuminated by laser light. Time sequence is (a)40, 
(b)90, (c)290 nsec with elastic-plastic effect. 
Filamentary structure explains the experimental 
results.(d) is done without elastic-plastic effect. 

Figure 3 shows melting and evaporation of aluminum under 
the illumination of laser light, where the density changes from 2.7 to 
10"4 g.cm"3.   Aluminum solid is treated as an elastic-plastic material initially and then changes to liquid and vapor during 
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phase transition. This change is simply realized by the equation of state. This example shows the high ability of the code to 
describe a sharp interface and to be robust enough to treat both compressible and incompressible fluid simultaneously. 

The experiment was performed at the Institute of Laser Engineering, Osaka University regarding the x-ray source 
development6: a YAG laser of 650 mJ in 8nsec is used to obliquely illuminate an aluminum slab target with an angle of 45 
degree to the target normal. Final crater depth and shape agree quite well with the simulation5 and seems to be anomalous 
because the cutting speed is lOOum/ 8nsec=106 cm.sec'1 if this crater should have been created during laser pulse.   Since 
the speeds of sound wave and elastic wave inside aluminum are order of 105 cm.sec"1, the cutting speed is much larger than 
these speeds. Is this speed physically possible?   It is interesting to note that the crater is not formed during the laser pulse, 
but it develops gradually in the time scale of several 100 ns well after the laser pulse ended as shown in Fig.3. The very 
high temperature plasma more than a few tens of eV produced by the 8 ns laser pulse and most of them expands from the 
target.   However, some of them still stay near the target for long time after the laser pulse because of recoil force from 
expanded plasmas and act as heat source to melt aluminum metal in the time scale of several 100 ns. 

When the plasma temperature becomes less than melting temperature around 290 nsec (the time is measured from the 
laser peak), the stress of aluminum whose strength is 0.248 Mbar and yield strength is 2.2976 kbar is recovered and no 
distortion occurs after that time.    This yield stress is quite important to determine the final crater size. Without elastic- 
plastic effect, the crater develops further even after 490 ns and the depth becomes more than 300um as shown in Fig.3(d) 

although less difference is seen at the beginning 
around 90 ns. 

The plasma heated crater formation leads to 
other interesting phenomena.   Since the plasma 
acts not only as heat source but also as pressure 
source, the dynamic expansion of evaporated 
material at later time is strongly modified.    Since 
a high pressure region is just in front of the 
evaporation surface, the vapor is forced to flow 
bypassing through a narrow channel between the 
metal surface and this pressure source. 
Therefore, the vapor preferentially flows toward a 
circumference with a large angle to the target 
normal.    This effect is the exactly the same as 
that obtained in the experiment.    Figure 4 shows 
a distribution of debris from the targets.    The 
histogram is the experimental result and it was drawn 
from 2000 shots accumulated. The distribution was 
obtained using an interference microscope by 
measuring the thickness of aluminum piled-up on the 
glass plate with an accuracy of 0.01 urn and then 
getting volume combined with the area measured by a 
microscope.    The estimated error in the distribution is a few tens of percent and is small enough to compare with the 
simulation result.    Clearly there exist two peaks around 0 and 75 degree.   As in Fig.3, the plasma expands being directed 
normally to the target at early time t<90 ns and this expansion is a bulk part of the laser-heated plasma.   As already stated, 
this expansion causes recoil force to the hot plasma surrounding aluminum surface.   This main part of the expansion 
creates a peak at 0 degree.    The triangles in Fig.4 show the distribution calculated from the time integration of mass flow p 
u up to t=90 ns. At an early stage t<90 ns, no peak appears around 75 degree. On the other hand, the expansion at later stage 
t>90nsec is limited to the sideward direction as stated before and creates the peak at 75 degree. Therefore accumulated 
distribution up to 490 ns shown by circles in Fig.3 increases mainly at 75 degree. 

Simulation also predicts further interesting behavior. The expansion at t<40nsec is quite uniform because its 
temperature is quite high a few tens of eV. The experiment supports this result and the debris around 0 degree is very fine 
and indistinguishable with an optical microscope. On the other hand, the simulation result at t=290 nsec shows some 
filamentary streams flowing from the surface. The experiment also supports this result and the debris at 75 degree consists 
of 1 to 20um sized particles. Since the simulation is two-dimensional axisymmetric, we cannot estimate the particle size 
but we can suggest the origin of the filaments. 
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Figure 4. Debris distribution. 0 degree corresponds to the target 
normal. The histogram shows the experimental result, while circles 
and triangles show the accumulated mass from the simulation at 490 ns 
and 90 ns, respectively. 

3.2       Welding and Keyhole 
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Welding is another interesting application of the code. Although the keyhole dynamics in deep penetration welding has 
been well investigated experimentally, no one has succeeded to simulate the process. Therefore, conventional theoretical 
speculation on how keyhole is created has not yet been confirmed. In order to do this simulation, we need some assumption 
on absorption process. As is well known, in the metal, conduction electron behaves as free electron and absorbs laser energy 
through collision with lattice. If we introduce the conductivity of the metal a, then reflectivity is given by Hagen-Rubens 
formula 

Figure 5. Two-dimensional axisymmetric simulation of laser welding. Density contour at 5,7,10 msec. 

where    w and 0      are   the   angular   ~ 
frequency and incident angle of laser 
light. If the laser frequency becomes 
larger than collision frequency, Drude's 
model for conduction electron 

o = - 
(l-ion) 

is required and then absorption rate   .: 

approaches 1 / 0 0 scaling instead of (1 / a   % 
0)

I/2 scaling in Eq.(5). This transition is   ? 
critical for YAG laser, but we still use   5* 
Eq.(5) and set the absorption rate scaled 
from the absorption data of C02 laser of 
SUS. 

When the metal is heated above       Figure 6. (Left) Cross sectional view of welded structure obtained in experiment, 
the  evaporation  temperature   it  will  (R'Snt)   Temperature contour at 10 msec in the same simulation as in Fig.5. 
start to expand continuously.    This is 
important inside keyhole because the 
evaporated vapor will not easily escape from the keyhole and density there can be quite high. The ablation mass flux dm/dt 
is determined from thermal conduction and can be fixed like 

dm/dt = pabVab. 
Since the generated pressure is p= p abVab

2 which is estimated to be (dm/dt)2/ p ab, the pressure is very sensitive to ablation 
density. Therefore, it is important to know the realistic value of density inside the keyhole. Adding to this, if very high- 
density vapor exists inside the keyhole, the ablation process is not as same as the ablation into vacuum and dm/dt may 
becomes a function of ambient density. Even if we accept that dm/dt is constant, Vab should be much smaller for the 
expansion into dense gas rather than into vacuum, although many people have assumed that the ablation velocity Vab is 
roughly (T/m;)"2 and this value is about 105 cm/sec. Thus, quite a high-density matter may exist inside keyhole. 
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This high-density matter can affect the absorption process. What happens when density gradually decreases from the 
solid density to vapor. When the density gradually decreases, at some density inter-atomic distance becomes large enough 
and conduction electrons no longer exist. Then absorption by conduction electrons disappears and thereby laser beam 
becomes transparent through this material. In the following 
simulations, we shall investigate the effect of ambient gas in deep 
penetration welding. 

We have done welding simulation replicating experiments 
done by Katayama and Matsunawa7 at Osaka University. Laser is 
YAG laser and its peak power is 5kW, the pulse rises linearly until 
5msec and gradually decreases down to 4kW at 10 msec. Spatial 
profile is Gaussian and its diameter is 0.8 mm where the intensity 
is reduced to 1/e2 of the peak. The irradiated material is SUS304. 
In the simulation, each ray of laser light has been traced as straight 
line and absorption is calculated depending on the incident angle. 
We neglect the absorption by plasma since it is proportional to 
square of laser wavelength and is negligible for YAG laser. 

Figure5 shows density contour at 5,7,10 msec. It is seen that 
evaporation occurs near the cylindrical axis and a keyhole is 
created. In such a deep penetration welding, keyhole plays an 
important role. We compared this result with experimental one 
in Fig.6, which shows simulation result of the temperature at 
10msec and cross sectional view of welded structure obtained in 
the experiment. Together with density contour at 10 msec in 
Fig.5, the simulation result seems to agree well with experimental result. 

Interestingly, in the experimental result, large bubble is observed at the bottom of the welded structure which 
corresponds to the left end of melted zone in Fig.6. The simulation also suggests that some instability takes place during 
evaporation process. This can be attributed to Kelvin-Helmholtz instability on the melted surface because vapor is flowing 
through a narrow channel of keyhole with high speed and thus inducing wave on the surface. Thus keyhole is sometimes 
disconnected as shown in the right figure of Fig.5 and thus causing bubble trapping inside the melted zone. 

In this simulation, the each ray has been traced and is reflected at the surface by number of times. During these 
reflections , laser beam is absorbed according to Hagen-Rubens formula with incident angle calculated by normal vector of 
density gradient and the direction of laser at each reflection point. As already stated, we must define the surface of some 
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Figure 7. Typical ray traces calculated in the simulation. 

lm»'*&W3Bt   * 

&MK. 

" amii ■Virilrinftr<firfln" >■ r ; 

f*        >.   .   .•^s?'- •» •• •••«jVJ Z/ff, 

Figure 8. Two-dimensional axisymmetric simulation of laser welding without ray tracing. Density contour 
at 5,7,10 msec. 

density below which no conduction electrons exist and no absorption occurs. From number of simulations, we have chosen 
6.0 g/cm3 as this critical density. The tip of white arrow in the center figure of Fig.5 shows this density. Therefore, below 
this density laser beam is assumed to be transparent and moves as a straight line. Typical results of ray tracing are shown in 
Fig.7. Therefore, laser light in circumference of beam is focused into the central axis of keyhole by channeling. The 
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Simulation shows that this channeling is quite important to create keyhole. Figure 8 shows the result without ray tracing but 
laser light propagated straightforwardly from right to left with no reflection. In this case, the amount of laser light around 
the axis rapidly decreases when keyhole depth increases and thus vapor sufficient to create keyhole will not be generated. 

3.3 Coronet Formation 

Simulation of the coronet or "milk-crown" has long been a dream in computational physics. Several interface 
capturing schemes have been proposed to attack this problem. Although the present-day technique is already close to this 
goal, nobody reported the three-dimensional coronet formation before except for several two-dimensional works pioneered 
by Harlow, in which instability and therefore break-up of ring leading to coronet was not simulated. This is because the 
coronet is not merely a consequence of a free surface problem but we must solve surrounding gas as well. This requires a 
special treatment at the complex boundary of the coronet in which density P changes by 1000 times. In solving pressure p, it 
is quite a difficult task to guarantee the continuity of force ("p)/p across the complex interface having very large density 
ratio without special boundary condition there. 

P   s= 10"3P 
gas water 

aas    «» ■ V gas water 

P   =io-2P aas    I w water 

Ut/D = 2.5 Ut/D = 7.8. 

Fig.9.   Water surface plot for various ambient gas at Ut/D=2.5 and 7.8. 100 x 100 x 34 Cartesian fixed grids are used. 

Figure 9 shows an iso-surface contour of density in which 100 x 100(horizontal)x32(vertical) fixed equally spaced 
grids are used with D/16 grid spacing where D is the diameter of water drop. A thin water film of D/4 thick is placed on a 
solid plate and a water drop impacts from the top at a speed of U and Re=UD/v=8000. We solved air as well as water and 
the density ratio at the interface is almost 1000 as already mentioned. From the simulation, we can estimate the 
deceleration of the radial-expanding motion to be a=\A72U^/D after r=1.375 D/U and from typical wavelength 0.42D 
(kD=l6) of the irregularity along the rim during deceleration we get the growth rate of ^RT = {ak)m= 4.&5U/D for the R-T 
(Rayleigh-Taylor) instability. This growth rate seems to be sufficient to account for the evolution of the irregularity 
because of yRT^f=3.93 during the deceleration time ^f=0.812 D/U   At f=1.87 D/U, the deceleration is largely reduced 
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and from this time on, because of the lack of the instability, laminar belt of the coronet begins to develop just below the 
ornament. 

Since the computer capability is limited, we can check the validity of the theory only by changing some parameters, for 
example the gas density p gas. Since the gas density is 1000 times less than water, it may not contribute to the evolution of 
the coronet. Surprisingly, it sensitively changed the evolution as shown in Fig.9. Interestingly, unstable wavelength 
became longer when gas density was increased. Although the gas density comes into the growth rate as the Attwood 
number= \L     _„  \iL     + r>   ft'2     , it is too small already to change the number even for denser gas of pgas/pwater=0.01. 

IVFwater      rgas/'\Hwater   ■" rgasJ\ 

If the instability was caused by the K-H (Kelvin-Helmholtz) instability, the growth rate is YKH = k|U|(pwaKrpgas)"
2 /(P^ + P^)' 

where U is the relative velocity between gas and water, and can be affected by the ambient gas density by a factor of 3 for 
10 times difference of density. However, the growth rate was larger for denser gas and contradicts with the simulation 
result.   Therefore, we need to find a new instability mechanism explaining the dependence on the ambient gas. 

This instability of expanding rim of this kind may occur also at the rim of crater generated by laser-illumination. If 
this instability leads to the debris formation, then ambient gas pressure may change the debris size as occurred in the 
coronet formation. 

4. SUMMARY 

We have proposed a new tool to attack the simultaneous solution of all the materials. The success of the code is due 
to a high ability of tracing sharp interface even with fixed grid and flexibility of extension to various materials and physics. 
The code has been applied to two typical subjects related to laser-matter interaction. One is laser-induced cutting of 
aluminum with a very short high power laser. The other is laser welding with a long-pulse low power laser. Both results 
show quite good agreement with experiments and give interpretation to cutting and keyhole creation processes. 
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Optical detection of laser plasma interaction during laser ablation 
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ABSTRACT 

Laser plasma interaction during pulsed laser ablation is investigated by ultrafast phototube detection. There are two peaks in 
an optical signal with the first peak attributed to laser scattering and the second one to plasma generation. As laser fluence 
increases, the second peak rises earlier to overlap with the first one. The signal is fitted by different distribution functions 
for the laser scattering and the plasma generation. Peak amplitude and its arrival time, full width at half maximum (FWHM), 
starting time and termination time of the distributions are studied for different laser fluences and detection angles. Laser 
pulse is mainly scattered from the plasma during the laser ablation. Peak amplitude of the laser scattering increases but its 
FWHM decreases with laser fluence. Angular distribution of the peak amplitude can be fitted with cos" 0 (n=4) while 
detection angle has no obvious influence on the FWHM. In addition, FWHM and peak amplitude of the plasma increase 
with laser fluence. However, its starting time and peak arrival time reduce with laser fluence. Time interval between plasma 
starting and scattered laser pulse termination is proposed as a quantitative parameter to characterize laser plasma interaction. 
Threshold fluence for the interaction can be estimated to be 3.5 J/cm2 for KrF excimer laser ablation of silicon. For laser 
fluence above 12.6 J/cm2, the plasma and scattered laser pulse distributions tend to saturate. 

Keywords: Laser ablation, laser light scattering, laser plasma interaction. 

1. INTRODUCTION 

Pulsed laser ablation of solid materials has been widely used in the applications of thin film deposition and materials 
microprocessing in the last decade.1"3 For laser fluence higher than the ablation threshold of target, the laser beam 
evaporates and ionizes the target materials. It creates a plasma plume above the target surface. The plasma generated by the 
laser ablation at a high laser fluence results in a shielding effect to the later part of the laser pulse and in turn reduces the 
laser energy coupling with the target surface. Since the coupling between the incident laser beam and the substrate becomes 
strongly nonlinear with the onset of the plasma formation,4 it complicates the laser interaction with the materials. Therefore, 
to have a better understanding of the laser interaction with the plasma within the laser pulse is very important to control and 
optimize the laser processing. However, the plasma is very small at the end of the laser pulse with its size less than a few 
hundred microns. It is one of the major obstacles to perform plasma diagnostics by an aided probe beam detection.' 
Recently, several research groups studied the plasma shielding effect by measurement of transmitted and reflected laser 
pulse profiles.5"8 H. Schmidt et. al. drilled a 5 ~ 15 |im hole on a polymer (PMMA) substrate and measured laser pulse 
behind the sample during pulsed laser irradiation.6"7 They found that at a short time delay after the starting of the laser pulse, 
the transmitted laser light started to decrease significantly and its pulse duration was truncated at a high laser fluence. In 
another study, the reflected laser light from a brass disc during pulsed laser ablation was measured.8 It was found that the 
reflected laser pulse was shorter at a higher laser fluence due to plasma scattering of the incident laser beam. Though these 
studies had investigated plasma absorption of the incident laser energy, the transmitted and reflected measurement only 
qualitatively considered the laser pulse profiles and did not offer more information on laser plasma interaction. In this work, 
an ultrafast phototube is used to detect scattered laser signal and plasma signal at the same time. Angular distributions of the 
signal profiles at different laser fluences are also studied. Time interval between plasma starting and laser pulse termination 
is defined as laser plasma interaction time and used as a quantitative parameter to characterize their interaction. 
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2. EXPERIMENT 

Figure 1 shows the experimental setup for the detection of the scattered laser light and the plasma induced by the laser 
ablation. A KrF excimer laser (Lambda Physik LPX 100) was used as a light source. The laser beam has a wavelength of 
248 nm and a pulse duration around 23 ns. The laser beam was re-directed by a mirror and focussed by a quartz lens which 
has a diameter of 50 mm and a focal length of 150 mm. Laser fluence was changed in a range from 0.2 to 16.7 J/cm2 by 
varying laser pulse energy. A p-type (100) Si substrate was used as the sample which was placed in air with its surface 
perpendicular to the incident laser beam. An ultrafast phototube (Hamamatsu R1328U-53) with the photocathode diameter 
of 1 cm was used to detect the scattered laser light and the plasma at the same time. Its spectral response is from 185 to 650 
nm. The phototube rise time and fall time are 60 and 55 ps, respectively. The optical signal recorded was sent to a digital 
oscilloscope (Tektronix TDS 520) which has a time resolution of 2 ns. The synchronous output of the laser controller was 
also sent to the oscilloscope as a trigger signal for the signal detection. The digitized signal was then sent to a PC for data 
storage and further processing. A narrowband interference filter which only allows 248 nm laser light passing through was 
inserted in front of the phototube to distinguish the scattered laser light from the plasma. The position of the phototube was 
kept at 6 cm away from the laser spot on the sample. The angular distributions were measured at detection angles for the 
phototube center with respect to the substrate normal as 15 °, 30 °, 45 °, 60 °, 75 ° and 90 ° respectively. For the detection 
angle of 90 °, the phototube center was in the same level of the substrate surface and the optical signals were sensed from 
the upper half of the phototube. Laser plasma interaction during Nd:YAG laser (wavelength: 532 nm, pulse duration 
FWHM: 7 ns) ablation of silicon and copper is also detected by slightly modifying the experimental setup. 
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Figure 1   Experimental setup for the detection of the scattered laser light and the plasma induced 
by the laser ablation. 

3. RESULTS AND DISCUSSION 

Figure 2 shows the optical signals detected by the ultrafast phototube during the KrF excimer laser ablation of silicon at 
a detection angle of 90 ° and laser fluences of 3.3, 5.8 and 9.8 J/cm2 respectively. Since these fluences are much higher than 
silicon ablation threshold of 1.1 J/cm2, there is plasma generation due to the laser ablation. It can be found that all the 
signals detected have two peaks which have different distributions. It can also be observed that these profiles are different 
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Figure 2    Optical signals detected by the ultrafast phototube during the excimer laser ablation of 
silicon at a detection angle of 90 ° and laser fluences of 3.3, 5.8 and 9.8 J/cm2. 

for various laser fluences. The peak amplitudes increase with the laser fluence. Meanwhile, the second peak moves to the 
left and overlaps with the first one at a laser fluence higher than 5.8 J/cm2. In order to distinguish the nature of these two 
peaks, the 248 nm filter was inserted in front of the phototube. The second peak disappeared for the optical signal passing 
through the filter, as shown in Fig. 3 (a). It is clear that the first peak is attributed to the laser light which arrives at the 
phototube during the laser ablation. Since the phototube is not placed inside the reflection path of the laser beam, the optical 
signal obtained is the laser light scattered from the substrate and the plasma generated during the laser pulse. Therefore, it 
can be concluded that the first and second peaks in the detected optical signals are related to laser scattering and plasma 
generation respectively. 

To analyze the peak distributions, the optical signals were deconvoluted into two different profiles. Since the laser light 
is in a form of pulse, it is fitted by the following equation: 

f! (t) = A x [1 - exp(-^—^)]p x exp(-^-^-) (1) 

where A, p, t0, T, and T2 are fitting parameters. Figure 3 (a) shows the curve fitting of the scattered laser light which was 
detected with the filter in front of the phototube at a detection angle of 90 ° and a laser fluence of 9.8 J/cm2. It is clear that 
equation (1) can be used to fit the experimental measurement very well. In addition, laser ablation of solid materials 
produces a plasma which has a strongly forward-peaked distribution along the direction normal to the substrate surface. Due 
to collisions among ablated species in the early stage of materials evaporation, laser ablation behaves like a nozzle source. 
Besides the plasma plume expansion, there is a large center-of-mass motion. Time-of-flight (TOF) spectrum of the plasma 
is often described as a shifted Maxwell-Boltzmann distribution:10' " 

f2(t) = —xexp[- 
r-(m/2kT0)(Lf-vdt)2 

■] 

or 

t-4 f2(t) = Cxt   xexpt-bjXt -2 + b2xt" (2) 
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Figure 3    Curve fitting for the optical signals detected (a) with and (b) without the filter in 
front of the phototube at a detection angle of 90 ° and a laser fluence of 9.8 J/cm2. 

where b, = mhf/2kT„ and b2= mvdL/kTa. B and C are fitting parameters, m is the mass of the ablated species, k is the 
Boltzmann constant and T„ represents the characteristic temperature of the distribution. Lf stands for the plasma flight 
distance from the substrate surface and v,, is the center-of-mass velocity. The above equations were used to fit the optical 
signal in Fig. 2 for the laser fluence of 9.8 J/cm2. The curve fitting result is shown in Fig. 3 (b). Peak amplitude ViM< peak 
arrival time tiM, FWHM t,.FWHM, starting time tiS and termination time tiT of the profiles are applied to characterize the 
scattered laser light and the plasma distributions. The sign i denotes L or P for the scattered laser light and the plasma 
respectively. 
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When the laser light irradiates on a solid surface, it is scattered in all directions. The distribution of the scattered laser 
light is a function of the incident angle 0, scattering angle 0, laser wavelength X and incident laser energy P, It also 
depends on the substrate surface characteristics. According to Rayleigh-Rice vector perturbation theory, the scattered laser 
light energy can be expressed as:12 

.2 
(3) 

1 (\n 
dPr=—^-xPjXcosej xcos28sxQxS(fx,f )xdßs 

where Q is a reflectivity factor which depends on the substrate materials. S(fx, fy) is the two-dimensional energy spectral 
density function in terms of the sample surface spatial frequencies fx and />.. dQs is the differential solid angle to the laser 
irradiated spot. In this study, equation (3) can be simplified as: 

Pr =DxP;xcos2e„ (4) 

where D is a constant to P, and 0, if the surface morphology does not change during the laser irradiation. It is clear that the 
laser light energy scattered from the substrate surface is proportional to the incident laser energy and the cosine square of 
the scattering angle. 

During laser ablation, the substrate endures the surface melting, materials evaporation and plasma generation within the 
laser pulse. Besides the solid surface, the melted substrate surface and the plasma generated also contribute to the scattering 
of the incident laser light. Figure 4 shows the laser pulse peak amplitude for the total and substrate scattering versus the 
laser fluence during the excimer laser ablation of silicon at a detection angle of 90 °. The peak amplitude of the total 
scattering increases with the laser fluence and tends to saturate at a laser fluence of 12.6 J/cm2. For a laser fluence of 0.2 
J/cm2, there is no plasma generation and surface morphology change under the laser irradiation. The total laser scattering is 
only attributed to the solid substrate. Based on equation (4) and assuming there were no incident laser energy loss due to 
plasma absorption and surface morphology change, its peak amplitude is used to calculate the substrate scattering for the 
laser fluence up to 16.7 J/cm2. Compared with the experimental result of the total scattering, it can be found that the 
substrate scattering plays a minor role in the laser scattering at a high laser fluence. As to the melted surface, it has been 
reported that the surface reflectivity increases about 10 % during the laser melting of the Si substrate.13 Therefore, it can be 
concluded that the plasma generated during the laser ablation is a dominant factor for the laser scattering. Since there are 
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Figure 4   Laser pulse peak amplitude of the total and substrate scattering versus laser fluence 
during the excimer laser ablation of silicon at a detection angle of 90 °. 
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Figure 5   FWHM of the scattered laser pulse versus the laser fluence during the excimer laser 
ablation of silicon at a detection angle of 90 °. 
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Figure 6   Angular distributions of the scattered laser pulse peak amplitude and FWHM 
during the excimer laser ablation of silicon at a laser fluence of 7.8 J/cm . 

many ablated species in the plasma, the incident laser light is scattered to different directions by the species in the laser 
pulse duration. It leads to more scattered laser light arriving at the phototube. As the laser fluence increases further, the 
plasma density increases greatly which will reflect back more laser light and cause the saturation of the scattered laser light. 

Figure 5 shows the FWHM of the scattered laser light versus the laser fluence during the excimer laser ablation of 
silicon at a detection angle of 90 °. When the laser fluence is higher than 5.8 J/cm2, the laser pulse duration is shorter. It is 
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different from the laser pulse scattered from the substrate surface which has the same pulse duration as the incident laser 
light. The truncation of the scattered laser pulse implies that the plasma generation shields the later part of the incident laser 
pulse passing through the plasma onto the substrate surface. It causes the weaker laser coupling with the substrate. As 
shown in Fig. 6, angular distribution of the peak amplitude of the scattered laser light is measured during the excimer laser 
ablation of silicon at a laser fluence of 7.8 J/cm2 and detection angles of 15 °, 30 °, 45 °, 60 °, 75 ° and 90 ° respectively. It is 
clear that the peak amplitude has a narrow angular distribution which can be well fitted by a function of cos"6 with the best 
n value as 4. This is because the plasma is flying forward at a speed up to 10 m/s from the explosive ablation.14 It is 
different from the angular distribution of the laser light scattered from the substrate surface as cos26 expressed in equation 
(4). The angular distribution of the scattered laser light also confirms that the plasma scattering plays the dominant role for 
the laser light scattering in the laser pulse duration. It can also be found from Fig. 6 that the FWHM of the scattered laser 
pulse does not have obvious change at different detection angles. 

Figure 7 shows the plasma peak amplitude versus the laser fluence during the excimer laser ablation of silicon at a 
detection angle of 90°. The plasma peak amplitude increases greatly with the laser fluence. It tends to saturate at a laser 
fluence of 12.6 J/cm2. It is because the higher laser fluence generates a denser plasma which enhances the shielding effects. 
The weaker laser interaction with the substrate in turn limits the plasma generation and saturates the peak amplitude. The 
dependence of the peak amplitude on the laser fluence is similar to that of the laser ablation rate.9 This is because the plasma 
intensity is proportional to the concentrations of ablated materials during the laser ablation. The plasma intensity normalized 
to the laser beam area can be used to represent the laser ablation rate.8 Figure 7 also shows the plasma peak arrival time 
versus the laser fluence. It can be observed that the arrival time reduces with the higher laser fluence and also tends to 
saturate at the laser fluence of 12.6 J/cm2 due to the strong plasma shielding effect. By setting the differential of equation (2) 
as zero, the peak arrival time can be calculated as: 

_ - b2 + Vbf + 32b7 
tm- g . 

Since Lfis in millimeter order and v(, about 104 m/s, b2 is much larger than b,. The above equation can be simplied as: 

(5) tm=Lf/vd 
The shorter peak arrival time is attributed to the higher plasma velocity at a higher laser fluence. The maximum center-of- 
mass velocity of the plamsa distribution can be easily obtained from the saturation of the peak arrival time. 
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Figure 7    Plasma peak amplitude and its arrival time versus the laser fluence 
during the excimer laser ablation of silicon at a detection angle of 90 °. 
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Figure 8    Plasma FWHM and laser plasma interaction time versus the laser fluence 
during the excimer laser ablation of silicon at a detection angle of 90°. 
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Figure 9   Laser plasma interaction time versus the laser fluence at a detection angle 
of 90° during Nd: YAG laser ablation of silicon and copper substrates. 
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Figure 8 shows the FWHM of the plasma profile distribution versus the laser fluence at a detection angle of 90 °. It 
increases greatly with the laser fluence and tends to saturate at the laser fluence of 12.6 J/cm2. The higher laser fluence for 
the laser ablation generates the higher density plasma. It enhances the collisions among the ablated species and absorbs the 
more incident laser light which increases the FWHM of the plasma. Because of the strong plasma shielding effect at a laser 
fluence above 12.6 J/cm2, the FWHM increase is also saturated. The plasma interaction with the incident laser light is often 
characterized by the qualitative analyses of the transmitted and reflected laser pulse profiles. To obtain a quantitative 
parameter for their interaction, time interval between the plasma starting and the laser pulse termination is proposed as an 
interaction time between the laser and the plasma. If the interaction time tP.L is larger than zero, it means that the plasma has 
been generated before the laser pulse terminates. In the optical signal, the plasma profile overlaps with that of the scattered 
laser light. The laser interaction with the plasma occurs. It can be observed from Fig. 8 that the plasma has generated at a 
laser fluence of 1.3 J/cm2 while the interaction time is zero. It implies that the plasma is generated after the laser pulse 
terminates and does not have any chance to absorb the incident laser light. For the laser fluence higher than 5.8 J/cm2, the 
interaction time is above zero. It means that the laser interaction with the plasma exists in a duration of 1.5 ns. By the 
numerical fitting of the experimental result, the threshold fluence of the laser plasma interaction by setting the interaction 
time as zero can be estimated as 3.5 J/cm2. It can also be observed from Fig. 8 that the interaction time increases with the 
laser fluence up to 12.6 J/cm2. Though the plasma generated has a shielding effect to the incident laser light, the plasma 
density is not high enough to completely block the laser irradiation on the substrate surface. However, as the laser fluence 
increases higher than 12.6 J/cm2, the interaction time tends to saturate due to the high plasma density. Figure 9 shows the 
laser plasma interaction time versus the laser fluence at a detection angle of 90 ° during Nd:YAG laser (wavelength: 532 
nm, pulse duration FWHM: 7 ns) ablation of silicon and copper substrates. It can be found that the interaction time increases 
with the laser fluence and tends to saturate at laser fluences above 4.8 J/cm2 for copper and 8.2 J/cm2 for silicon. Threshold 
laser fluences for the laser plasma interaction can also be estimated from Fig. 9 as 0.6 J/cm2 for copper and 1.0 J/cm2 for 
silicon, respectively. It implies that copper is more easily ablated by the laser than silicon. It can also be found that the 
threshold fluence for Nd:YAG laser ablation of silicon is lower than that for KrF excimer laser ablation. It is due to the 
shorter laser pulse duration for the Nd:YAG laser than that of the excimer laser. 

4.   CONCLUSIONS 

Laser plasma interaction during pulsed laser ablation is studied by optical measurement of the scattered laser signal and 
the plasma signal at the same time. The optical signals are deconvoluted into a pulse distribution for the scattered laser light 
and a drifted Maxwell-Boltzmann distribution with a center-of-mass velocity for the plasma. It is found that the plasma 
scattering plays a dominant role in the laser scattering during the laser ablation. Its peak amplitude is angularly distributed 
as a function of cos4 6 and increases with the laser fluence, while its FWHM reduces with the laser fluence and does not 
show obvious dependence on the detection angle. In addition, the plasma FWHM and the peak amplitude increase with the 
laser fluence due to higher plasma density at a higher laser fluence, while the plasma starting time and its peak arrival time 
reduce with the laser fluence. For the laser fluence higher than 5.8 J/cm2 during KrF excimer laser ablation of silicon, the 
plasma profile overlaps with that of the scattered laser pulse. The laser plasma interaction time is characterized 
quantitatively. The threshold laser fluence to have the interaction is estimated to be 3.5 J/cm2. For laser fluence below the 
threshold fluence, there is no laser plasma interaction. With the laser fluence in a range from 3.5 to 12.6 J/cm , the 
interaction exists and the interaction time increases greatly with the laser fluence. For the laser fluence higher than 12.6 
J/cm2, the dense plasma saturates the laser plasma interaction time. Due to a shorter pulse duration, Nd.YAG laser 
interaction with the plasma generated starts and saturated at much lower laser fluences than the excimer laser. The threshold 
fluences of the laser plasma interaction are 0.6 J/cm2 for Cu and 1.0 J/cm2 for Si. Their interaction tends to saturate for laser 
fluences above 4.8 J/cm2 for Cu and 8.2 J/cm2 for Si. 
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Emission spectra and particle ejection during visible-laser ablation 
of graphite for diamond-like coatings* 

Jim J. Chang, William McLean, Ernest P. Dragon and Bruce E. Warner 
Lawrence Livermore National Laboratory, P.O. Box 808, M/S L-463, Livermore, CA 94550 

ABSTRACT 

We have investigated the emission spectra of a carbon plume generated from graphite by a visible pulsed laser for 
diamond-like coatings (DLC). The laser utilized was a 300-watt class copper vapor laser with a pulse duration of 
-40 ns. To better understand the laser-target interaction, we have visualized plume dynamics near the graphite 
surface via Scheueren method. We found that the laser ablation process was accompanied with explosive material 
ejection during pulsed laser deposition (PLD). The ejection of material started at about 500 ns after the onset of 
laser pulse and lasted for about 10 us. The material ejection is very directional and introduced large amount of 
micro particulates in the DLC film. We have found that the use of a random phase plate to smooth the laser 
intensity profile effectively eliminated this ejection of material with additional advantage of higher coating rate. 
The spectra in the visible and UV of the plume emission were analyzed to correlate with DLC quality and coating 
rate. We have characterized the carbon plasma based on emissions from C, C2, C+ and C^ for laser peak intensities 
between 0.1 - 5 GW/cm2. We have produced high-quality DLC with its coating rate optimized at laser peak power 
densities between 0.5 GW/cm2 and 0.8 GW/cnr. The kinetic energy of C? was estimated to be ~20 eV at this 
optimized coating condition. We found that greater C+ kinetic energy at higher laser intensity does not necessarily 
produce better DLC. This process optimization enabled us to demonstrate a coating rate as high as 2000 um- 
cm2/hr. The Q swan-band emission from the plume was most pronounced in the optimized coating condition and 
was used as a process diagnostic tool. 

Keyword: Pulsed laser deposition, laser ablation, diamond-like coatings, laser plasma. 

1.   INTRODUCTION 

Thin film formation by pulsed laser deposition (PLD) has been routinely demonstrated at the laboratory scale for 
many elements and compounds. One of the distinct advantages of the PLD process is the near stoichiometric 
transfer from the ablation target to the desired substrate, a feature that is often difficult to achieve with conventional 
coating technologies such as magnetron sputtering or electron beam evaporation. However, PLD has only recently 
gained prominence in the deposition of diamond-like coatings (DLC) and high Tc superconductors1"4. DLC 
deposited by the vapor phase of carbon are amorphous and have many good properties 5. They are hard coatings 
with low friction, transparent in the IR, electrically insulating, and chemically inert. Since the DLC are prepared 
without hydrogen using PLD, they have a higher density and index of refraction than the hydrogenated DLC 
obtained by plasma deposition processes. 

In order for processes based on PLD to progress from bench top experiments to commercialization, a number of 
key issues must be resolved. The principle limitations of current PLD technology are low deposition rate (i.e., 
typically 10 um-cm2/hr) 61, inclusion of micro particles in the film, and the difficulty in producing uniform 
coatings over large areas. In order to make the PLD for DLC more economically viable, we have investigated the 
laser-target interaction and the characteristics of the ablated carbon plume for process optimization. As a result, we 
have greatly improved the quality of our DLC with very low level of micro particle inclusions. A significant 
increase in coating rate has also been achieved in our laboratory, over 2000 um-cm2/hr. In this paper, we report the 
dynamics of laser ablation of graphite using a high-power pulsed visible laser. The measurements of laser-target 
interaction and plume emission spectra are also compared with the coating results. 

This work was performed under the auspices of U.S. Department of Energy by Lawrence Livermore National 
Laboratory under contract No. W-7405-Eng-48 
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2. EXPERIMENTAL APPARATUS 

In tiiis investigation, we used a 300-W class copper vapor laser in a master-oscillator-power-amplifier 
configuration8. The laser repetition frequency can be varied from below 1 Hz to greater than 5 kHz by adjusting 
the timing between the oscillator and the amplifier. Both of the copper laser green (511-nm) and yellow (578-nm) 
outputs were used for this work. The ratio of green/yellow in the output was typically 2:1. The pulse duration of 
the laser output was -40 ns FWHM with a base-to-base pulse width of-60 ns. The laser beam was focused to the 
graphite target by an achromatic lens located adjacent to a vacuum deposition chamber. The laser beam was 
aligned to the 1-inch-diameter graphite rod such that the ablated carbon plume is at 45 degrees from the incident 
beam, as illustrated in Fig. 1. The carbon plume generated by the laser moved toward directly to the sample port. 
The substrate to be coated was mounted within the sample port with a distance to the graphite surface of 7.6 cm. 
The laser peak intensity on the target could be varied from 0.1 GW/cm2 to 5 GW/cm2 by adjusting the laser power 
but maintaining a constant spot size. The vacuum chamber was typically kept a base pressure of 5 x 10"8 Torr. The 
pressure rose to -10"6 Torr during PLD process. 

Sample holder 
Scattered tight 

Fig. 1   The schematic of a PLD chambers; a high-purity graphite rod with 1" diameter is 
used as the target for producing DLC. 

We used a 0.275-meter spectrometer with an optical multichannel analyzer (OMA) to measure the plume 
emissions. The OMA had a gated intensifier with 10-ns resolution to resolve the temporal development of the 
plume spectra. The schematic drawing of the setup is shown in Fig. 2a. The graphite rod rotated at approximately 
1 RPS inside the deposition chamber. It could also be moved axially to keep a relatively fresh surface for laser 
ablation. The emission of the carbon plume was magnified and imaged to the entrance slit of the OMA. The 
plasma spectra were resolved spatially along the plume axis by moving the plume image relative to the entrance slit 
of the spectrometer. The widrn of the entrance slit was typically set at 10 urn for most of our measurements. The 
spectrometer was equipped with 300, 600 and 12001/mm gratings all blazed at 500-nm. 

We used Scheueren technique to visualize the dynamics of carbon plume and material ejection during laser 
ablation. The schematic of the setup is illustrated in Fig. 2b. A frequency-doubled Q-switched Nd:YAG laser with 
an output of 10-ns green pulse (532nm) was collimated and used as a probe laser to illuminate the plume.  The 
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YAG laser beam was spatial filtered to obtain a smooth and uniform beam profile. By adjusting the delay between 
the copper laser and the probe laser, we were able to visualize the dynamic of the laser-target interaction with 10-ns 
resolution. The knife-edge placed near the focus of the image lens was used to produce a Schelieren image. A 
532-nm line filter was used to prevent both the plasma emission and the scattered copper laser light from entering 
the CCD camera. 

Pulsed YAG 
(b) laser 

Carbon plume Carbon plume 

0.275 m 
spectrometer 

jatedOMA PC 

YAG laser 
line filter 

*—     KJute edge 

CCD Recorder 

Fig. 2 (a) The setup for measuring emission spectra of the carbon plume. The graphite rod is placed in a 
vacuum deposition chamber. The plume is magnified and imaged into the entrance slit of the 
spectrometer, (b) The Schelieren setup for visualizing laser-target interaction using a 10-ns pulsed 
YAG laser. 

2.   CARBON PLUME AM) EJECTION OF MICRO PARTICULATES 

Figure 3 illustrates a sequence of Schelieren images near the target during laser ablation with various delays. These 
images were produced with a laser peak intensity of ~2 GW/cm2 on the target. Note that a laser intensity of 1 
GW/cm2 is equivalent to 40 J/cm2 in this work. The carbon-plume produced by the 40-ns laser pulse was only 
visible during the initial 200 ns by the Schelieren technique. However, noticeable material ejection from the target 
was found to start at -500 ns after the onset of laser pulse. This explosive material ejection lasted for ~ 10 us as 
illustrated in Fig. 3(c) & 3(d). Based on a sequence of Schelieren images, we estimate that the average speed of the 
ejected particles is approximately 400 m/sec. The temperature of the ejected material is estimated to be 2500 K - 
3000 K based on their blackbody-radiation profile measured between 400 run and 800 nm. It's worth noting that 
this explosive ejection of material was very directional as shown in Fig. 3(c) & 3(d). It is quite different from a 
melt splashing during laser machining of metals, which typically has a wide ejection angle9. The highly directional 
material ejection led to large amount of undesirable macro particulates in the DLC film. Singh has suggested that 
subsurface superheating induced micro explosion is the main cause of material ejection during laser ablation of 
superconducting material (YBaaCusO?). The laser induced subsurface superheating, however, is not likely to occur 
on graphite because of its high absorption coefficient and high thermal conductivity11. Although the physical 
mechanism responsible for this material ejection is still not well understood, we found that it's a direct result of a 
non-uniform laser intensity profile (i.e., existence of a few hot spots) on the target. 
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(a) (c) 

M (<*) 

7 
Graphite rod 

1 mm 

Fig. 3    The Scheueren images of laser ablation (a) and material ejection (c & d) at different delays after the 
onset of laser pulse; (a) 50 ns, (b) 400 ns, (c) 1 us, (d) 3 us. The 40-ns laser pulse came from left. 
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One of the methods to smooth the intensity profile of a laser focal spot is to use a random phase plate (RPP)12. A 
RPP has many phase-delay elements on its surface with specifically designed patterns to achieve a desired laser 
intensity profile. The phase-delay elements preferably to have a thickness ofnX/2 in order to create a phase n shift, 
where X is the wavelength of the laser and n is the index of refraction of the phase-delay elements. A typical phase- 
plate pattern is illustrated in Fig. 4a where the delay elements are denoted by the darkened areas. This design is 
used in conjunction with a focusing lens to convert a circular laser beam to a focal point in the shape of an ellipse 
with a 400-micron major axis. The illuminated area becomes circular when this ellipse is projected onto a flat 
surface at an angle of incident of 45 degrees. The effect of inserting the RPP in front of a lens can be seen by 
examining the spatial intensity profile of the focus spot on the target, as illustrated in Fig. 4(b). With the addition 
of a RPP, the laser intensity profile on the target becomes gaussian-like with the elimination of hot spots that 
previously existed. The smoothing of the laser intensity profile using a RPP effectively eliminated any detectable 
material ejection from the graphite target, as examined by Scheueren images. As a result, the DLC produced with a 
RPP had significant fewer included particles. The resulting particle density is typically 2-8 particles within 40 um 
by 40 um areas with particle sizes of 50±10 nm wide and 200±50 ran height. This nanoparticle formation is 
believed mostly a result of condensation during the fast expansion of vapor plume13.   The use of a RPP also 

(a) 

Fig. 4 (a) A typical pattern of phase-delay elements on a random 
phase plate, (b) The intensity profile of the laser focal spot 
with a RPP in front of a focusing lens (f = 0.5 meter). The 
spot size is -400 um (FWHM). (b) 

=      0.6 

O z 

Fig. 5 The DLC deposition profiles on a 
silicon wafer with and without the use 
of a RPP. 

-80        -60        -40        -20 0 20 40 60 80 
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increased the film deposition rate on a silicon substrate by as much as 50-60%. The spatial distribution of 
deposition thickness, as shown in Fig. 5, illustrates a more uniform film growth when use a RPP. The film 
deposition profile, which is typical represented by a cosin law in PLD, is improved from cos7 5 0 to cos5 3 6, where 9 
is the angle measured from the target surface normal. These improved features make PLD of DLC easier to scale 
up with greatly improved film quality. 

3.   EMISSION SPECTRA OF A CARBON PLUME 

In this investigation, the spectra of the ablated carbon plume was measured mainly between 220 to 600 nm from 
direct emissions of C2 dimer, C neutral, and C ions. The emission spectra were recorded at various time delays and 
downstream positions from the target. With a 12001/mm grating, we measured the C2 Swan-band emission (d 3ng 

=> a 3IIU) near the target surface. The measured spectra illustrated in Fig. 6 shows the plume emission from 20 ns 
to 120 ns relative to the onset of the laser pulse. It is interesting to note that the initial broad band radiation is not 
necessarily greater at higher laser intensity, as shown in Fig. 6(a) and 6(c). The signal strength of the C2 Swan band 
(Av = -1), however, declines significantly as laser intensity increases from 0.8 GW/cm2 to 4 GW/cm2. We believe 
that the higher plasma temperature and electron density of the carbon plume at higher laser intensity lowers the 
possibility of C2 formation (i.e., The C2 dissociation energy is ~6 eV). The stronger C+ and C* emissions shown in 
Fig. 6(c) and 6(d) manifest a higher electron density and temperature. It's wrath noting that the line broadening of 
the (? emission at 0.8 GW/cmMs more pronounced than that at 4 GW/cm2, especially later in time (i.e., 90 ns). 
This may be a result of slower plasma expansion at lower laser intensity. Figure 7 illustrates the plume emission in 
the UV range, which includes C, C, and C+ emissions at 247.8 nm, 251.2 nm, and 229.7 nm, respectively. The 
higher &* emission resulting from higher plasma temperature at greater laser intensity is clearly shown in Fig 7 (c) 
and (d). The laser threshold for generating detectable ionic emission from ablation is found to be ~0.1 GW/cm2. 

The temporal development of C, C+, and C"" emission illustrated in Figures 6 and 7 are plotted relative to the laser 
pulse, as shown in Fig. 8. It indicates that the ionic emission peaks near the end of laser pulse, when the carbon 
plume has the highest plasma temperature.  The C and C2 emissions, however, only start to appear at the end of 

1.5e+5 

8.0e+3 

4.0e+3 

90 ns 
C2 Swan band 

3     A1.2        10,1 Co Swan band 

S^=M 
120 ns 

L. 
5450       5500       5550       5600       5650       5700       5450      5500      5550      5600      5650      5700 

Wavelength (A) 

Fig. 6 Plume emission spectra near the target surface; the spectra were taken from 20 ns to 120 ns after the 
onset of laser pulse. The laser peak power was 0.8 GW/cm2 (a & b) and 4 GW/cm2 (c & d). Note that 
the vertical scales are the same between (a) & (c) and between (b) & (d). 
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Fig. 7 Plume emission spectra near the target surface; the spectra were taken from 30 ns to 100 ns after the 
onset of laser pulse. The laser peak power was 0.8 GW/cm2 (a & b) and 4 GW/cm2 (c & d). 
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Fig. 8 The temporal development of carbon-plume emission near the graphite target at two laser peak intensities. 

laser pulse. They reach their peaks at 100 -130 ns, when most of the ionic species have moved away from the 
target surface. Note that the C+/C+ ratio increases significantly as the laser intensity increases from 0.8 GW/cm2 to 
4 GW/cm2. 

Figure 9 illustrates the spatial distribution of the emission along the plume axis at 100 ns. As illustrated in Fig 9a, 
the emission at a laser intensity of 0.5 GW/cm2 is dominated by C and C2 emission. We found that the Swan-band 
emission is strongest at this laser intensity. It's worth noting that the C2 Swan band decays quickly (i.e., its 
radiative lifetime is ~110 ns) as it moves away from the target. The spectra of the carbon plume become mostly 
neutral and ionic emissions as the laser intensity increases to 2 GW/cm2, as shown in Fig. 9(b). The temporally and 
spatially resolved emission measurement of the carbon plume enabled us to map the plume expansion after laser 
pulse. Figure 10 illustrates the spatial distribution of C, C+, and C"" based on their emission at 247.8 nm, 426.7 nm, 
and 272.5 nm, respectively. Note that the 247.8-nm and 272.5-nm emission were detected by their 2'nd order as 
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Fig. 9 The spatial distribution of plasma emission from laser ablated carbon plume; the spectra were 
taken at 100 ns after the onset of laser pulse with laser peak intensities of (a) 0.5 GW/cm and 
(b) 2 GW/cm2. The "Position" is the distance from the target. 
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shown in Fig. 9. The delay of the OMA was varied from 
100 ns to 300 ns after the onset of the laser pulse. This 
figure clearly indicates that Cf and C4"1" move jointly as a 
result of the Coulomb force in the ionized plume. The C 
neutrals lag behind the ionized particles with a slower 
speed. Based on this time-of-flight measurement, the 
kinetic energies of C neutral and C ions at a laser peak 
power of 2 GW/cm2 are estimated to be 20 eV and 76 eV, 
respectively. The kinetic energies of C and C ions decrease 
to 15 eV and 20 eV, respectively, as the laser intensity is 
reduced to 0.5 GW/cm2. It's worth noting that the ratio of 
CTVCT remains about the same as the plume expands. 

4.   DEPOSITION RESULTS 

The elimination of micro particulates using a random phase 
plate has enabled us to produce high quality DLC on 
polished Si (100) substrate. We have measured the coating 
rate of DLC at various laser intensities as plotted in Fig 11. 
It's found that the peak coating rate occurs at a laser peak 
intensity of 0.5-0.8 GW/cm2. According to our 
measurements of plume emission, the variation of coating 
rate with laser intensity correlates to the intensity of the C2 

Swan-band emission. The reduction of coating rate at 
higher laser intensities is believed to be a result of plasma 
absorption. The plasma ignition threshold for carbon plume 
is similar to aluminum14, which is measured to be ~2 
GW/cm2 15. No significant difference in DLC properties 
was measured at these laser intensities. The increase of ion 
kinetic energy form 20 eV to 76 eV as laser intensity 
increases from 0.5 
the coating quality. 

2 GW/cm has no noticeable effect on 

Fig. 11  The DLC coating rate vs. laser peak power on a 
silicon substrate. 

Figure 12 shows Elastic Electron Loss Spectroscopy 
(EELS) spectra performed on the resultant material and on a 
graphite substrate. Typically there are three predominant 
features in an EELS DLC spectra. The elastic electron 
scattering peak is at the incident electron energy 500 eV. 
There is a peak -6.6 eV below the incident energy which 
represents energy lost to the Tt-bonds of graphite (at 494 
eV). The third feature is an unsolved broad plasma loss 
peak 30-40 eV below the incident energy. The lack of a n- 
7i* feature as compared to the graphite spectra indicates a 
DLC film16. With Atomic Force Microscopy (AFM) to 
measure surface roughness, we have determined a surface 
roughness of less than 10 nm with a 400-nm thick DLC. 
We have produced some films with RMS surface roughness 
as low as a few manometers. 

CONCLUSION REMARKS 

The PLD of DLC with visible laser light has been 
demonstrated with a 300-W copper laser running at 4.4 kHz. 
We have observed that explosive material ejection during 
laser ablation of graphite starts at ~500 ns after the onset of 
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Fig. 11 Electron energy loss spectrum of the DLC film produced with a copper laser. 

laser pulse. The material ejection lasts for about 10 us that leads to large amount of particle inclusion in the DLC 
film. Although the physical mechanism of this material ejection is still not well understood, we found that it's a 
result of non-uniform laser intensity profile on the target. With the use of a RPP to smooth the laser focal spot, we 
essentially eliminate the explosive material ejection. Additional advantages of using a RPP for PLD is a 50-60% 
increase of coating rate and a more uniform DLC film thickness. 

It's found that the optimized coating rate for DCL is at a laser peak intensity of 0.5-0.8 GW/cm2. Our investigation 
on plume emission spectra indicates that the coating rate correlates to the emission of C2 Swan band. The kinetic 
energy of C+ for the optimized coating rate is estimated to be -20 eV based on a time-of-flight measurement. We 
found mat higher kinetic energy of C+ at higher laser intensities does not necessarily produce a better DLC quality. 
By optimizing the coating process base on our findings, we have demonstrated a coating rate of 2000 um-cm /hr. 
This rate is -100 times greater than any other known laser technology. 
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ABSTRACT 
A titanium target was ablated by a KrF excimer laser with fluences varying from 4 to 8 J/cm2 in an argon filled environment 
with pressures ranging from vacuum to 1 torr. The effects of laser fluence and background gas pressure on the kinetic 
energies of the ablated species were investigated by temporally and spatially resolved emission spectroscopy. The maximum 
surface temperatures were calculated by an one-dimensional conduction model. Experimentally obtained surface temperatures 
from the kinetic energy of the ejected plume were one order of magnitude higher than the calculated temperatures. This 
discrepancy is most likely due to the absorption of laser energy by the plasma that is formed early in the pulse. Temporally 
resolved imaging with 10 ns gate width was also employed to reveal the evolution of the ablated plume against the background 
gas. Separation of slower and faster components were observed for pressures above 50 mTorr, and angular concentration of 
titanium in the plume was determined. 

Keywords: Pulsed Laser Deposition, Laser Ablation, Emission Spectroscopy, Titanium, Optical Time-of-Flight 

1. INTRODUCTION 

In the last few decades, Pulsed laser deposition (PLD) of thin films has evolved into a well recognized technique for a wide 
range of materials and in a variety of devices. One key parameter in determining the quality of the film deposited by PLD is 
the kinetic energy of vaporized atoms. Adatoms with greater kinetic energy have higher mobility once they reach the substrate 
and consequently tend to form a more crystalline film1. There has been increased interest in the deposition of titanium based 
thin film by PLD since titanium based thin films have a great range of uses in microelectronic devices, optics, and 
tribology2'3'4'5. 

Optical methods such as emission time-of-flight (TOF) measurements are attractive for determining the energy and the extent 
of ionization of the ablation plume for several reasons. First, these methods are non-intrusive. With fast detectors, it is 
possible to obtain time-resolved spectroscopic information on the nanosecond scale. Furthermore, emission spectroscopy can 
effectively distinguish between different neutral and ionized species. This work employed emission time-of-flight and imaging 
techniques to investigate laser ablated titanium plumes. 

2. EXPERIMENTAL SETUP 

A schematic diagram of the experimental setup is shown in Fig. 1. The laser used in this experiment is a Lumonics Index 210 
KrF (X=248 run) excimer laser with a FWHM pulse width of 20 ns. In order to ensure uniform laser intensity on the target, a 
tunnel-type homogenizer was used in the beam delivery system. The focused spot size on the titanium target was 0.34 mm * 
0.05 mm yielding fluences ranging from 4 to 8 J/cm2. A polycrystalline titanium target of 99.99% purity polished to 0.02 urn 
was mounted inside a stainless steel high vacuum chamber on a rotational feedthrough which was set to rotate at 0.7 Hz in 
order to avoid deep drilling. The pressure inside the chamber was manually controlled by filling the chamber with high purity 
(99.99%) argon to vary between < 10"6 torr to 760 torr. 
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The emission from the plume was detected by two different methods. Spectrally-integrated and temporally-gated images of 
the plume were captured via a Princeton Instruments ITE 576 intensified CCD (ICCD) camera with 576^384 pixels. 
Although the minimum gate width for this ICCD is 5 ns, a gate width of 10 ns was used to maximize the intensity while 
maintaining good temporal resolution. Since the majority of titanium line emission are in the UV range, a Nikkor 105 mm/f4.5 
UV photo lens was used in conjunction with the ICCD. With the 105 mm UV lens installed, the spatial resolution of the 
combined imaging system is 100 mm, and the sensitive spectral range is between 300 ran and 850 nm. In order to precisely 

Figure 1 Experimental Setup 

synchronize the firing of the excimer laser and the delay in the gating of the ICCD, a Stanford Research DG535 programmable 
pulse generator with variable delay was used to trigger both the laser and the ICCD. The timing jitter of the imaging system 
was 3ns under this configuration. 

Spectrally resolved TOF data were acquired by imaging the plume via a f = 150 mm quartz UV lens to a magnification of 3.12 
X. A fused silica optical fiber with an 1.6 mm aperture was placed on the image plane and mounted on a micrometer stage so 
that different locations of the plume can be probed. The aperture of the optical fiber is aligned with the centerline of the 
plume, and therefore detects the time-of-flight of species traveling axially above the surface along the centerline. The spatial 
resolution of this setup is 300 urn. The other end of the optical fiber is connected to a McPherson Model 2035 
monochromator with an 1800 grooves/mm grating installed. The variable slits of the monochromator were adjusted so that 
spectral resolution of the monochromator is 0.3 nm. The 399.86 nm emission line from neutral titanium was monitored. This 
emission line corresponds to 3d?4s2aiFr-3d>4s'4p'y3F4

0 transition. A Hamamatsu R928 photomultiplier tube (PMT) with 2.2 
ns rise time was mounted on the exit slit of the monochromator to monitor the transient emission intensity from the plume. 
The PMT signals were digitized by a HP 54510 250 MHz digital oscilloscope and then downloaded to a PC. Since the cutoff 
frequency of the PMT signal is inversely proportional to the termination impedance, a 50 Q termination was used to avoid 
distortion in the temporal profile of the emission signal. In order to enhance the signal-to-noise, accumulations of 20 to 500 
signals were used for each data point. The synchronization for this part of the experiment was done by using the pulse 
generator to trigger the excimer, and a photodiode which detects the excimer beam then was used to trigger the digital 
oscilloscope. 
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3. NUMERICAL MODEL FOR SURFACE TEMPERATURE 

The maximum surface temperatures were calculated for the range of fluences used in this experiment. The details of the model 
were previously published6'7 and summarized here. 

The metal surface reflectivity, R, is given by: 

R = 
{n-\f+k7 

(1) 
(« + 1)2+*2 

where n and k are the real and imaginary parts of the index of refraction, respectively. The values used for n and k for the 
calculation for the rate of titanium vaporization were 1.24 and 1.21. The absorption coefficient, a, is given by: 

a = — (2) 

where X is the wavelength of the laser used for ablation. In this case, A = 248 nm. The energy absorbed by the target, Q, at a 
depth, z, below the surface and at time t after the laser pulse ,is then described by: 

Q(z,t) = (l-R)l(t)acxp(-az) (3) 

The heat transfer in the target was approximated as a one-dimensional semi-infinite conduction problem since the thermal 
penetration depth is orders of magnitude smaller than the dimensions of the laser spot. The conduction equation takes the 
form of: 

0, and the initial target temperature was set to be equal to the ambient 

temperature. All other heat losses to the ambient by conduction, convection and radiation were neglected. 

4. RESULTS 

A typical emission TOF signal from the PMT is show in Fig. 2. The lifetime, T, of an emission line is given by: 

The boundary condition was set as —■ 
ck z=0 

T = A 
-1 

(5) 

8 

•e 
< 

1 

0.0E+0       4.0E-7       8.0E-7       1.2E-6       1.6E-6       2.0E-6 
Time (s) 

Figure 2 Typical TOF signal 
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where A is the transition probability. The value of the transition probability for spontaneous emission for 3d*4s2a>F4— 
3c?4sl4p1y3F4

0 transition is 0.39x 108 s"18. Accordingly, the lifetime of the 399.86 nm emission line is 25 ns. However, the 
emission of this wavelength is detectable even beyond 2 us. The prolonged detection of line emission is the result of re- 
excitation of atoms through collisions with other atoms in the plume. Since the likelihood of collisions is proportional to the 
concentration of atoms, therefore the maximum emission intensity at a particular location in the plume corresponds to the peak 
concentration. The fluences used in this experiment were well above the threshold for vaporization and sufficient for the 
formation of a Knudsen 9. Hence the intensity signal of the ablated titanium follows the full-range Maxwellian distribution for 
a density-sensitive detection device given by   . 

*i   *    Cx 

r 
m 

2kBTst* 
-(x-V)2 (6) 

where kB is the Boltzmann constant, T, is the surface temperature, m is the mass of the atom, vc is the center of mass velocity, 
and C is a constant. An x-t diagram can be constructed by plotting the location versus the time corresponding to the peak 
emission signal detected at that particular location. The most-probable velocity is than found by taking the slope of this curve. 
Figure 3 shows the x-t curves for neutral titanium ablated at several different laser fluences under vacuum. Since the locations 
present the distance above the target surface on the centerline of the plume, the velocities derived from the slopes are therefore 
the most-probable axial centerline velocities. Since collisions occur in the plume, and the plume expands laterally, the 
centerline velocity can be expected to decrease. The decrease in centerline velocity is more significant for the lower fluence as 
shown in Fig. 3. 
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Figure 3 Effects of ablating laser fluence on the most probably centerline velocity of neutral titanium. The velocities shown 
are average values. 

In the presence of the Knudsen layer, the surface temperature is given by: 

kBTs 

(™2
p/2) 

(7) 
(r}Tk/Ts) 

where r|Tk/Ts is equal to 2.52 for the centerline (9 = 0°) of a monatomic plume 10. The experimentally obtained surface 
temperature and calculated maximum surface temperature are plotted in Fig. 4. The experimentally obtained values are at least 
an order of magnitude greater than the calculated values. This can be attributed to the formation of plasma early in the laser 
pulse, which was not accounted for by the either analysis. The vaporization model may overstate the surface temperature 
since the absorption of laser energy by the plasma9 is not accounted for. However, the overstatement may be more severe 
with the Knudsen layer analysis because the high velocities measured were likely the result of redistribution of velocities due to 
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collisions in the plasma. The exact mechanisms of laser absorption and the acceleration of atoms have not been clearly 
determined at the present time. 

The effects of the background argon pressure on the centerline velocity is shown in Fig. 5. The background pressure 
suppresses plume expansion and consequently enhances collisions within the plume. This is evident in the decrease in 
centerline velocity and as will be seen later, the overall increase of emission intensity. 
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Figure 4 Experimentally obtained surface temperature using Eq. (7) and calculated surface temperature. 
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Figure 5 Effects of background argon pressure on the most-probable center-line velocity. $ = 5 J/cm2. The velocities shown are average 
values. 
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Spectrally-integrated and temporally resolved images of plumes were obtained under background argon pressures ranging 
from vacuum to 1 Torr. Some selected images are shown in Fig. 6. At pressures above 50 mTorr, a separation of faster and 
slower moving components in the plume was observed. Similar results were also observed by Wood et. al.11 in ablation of 
silicon. The intensity of the emission was also greater with higher background pressure as a result of greater number of 
collisions. The location at which the separation occurs was closer to the target surface at higher pressures. Additional 
imaging also revealed that the threshold for the separation to occur varied with the laser fluence and therefore evaporative 
flux. Thus it is reasonable to suggest that this occurrence may be determined the number of collisions and hence 
characterized by the Knudsen number. 

(c) 600 ns (f) 700 ns (i) 1,000 ns 

Figure 6 Spectrally integrated images with 10 ns gating in normalized pseudocolor. All were taken at O = 
vacuum, (d)-(f) P = 100 mTorr. (g)-(i) P = 1 Torr. 

; 5 J/cm2. (a)-(c) were under 

Figure 7 shows the angular concentration distribution as measured from the emission intensities from the gated images. This 
distribution takes on the cos40 shape and was observed for all background pressures. Analysis which took into account the 
existence of a Knudsen layer suggested that the Knudsen layer Mach number is unity10. This was the reason for using the 
value for r|Tk/Ts in calculating surface temperature from the velocities obtained experimentally. However, this analysis did 
not consider the absorption of laser energy by the plasma which may aid in explaining the unusually high temperature. 

-80 -40 0 40 80 
Angle with Respect to Normal to Target Surface (degrees) 

Figure 7 Angular distribution of titanium concentration in the plume. The experimental data follow a cos49 distribution which 
indicates that Mi = 1. The cos90 distribution corresoonds to Mt = 2   . 
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5. CONCLUSIONS 

Optical time-of-flight measurements were performed for fluences ranging from 4 to 8 J/cm2 and various background argon 
pressures. Maximum surface temperatures were calculated and were an order of magnitude lower than the temperatures 
derived from the experimentally obtained velocities. The likely reason for the discrepancy is the absorption of the laser by the 
plasma which forms early in the laser pulse. Optical emission imaging revealed a separation of slower and faster components 
in the plume. The separation was likely a result of collisions and related to a particular Knudsen number since the occurrence 
depends on fluence and background pressure. Angular distribution of concentration in the plume were also determined from 
emission imaging and followed a cos4G distribution. 
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ABSTRACT 
Ultrashort-pulse lasers are increasingly being used for laser-induced surface modification, texturing and marking of in- 

sulators. Ultrashort pulses interacting with insulators in the vibrational infrared produce a number of novel effects of poten- 
tial utility in materials processing and analysis applications, including the creation of microbumps, microdimples, generation 
of hydrodynamic instabilities, and creation of smooth ablation craters. This paper describes recent results in the study of ul- 
trashort-pulse laser interactions with surfaces when the irradiation is in the 2-10 (im range. The laser source was a tunable, 
free-electron laser (FEL) with 1-ps micropulses spaced 350 ps apart in a macropulse lasting up to 4 u.s, with an average 
power of up to 3 W. This unusual pulse structure makes possible novel tests of the effects of resonant vibrational excitation, 
controlling the ratio of absorption depth to thermal diffusion length, and desorption and ionization by resonant excitation. 
The mechanisms underlying these effects, including vibrational excitation and relaxation dynamics, as well as their implica- 
tions for materials-modification strategies, are discussed with reference to recent experimental examples. 

Keywords: ablation, infrared, shock waves, vibrational resonance, desorption-ionization processes, surface instability 

1. INTRODUCTION 

Ultrashort-pulse lasers are increasingly being used to create specific surface modifications in metals, semiconductors 
and insulators. Solid-state chirped-pulse amplifier systems, with fundamental wavelengths in the near infrared, couple laser 
light into electronic material excitations, either by a multiphoton absorption process or by one-photon transitions on laser 
harmonics.1 The relaxation of electronic excitation into vibrational modes can produce efficient ablation and other desirable 
surface modifications with little collateral damage because the laser energy is deposited on a time scale much shorter than 
thermal diffusion times. Little is known, however, about how ultrashort pulses interact with insulators at wavelengths m the 
vibrational infrared. Moreover, in many simple molecular crystals and in organic materials with strong infrared-active vibra- 
tional bands, ablation or desorption with as little electronically-excited photochemistry as possible is especially interesting. 

In previous work, we have reported on the phenomenology of surface modifications induced by picosecond mid- 
infrared laser pulses in such model materials as calcium carbonate, sodium nitrate and fused silica. Our results show distinct 
changes in surface morphology, in ablation plume emission and in photoacoustic deflection as one ranges over wavelengths 
in the near-ultraviolet, visible, near- and mid-infrared.2 The infrared results were obtained with a tunable free-electron laser 
that can directly excite vibrational modes of the O-H defects and the fundamental v2 -v4 asymmetric stretch mode of the 
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carbonate group (nitrate group in sodium nitrate), the SiO stretch of fused silica, and the O-H, C-H, C-N and C-0 stretching 
vibrations in molecular crystals used as matrices for mass spectrometry of biomolecules. The morphology of surface damage 
is consistent with thermomechanical fracture at visible and near ultraviolet wavelengths, while in the infrared the mechanism 
is much more consistent with surface melting and vaporization, even for single shot modifications. In addition, the plume 
spectra show that the absorbed photon energy exits through different channels for infrared vis ä vis visible or ultraviolet laser 
light. These studies - the first of their kind using tunable, high-power mid-infrared radiation - call into question analyses 
based solely on pulse duration, and suggest that the wavelength, intensity and fluence of the laser pulse can all play distinc- 
tive roles in determining the mode of excitation and the pathways to surface modification, ablation, desorption and ionization. 

In this paper, we highlight recent results shedding light on the dynamics of excitation and relaxation of insulating ma- 
terials during and after irradiation by tunable, ultrashort pulses from a mid-infrared laser. The three salient examples we con- 
sider in detail include 

contrasting phenomenology in ablation initiated by resonant and non-resonant excitation of calcium carbonate; 
• tuning absorption depth to thermal diffusion length to achieve controlled melting and vaporization in silica, and 
• infrared-laser-induced desorption and ionization of biological macromolecules embedded in microcrystallites. 

We describe the physical basis of these results using as a model system the anharmonic quantum oscillator, guided by what is 
known of the optical response of these materials in the mid-infrared. The experimental results suggest not only an extremely 
rapid generation of internal excitation for molecular vibrations well above the Debye frequency, but also a shift in the wave- 
length at which the most efficient energy deposition is achieved. The concept of coupled oscillators may explain some of the 
most puzzling aspects of our recent studies of surface melting, instability, desorption, ionization, and evaporation. 

2. FREE-ELECTRON-LASER SOURCE 

The mid-infrared laser source used in our experiments was a free-electron laser (FEL) in which light emitted by a 
relativistic electron beam moving through a spatially periodic magnet array called a wiggler is amplified by classical electro- 
magnetic-field effects.3 The wavelength X.FEL of the FEL is related to the energy of the electron beam and the parameters of 
the wiggler magnets by 

where A.w is the wiggler spatial period; y is the ratio of the electron-beam energy to the electron rest energy; and K is a mag- 
netic-field-dependent quantity of order unity. Thus the FEL wavelength can be varied continuously over a wide range by 
changing either the wiggler magnetic field or the electron-beam energy. 

The Vanderbilt free-electron laser delivers a pulse train comprising some 2T04 0.7-1.0-ps micropulses in a 4-u.s 
macropulse, with an interpulse spacing of 350 ps.4 This micropulse structure is determined by the choice of electron accel- 
erator and rf generation system; in the Vanderbilt FEL, this is an S-band klystron operating at 2.865 GHz. Typical macro- 
pulse energies are in the range 30-120 mJ. The FEL beam as delivered to the user laboratories exhibits a diffraction-limited 
TEMoo spatial profile; the pulse width of the micropulses is essentially transform-limited. An electro-optic switch can be used 
to slice a short pulse train (>50 ns) from the macropulse with a contrast ratio of order 160:1. Tuning the FEL from one fre- 
quency to another in a narrow range (±10%) around a central frequency is generally accomplished by adjusting the wiggler 
magnetic field; larger adjustments of frequency require returning the electron-beam energy and sometimes inserting a new 
mirror set in the broadband optical cavity to optimize the laser gain. 

3. INFRARED LASER-INDUCED SURFACE MODIFICATIONS 

During recent years, we have carried out intensive studies of laser-induced surface modifications in materials with 
both electronic and vibrational excitation channels. This research has provided new insights into laser ablation, laser-induced 
structural phase transformations induced by hydrodynamic processes, and infrared desorption and ionization processes. Here 
we present a sample of these various aspects of our experimental results in the context of specific desirable surface modifica- 
tions which can be achieved using a picosecond laser source. 

3.1.        Surface Modifications with Ultrashort-Pulse-Laser Sources 

Lasers have been used almost since their invention for modifying surfaces of materials, whether by accident or design. 
A number of important applications are now completely industrialized, such as the use of large carbon dioxide lasers for cut- 
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ting and welding applications, and the wide- 
spread deployment of continuous-wave Ar+ 

and very long-pulse Nd:YAG lasers in medi- 
cine. For metals and semiconductors, the sur- 
face modifications achieved in such applica- 
tions as shock hardening, annealing and weld- 
ing were governed by the thermal properties of 
the materials, and hence near- and mid-infrared 
lasers were typically used. Until recently, 
however, virtually all lasers used for surface 
modification in insulators — ablation, struc- 
turing, lithography — were nanosecond lasers 
operating in the visible or near-ultraviolet. 
Excimer lasers have been particularly promi- 
nent in cutting, structuring and lithographic 
applications because of their small focal spot 
size, high average power and the useful photo- 
chemical effects which were observed in their 
interaction with materials. 
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Figure 1. Schematic drawing of the excitation and relaxation pathways 
in a typical material with a non-vanishing bandgap. With suitable modi- 
fications, the scheme also works for metallic solids. 
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ABLATION 
The advent of two new classes of lasers 

is changing that picture substantially, however. 
One of these classes comprises fixed-frequency 
solid-state laser systems using the chirped- 
pulse amplifier principle. There is now a 
whole family of ultrashort-pulse (typically 100- 
200 fs) lasers at wavelengths in the near- 
infrared and harmonics thereof. These lasers initiate surface modifications by electronic excitations, and, since the laser en- 
ergy is deposited in a time scale short compared to electron-lattice coupling times, they often do substantially less thermal 
damage than lasers operating at longer pulse durations because the deposited energy is spatially confined largely to the ab- 
sorption volume. These lasers operate over a range of pulse repetition frequencies and energies, ranging from tens of nano- 
joules per pulse for lasers operating at 80-100 MHz repetition frequencies, to many mJ or more in single pulses for lasers 
operating at pulse repetition rates of a few Hz. 

The other newcomer to the materials-modification arena, free-electron lasers operating in the mid-infrared range, were 
first considered for biomedical applications because they operate in the range in which are found all the important biochemi- 
cal vibrational bands for O-H, C-H, C-N, and C-C bonds. As average powers have increased, however, these lasers can now 
be considered for high-throughput, cost-effective materials modification. Among the possible uses which have been consid- 
ered are subsurface micromachining, pulsed laser deposition of organics, and lithographic applications. These lasers have 
long macropulse trains — even quasi-continuous operation under some circumstances — with pulse repetition frequencies in 
the range from tens of MHz to a few GHz, and average powers as high as 300 W. The combination of ultrashort micropulses, 
with durations substantially less than typical electron-phonon coupling times, and high average power opens a different re- 
gime of potential surface modifications. 

The most interesting surface modifications for many applications areas are all non-equilibrium processes. As we shall 
see, the wavelength tunability of the free-electron laser source makes it possible to prepare an unusual family of non- 
equilibrium processes than those normally encountered in ultrashort-pulse fixed-frequency lasers. And while the large capi- 
tal investment required to construct free-electron lasers may not make them routine industrial tools, it is very possible that the 
FEL can be a useful tool for process optimization with the idea that once one knows where in frequency space to go, it may 
well be possible to construct an appropriate, specialized solid-state laser system to do the same job. 

The processes which are important in mid-infrared excitation and relaxation are seen schematically in Figure 1. Fol- 
lowing photoexcitation of electronic or vibrational modes, either of the perfect solid or of defects, the energy resides initially 
in strongly localized, highly anharmonic modes, the second stage in laser-induced desorption or ablation is marked by a com- 
petition between localized and delocalized relaxation processes for the absorbed energy. Desorption of an atom or molecule 
can occur if the localization process wins out by retaining the absorbed energy at a single site for longer than a few vibra- 
tional periods — long enough for the bond to be broken and the atom or molecule to begin to move away from its former 
"home." Radiative recombination, because of its long lifetime (typically a nanosecond or more), is rarely the major channel 
of energy dissipation for high local density of electronic or vibrational excitation. These non-radiative processes may include: 
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(1) Conversion of electronic energy to harmonic, vibrational energy by electron-phonon scattering; 
(2) Conversion of electronic excitation energy to configurational energy; 

(3) Conversion of electronic energy from one configuration coordinate to another; and 
(4) Conversion of localized, anharmonic vibrational energy to delocalized, harmonic vibrational energy (heat). 

If the localization condition is satisfied, any of these processes may lead to desorption or ablation; however, if localization 
does not occur at the surface, other radiationless relaxation processes may simply return the system to its ground state. In the 
case of vibrational excitation, the resonant, anharmonic modes may couple either slowly or rapidly to the harmonic vibra- 
tional modes which constitute the phonon bath states. 

The first of these processes is the only mechanism relevant to electronic relaxation in metals, except in excitation of 
surface plasmons or small metallic clusters; it also plays a critical role in laser-excited semiconductors. An electronic excita- 
tion in an ionic insulator generally takes the form of creating a hole on the anion; if that excitation leads to the creation of an 
exciton, electronic excitation energy is converted into configurational energy of the exciton, and the evolution of such a new 
configuration is followed on a reaction coordinate. That configurational energy can be used to produce a new configuration; 
for example, an exciton might be converted into a vacancy-interstitial defect pair. Finally, it is also possible for vibrational 
energy in one degree of freedom, such as vibration in a particular bond, to be converted into a different vibrational mode. It 
is this process which we want to explicate in the ensuing paragraphs. 

3.2.       Ablation dynamics in CaC03 

Molecular and organic crystals have strong vibrational ab- 
sorption bands which can be excited without ever leaving the elec- 
tronic ground state. We have found that picosecond laser pulses 
tuned to the resonant frequency of these infrared-active bands can 
produce extremely efficient, yet simultaneously gentle, ablation and 
material removal in such molecular crystals as carbonates and ni- 
trates. 

As a model materials system, we consider ablation in the mo- 
lecular crystal calcium carbonate. Calcium carbonate and its 
isoelectronic cousin sodium nitrate, have infrared-active vibrational 
bands around 7 u.m wavelength. Calcite, the crystalline form of cal- 
cium carbonate (CaCC^), occurs naturally in the mineral form used in 
these experiments. It is a widely used optical material and is a basic 
unit of biominerals and hard tissues. Each CO3 group forms a trian- 
gular cluster whose plane is perpendicular to the optic axis, making 
the crystal anisotropic and birefringent. Calcium carbonate is trans- 
parent in the visible, but has an OH absorption peak near 3.3 urn, 
which is probably due to waters of hydration, and an absorption peak 
near 7 u.m arising from the overlapping asymmetric stretching modes 
of the carbonate group. Cleaved calcite is a rhombohedron, in which 
the optic axis makes equal angles with each face (45.5°). Samples 
were cleaved from a natural but optically clear single crystals (Ed- 
mund Scientific, Barrington, NJ) and irradiated without further 
preparation, either in air or in vacuum. 

When one irradiates these crystals at fluences of a few J-cm"2, 
one observes striking differences in the ablation phenomenology, 
depending on whether is on or off the vibrational resonance, even for 
the FEL 's train of ultrashort pulses, as illustrated in Figure 2. Figure 
2 (top) shows a scanning electron micrograph of a calcite surface 
irradiated by a single FEL laser pulse at X= 3.2 urn, well off the 
resonant wavelength. The surface morphology of the ablation crater 
bespeaks an explosive thermomechanical event, probably initiated at 
a defect. The debris from the ablation event typically has the ap- 
pearance of microcrystallites with the same rhombohedral structure 
as the parent CaCC>3 crystal. Irradiation under vacuum near the reso- 
nant wavelength of the calcite at 7.0 um, in contrast, produces the 
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Figure 2. (Top) Calcite crystal irradiated by a 
single shot of a frill FEL macropulse at 3.2 u.m, at 
a fluence of order 6±1 Jem"2. (Bottom) Calcite 
irradiated in vacuum by ten 200-ns macropulses, 
fluence 0.5±0.15 J-cm per pulse. The long axis 
of the crater is approximately 100 urn long. 
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result shown in Figure 2 (bottom). There is a smooth ablation crater, somewhat deeper at the center where the beam intensity 
is highest. If one scans the crater with an atomic-force microscope in tapping mode, the spherical pebbles in the ablation 
crater are loosely attached to the surface, easily moved about by the AFM tip . This suggests that these crystalline fragments 
have in fact been melted, and undergone a phase transition due to the strong laser absorption.5 

As we have shown elsewhere6 using a surface-plasmon-resonance detector to measure the shock waves produced by 
calcite ablation in air, ablation off the vibrational resonance produces a nearly spherical shock wave, while ablation on reso- 
nance yields nearly planar shock waves. The apparently less explosive, more nearly planar material removal indicated by the 
lowest curve in the case of 7.0 um irradiation of calcite is consistent with scanning electron microscopy and the emission 
spectra of the plasma plume. In this regard, the shock front produced by FEL front-side ablation with ultrashort pulses re- 
sembles the rear-side ablation seen in irradiation of calcite by Nd:YAG lasers (1064 nm), while the off-resonance FEL abla- 
tion more nearly resembles the front-side ablation of calcite by the ns Nd:YAG laser.7 This indicates that both wavelength 
and pulse duration, not pulse duration alone, can have a strong effect on the laser-surface interaction. Since no electronic 
excitation is involved here, it also indicates that the key dif- 
ference in the ablation phenomenology must have some- 
thing to do with the transfer of vibrational energy between 
the initial anharmonic excitation and the harmonic phonon 
modes ("bath states"). The dynamics involved in this proc- 
ess is the critical physics issue to be resolved in laser- 
surface interactions in the mid-infrared. 

Relatively little is known about the dynamics of these 
energy-transfer processes. To measure the relaxation time 
for resonant vibrational excitation in calcite, we used a 
standard delay-line configuration to separate out a small 
fraction of the FEL macropulse, and measured the reflectiv- 
ity of calcite in air as a function of the delay between this 
weak probe beam and the remaining pump beam of the FEL. 
Figure 3 shows the reflectivity as a function of pump-probe 
delay time for a calcite sample, again measured in air, at a 
wavelength of 7.1 urn. The strong peak at the center is the 
autocorrelation peak; if one assumes a Gaussian pulse, the 
measured pulse width should be divided by a factor of V2 
in order to obtain the true width. This result gives a 0.9 ps 
pulse duration for the FEL pulse. The long tail, or slow relaxation time, of this pulse is probably due to the fact that there is a 
thermal buildup as each successive micropulse strikes the target; since the measurement was carried out with the full FEL 
macropulse, a considerable thermal background can build over a few microseconds. As one might expect, the measured re- 
laxation time for the reflectivity, presumably mirrored in the optical absorption, is on the order of 8-10 ps. This time scale is 
consistent with the few extant measurements of vibrational relaxation times primarily for chromophores in liquids, as we 
shall discuss in Section 4; however, the measurement may mix several different relaxation processes. 

In summary, our studies of mid-infrared laser ablation show that vibrationally resonant excitation of solids built up 
from molecular crystal groups produces significantly lower energy deposition thresholds and reduced energy going into 
shock waves and other unproductive interactions with the materials. Ion emission spectra from calcium carbonate on and off 
the vibrational resonance likewise indicate that much less energy is going into highly excited atomic and ionic systems than 
is observed with ultraviolet, visible or near-infrared lasers. We believe this is because much more of the absorbed light goes 
into strong vibrational excitation and less into gas-phase excitation in the laser plume. 
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Figure 3. Pump-probe trace of the reflected signal from a 
calcite surface at 7.1 (im.  The total duration of the FEL 
macropulse was 4 us. 

3.3 Surface modification of fused silica 

Some of the most important possibilities for surface modification with ultrashort-pulse lasers arise because, once the 
laser pulse becomes comparable to or less than thermal diffusion times in a given material, modification can become practi- 
cally independent of thermal effects. In our studies of surface modifications to dielectrics using the free-electron laser, we 
have observed such features as reproducible micron-size surface dents or protrusions, laser-induced transitions to polymor- 
phic phases, and even the creation of a flexible glass "wool" with sub-100-nm-diameter fibers. 

The utility of being able to separately determine absorption depth and total laser energy deposited in the material has 
recently been exploited in experiments using the Vanderbilt FEL, the former by changing wavelength and the latter by con- 
trolling the length of the FEL macropulse. This degree of control has made it possible to study the complex hydrodynamics 
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resulting from ultrafast melting and quenching of insulators. In the experiments reported here, we used silica glass as a 
model material. The experiments were conducted using commercial, uv-grade fused silica samples (ESCO, Oak Ridge, New 
Jersey, USA) as purchased without further treatment. Surface-modification experiments in the wavelength range from 3 to 9 
(im were carried out in air using the FEL. The fluence in each case was calculated from the focal-spot size measured by 
scanning electron micrographs of the sample surface after single-macropulse irradiation.The absorption spectrum for fused 
silica exhibits a broad absorption band which begins around 4.0 |im; it is due to the Si-0 stretch, and peaks at around 9.6 u.m, 
after rising through almost five orders of magnitude.8 

At wavelengths in the range from 1 to 5 (xm, far from the Si-0 stretching vibration the dominant absorption mecha- 
nism in wide bandgap materials such as fused silica results from the excitation of harmonic vibrations (heat); in this regime, 
the thermal diffusion length is much less than the optical absorption depth. The low spatial density of absorbed laser energy 
causes thermomechanical fracture and subsurface boiling. Consequently, reproducible ablation craters were not obtained at 
these wavelengths, as in previous studies of laser ablation of calcite in the same wavelength region. However, unlike the 
calcite where fracture is nearly localized in the laser irradiated area due to the brittleness of the material and the presence of 
cleavage planes, in case of fused silica large pieces exceeding the laser spot diameter in size are cleaved off the surface, pro- 
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Figure 4a. FEL irradiated fused sil- Figure 4b. FEL irradiated fused sil- Figure 4c. FEL irradiated fused sil- 
ica at a wavelength of 4.0 |im, full ica at a wavelength of 6.0 |xm, full ica at a wavelength of 8.0 [im, full 
macropulse, fluence 7 J-cm"2. macropulse, fluence 7 J-cm'2. macropulse, fluence 7 J-cm"2. 

ducing ablation craters of random shape (Fig. 4a). 

As the FEL wavelength is varied in the range from 6 to 9 |im, resonant, vibrational excitation of the Si-0 stretching 
mode increasingly becomes the dominant absorption mechanism and the shorter absorption depth and greater volumetric 
deposition of laser energy causes surface melting of fused silica, as seen in the smaller features of the ablation craters in Fig- 
ures 4b and 4c. At short macropulse durations, this leads to the confinement of the laser energy near the central focus of the 
laser spot, enabling the formation of microdimples [not shown here]. Inspection of these microdimples by scanning electron 
microscopy, optical microscopy, optical profilometry, and stylus profilometry reveals that the dimple walls are smooth and 
their dimensions are highly reproducible. All of these features are evidence for an efficient melting process without fracture. 
In addition, when laser irradiation occurs in air, one observes the formation of fine streamers or filaments which freeze as 
they are ejected into the atmosphere, forming fine wool-like structures loosely attached to the surface. 

Figure 4 shows the results of laser irradiation of fused silica glass at wavelengths of 4.0, 5.9 and 8.0 u.m, and a fluence 
of approximately 6 J-cm"2, using the full FEL macro pulse duration of 4 u.s. Melting and the development of filamentation is 
clearly evident at 6 |J.m. At still longer wavelengths, competition between diffusion and convection due to thermal gradient 
associated with the development of a vaporization front leads to the formation of a Kelvin-Helmholtz instability, a transition 
to mesoscopic self-organization over a length scale of many microns.9 The length scale of this instability is given by the 
most probable wave number of the hydrodynamic instability: 

Qmax 
od0(l-R)N0   AEV(OQ) 

1/3 

2OTC 
(3) 

Moreover, the transition between the regime of fracture and the regime of melting, surface instability, filamentation and 
evaporation is more or less continuous, indicating that the issue in question is indeed the relative sizes of thermal diffusion 
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length and optical absorption depth in the material. Importantly, in this case, since the Si-0 stretch is being pumped and it is 
the single bonding type available in the material, all of the energy deposited by the FEL goes through this channel. 

The cause of all this disparate phenomenology is that, as wavelength increases toward the absorption maximum at 
9.6 um, the absorption length becomes comparable to the diffusion depth. The thermal conductivity of fused silica is suffi- 
ciently poor that one can assume that there is negligible diffusion on the time scale of the inter-micropulse spacing (approxi- 
mately 350 ps). Hence, for a laser macropulse duration of 4.0 us the thermal diffusion length is 

p = ^D-Tlaser = 
[PCP 

1.8 urn 

(2) 

-l „-1 where D is the thermal diffusivity; ic= 1.38 W-m' K is the thermal diffusion coefficient; p = 2200 kgm" is the density; 
and Cp = 728.4 Jkg K is the heat capacity at constant pressure for fused silica.(7) Hence, the thermal diffusion length 
(~ 1.8 urn) is of the same order of magnitude as the optical absorption depth (- 2 urn) around 8 urn. At these wavelengths, 
surface vaporization and melting are extremely efficient. 

Although similar hydrodynamic effects have been observed in the ablation of metal and semiconductor surfaces, this is 
apparently the first time it has been carried out using dielectric surfaces. This effect is only observable because of the unique 
characteristics of the free-electron laser as a tunable, mid-infrared, ultrafast-pulse light source with controllable macropulse 
duration. Changing wavelength makes it possible to control the relative magnitudes of absorption depth and thermal diffu- 
sion depth — i.e., to control the degree of thermal confinement — while changing the macropulse duration varies the fluence 
in the absorption volume, and thereby controls the specific energy deposition. 

3.4 Infrared Matrix-Assisted Laser-Induced Desorption and Ionization 

Along with electrospray ionization, matrix- 
assisted laser desorption-ionization (MALDI) mass 
spectrometry (MS) is becoming the most widely used 
technique for mass analysis of large biological mole- 
cules. In a typical MALDI analysis, the analyte mole- 
cules are dispersed at low concentration (~10"4) in a 
liquid solution of a weak organic acid. When dried, this 
solution typically yields a thin film of microcrystallites, 
whose size and uniformity can be controlled by the con- 
ditions of crystallization. When irradiated in vacuum by 
an appropriate laser, the matrix disassembles and the 
entrained analyte molecules are ionized with relatively 
high efficiency. In spite of its relative simplicity, the 
technique is astonishingly powerful: proteins with 
masses in excess of 1 MDa have been measured, albeit 
it with only modest mass resolution; sensitivities in the 
attomole range are becoming routine. 

Most MALDI mass spectrometers us ultraviolet 
lasers and aromatic matrix crystals, in which desorption 
and ionization are triggered by JC-JI* transitions in the 
ultraviolet. In UV-MALDI, the matrix is believed to 
isolate the analyte thermomechanically during the 
desorption and ionization process, and to provide the 
charged particles to cationize or protonate the ejected 
analyte molecules. However, even though the mecha- 
nism of UV desorption and ionization is understood in a 
qualitative way, details are still sketchy. In principle any 
aromatic matrix should work, but in practice, fewer than 
a dozen "good" matrix materials are in routine use, in 
part because the correlation between matrix properties 
and MALDI mechanisms is poorly understood. 
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Figure 5. IR-MALDI measurements of ion flight time for bo- 
vine insulin in succinic acid, as a function of time delay to the 
switched-out short-duration pulse which triggers desorption 
and ionization. Note the prepulse energy in the delayed pulse. 
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Figure 6. Comparison mass spectra of EDTA+ in 
a succinic acid matrix for FEL irradiation at 
2.94 |xm (a) and Er:YAG laser-induced desorp- 
tion and ionization at much higher fluence (b). 

In contrast, many potentially desirable matrix materials have 
richly structured mid-infrared absorption bands which have been 
shown to be suitable for IR-MALDI. For example, succinic acid, an 
aliphatic open-chain carboxylic acid employed successfully in IR- 
MALDI, exhibits a richly structured mid-infrared spectrum, with sig- 
nificant absorption bands on the O-H, C-H, C-0 and C-N stretching 
modes. Moreover, liquid matrices with nearly neutral pH, such as 
glycerol — which would be very desirable for many biochemical 
analyses — do not generally work in UV-MALDI. Were it not for 
the scarcity of appropriate infrared laser sources, the spectral richness 
of the vibrational infrared region would surely make IR-MALDI ap- 
pear an exciting and versatile analytical technique. 

The question of the ion generation mechanism is central not 
only for MALDI, but also for materials modifications in which it is 
desirable to take advantage of ions to, for example, deliver additional 
energy in thin-film growth. We have carried out an experiment 
which shows quite clearly that the ionization mechanism for ul- 
trashort, mid-infrared pulses is intensity-dependent. Bovine insulin 
(mass 5,287 Da) was prepared in a succinic acid matrix according to 
the standard recipe. The Pockels cell was set to switch out a 150-ns 
slice of the FEL macropulse near the onset of the pulse, approxi- 
mately 1 u.s after the time "zero" determined by the RF trigger signal 
sent out by the FEL master clock. The position of the insulin peak 
was then recorded in the time-of-flight spectrum, in this case, occur- 
ring at 29.3 (is after the zero time. The polarizers in the Pockels cell 
were then reoriented to permit the formation of a pre-pulse lasting 
about 2 (is and containing approximately five times the energy as the 
switched out 150-ns pulse; at the end of this period, the Pockels cell 
voltage was switched on to produce a 150-ns pulse at a time 1.8 us 
later in the macropulse. Figure 5 on the preceding page shows the 
results of the experiment: in both cases, the insulin ion appears in the 
time-of-flight spectrum only when the high-intensity, 150 ns pulse is 
switched out. Although the time-of-flight spectrum is slightly broad- 
ened compared to the case in which there is no prepulse, there is no 
hint of a leakage of insulin ions caused by the extended, high-energy 
prepulse. This we interpret to mean that the ionization event is con- 
trolled by IR intensity, not by fluence, which was much higher during 
the prepulse. It should also be noted that such an experiment is hardly 
possible with conventional lasers; it is clearly the unique properties of 

the FEL macropulse-micropulse structure which makes it possible to do this. 

Another question relevant to the role of irradiance in the mechanism of desorption and ionization is whether the use of 
a nanosecond laser vs a picosecond laser makes any difference to the mass spectra. In another experiment, the chelating 
agent EDTA was prepared in the standard way in a succinic acid matrix and irradiated by the FEL at 2.94 urn, near the 
stretching vibration of the OH group in water, using both the FEL and using the Q-switched pulse from an EnYAG laser." 
The two mass spectra obtained for the EDTA are shown in Figure 6. Note the virtual absence of background signal and the 
much better mass spectrum obtained with the picosecond irradiation from the FEL. Moreover, although the peak irradiance 
in the two cases is essentially identical, the fluence required in the FEL experiment is nearly 103 times smaller than that 
required to desorb and ionize EDTA using the nanosecond EnYAG laser, with a corresponding increase in the amount of 
MALDI sample used up on each laser shot. This direct comparison suggests that the ultrashort pulses of the FEL in fact have 
an important and beneficial effect on desorption and ionization of this small molecule from its microcrystalline host. 

This apparent dependence on irradiance or intensity rather than on fluence is perfectly understandable if we recall that 
the quantum-mechanical transition probability for any event triggered by an optical excitation with intensity /takes the form 

(4) 
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where T] is a quantum efficiency, dN/dt is the transition probability, N0 is the number of absorbing species per unit volume, 
Gin\ is the «-photon cross section for the event in question, and / is the laser intensity. This basic principle suggests that the 

fluence plays a dominant role primarily because of thermal or diffusive processes occuring during nanosecond laser pulses. 

4.0   MECHANISMS OF ENERGY TRANSFER 

Surface modification using visible or ultraviolet lasers usually 
is initiated by an electronic excitation which leads to alterations in the 
electronic structure of the constituent atoms, mesoscale movement of 
atoms or defects (that is, nuclear motion), or both. To understand the 
dynamics of these processes, consider the schematic in Figure 1. 
Depending on laser wavelength, electronic or vibrational transitions 
are excited, creating excited states which are initially quite localized 
and highly anharmonic. As these initial excitations are relaxed, the 
high-frequency vibrations gradually couple to the low-frequency 
phonon bath states, leading to a thermal equilibrium. With ultrashort 
pulses in the vibrational infrared, as with the picosecond pulse struc- 
ture of the FEL, we suggest that it is possible in many cases to initi- 
ate these modifications without going through an initial stage of elec- 
tronic excitation. 

To understand how this conjecture might apply to the surface- 
modification phenomena observed in our mid-infrared experiments, it 
is appropriate to consider both the materials and laser properties that 
bear on the interaction. There are two keys to the interaction physics. 
First, the fact that an ultrashort laser pulse can deposit energy on a 
time scale which is comparable to the vibrational frequencies of the 
solid; second, that the bandwidth of an ultrashort pulse makes possi- 
ble multiphoton and/or multiple-photon vibrational transitions even 
where the anharmonicity of the potential is substantial. In addition, 
the thermal and optical properties of the material will play a signifi- 
cant role by determining the relationship between absorption depth 
and thermal diffusion length. 

In the case of the molecular crystals, such as CaC03, the en- 
ergy absorbed from the laser as delivered to a resonant mode near 
7 um is dissipated both by vibrational relaxation to the surrounding 
molecular groups, and by diffusion to the phonon "bath" of the solid. 
For any given temperature T, the Debye frequency is a good bench- 
mark of the highest phonon frequencies which are effective in the 
thermal diffusion process. At room temperature, this frequency is 
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Figure 8. Schematic diagram showing resonant 
and non-resonant, Raman- or infrared-active en- 
ergy levels in the carbonate group of CaC03. The 
energy levels are calculated using a Morse poten- 
tial and equal binding energies for all modes. 

v^^-6-1012 Hz (5) 

This is substantially lower in frequency than the asymmetric carbonate stretch vibration excited by the laser light (200 cm" 
vis ä vis 1400 cm"1), and therefore it couples weakly, hence relatively slowly, to the phonon "bath" states. 

In the specific case of the FEL excitation around the 7 urn band (-1400 cm"1), there is competition between the local- 
ized anharmonic vibrational relaxation mechanisms in the carbonate or nitrate groups and the delocalized harmonic vibrations 
in the phonon spectrum. There are nine normal modes in the carbonate group which are either infrared- or Raman-active. 
To illustrate the relative densities of these levels, Figure 8 shows the resonant and non-resonant modes at 7.1 urn. These lev- 
els were calculated assuming Morse potentials and equal binding energies for all modes. On the basis of these energy-level 
densities, energy deposited in the asymmetric stretch is much more likely to couple to other vibrational modes of the carbon- 
ate group than to the non-resonant modes of the phonon bath. 
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Vibrational relaxation times are not very well known in the mid-infrared, but the handful of measurements which have 
been performed provide a very broad range of plausible values. Relaxation times of CO bound to heme protein are between 
10 and 50 ps.13 For the CO stretch of Cr(CO)6 and W(CO>6 dissolved in carbon tetrachloride and chloroform, the vibrational 
relaxation times were between 300 and 800 ps.14 The measurements shown in Section 3.2 suggest a relaxation time of order 
10 ps, although this time may not represent a true thermalization time. Since there are other infrared-active modes with ener- 
gies near 1400 cm'1, the measured times may represent a combination of intramode relaxation to the other resonant frequen- 
cies and intermode relaxation to the thermal bath states. Therefore, we can reasonably guess that the carbonate group makes 
something like 103-104 vibrations before it equilibrates to the surrounding thermal environment of the crystal. 

Thus the energy in the highly excited carbonate group, even though the excitation is vibrational in character, does not 
yet constitute fully equilibrated thermal energy. Because of the large frequency mismatch between the resonant and Debye 
frequencies, the only coupling can be through the anharmonicity of the potential generated by the driving electromagnetic 
field. This anharmonicity can be substantially increased by using the ultrashort pulses of the FEL, which can drive the car- 
bonate molecular vibration "up the vibrational ladder" even when the potential is quite anharmonic, thanks to the large band- 
width of the picosecond FEL micropulses (as much as -20 cm"1). 

For small perturbations of a quantum anharmonic oscillator (QAHO), the well-known result of closer spaced energy 
levels as the number of vibrational quanta increases makes so called "ladder climbing" very difficult given the narrow band- 
width of typical nanosecond lasers. However at some higher intensity, this can no longer be the case; moreover, for ul- 
trashort pulses such as the micropulses of the FEL, the bandwidth is large enough to compensate for anharmonicity. Exam- 
ining classical solutions to the driven AHO should then give a general idea about the behavior of the QAHO at high optical 
intensities. We are presently carrying out calculations based on the exact solution to the QAHO, including the effects of finite 
bandwidth. However, even an inspection of the energy spectra of the resonant and non-resonant states of the QAHO can give 
an idea about energy transfer possibilities between the two kinds of states. 

Resonant optical pumping of a strongly absorbing vibrational mode leads to the deposition of energy in a very small 
volume of material. The absorption depth of CaC03 at the asymmetric stretch is approximately 100 nm. This value was 
calculated from the density of absorbers in calcite at 7.1 urn and assumes a typical vibrational cross section of 10"18 cm2. 
Taking into account the reflectivity of calcite (~50% at 7.1 um), assuming an absorption depth of 100 nm and a spot diameter 
of 100 urn, a single 2 \i] FEL micropulse deposits an average of 1.76 quanta of vibrational energy into every carbonate group 
in the absorption volume (7.1 TO"16 m3), or 0.3 eV per group. Near the surface, the occupation is roughly twice the average. 
Given the vibrational relaxation time and the spacing of the FEL micropulses, we are not depositing enough energy into the 
CO bond to break it. However, if the energy of narrow-pulse, high-bandwidth lasers can be increased, a completely different 
regime of laser ablation might be reached. 

To increase the temperature of the absorption volume from 300 K to 1240 K requires 2.6 uJ. Since the thermal diffu- 
sion time for an insulator such as CaC03 is much longer than the interval between micropulses (-350 ps), the FEL is capable 
of rapidly heating the absorption volume to very high temperature in a few micropulses. 

16 
CaC03 decomposes by sublimation into CaO(S) and C02(g) at approximately 1000 K (Tdec) instead of melting. De 

composition of calcite in vacuum at Tdec results in a porous layer of CaO with a volume equal to that of the original sample 
However, evidence of ejected molten CaC03 droplets during ablation at 7.1 (im has been observed.17 Furthermore, ablation 
craters produced in vacuum (Figure 2) are relatively smooth and do not show significant retention of solid CaO on the sur- 
face. Tapping-mode atomic-force microscopy (TMAFM) indicates that the particles at the bottom of the crater in Figure 2 
are looseyl attached, as they are easily moved about by scanning the tip over them. We presume that they are either CaO or 
solidified droplets of CaC03. Regardless, the morphology of the crater is not consistent with what is expected from the nor- 
mal thermal decomposition of calcite. This anomaly indicates that the calcite reaches a temperature sufficiently higher than 
TdK before the sublimation reaction can take place. There is also no evidence of melting in Figure 2 — as there is with the 
fused silica — and very little debris is visible at the rim or outside of the crater. In previous work, the shock wave produced 
by ablation of calcite at 7.1 um was shown to be nearly planar, in contrast to off-resonance ablation which had a more nearly 
spherical character.18 

The evidence points to an ablation mechanism that involves rapid heating and is not consistent with simple melting or 
decomposition of calcite. Molecular dynamics simulations by Zhigilei et al. Of the ablation of solids by energy deposited 
into vibrational modes shows the ejection of material by an explosire process; the ablation products are a mixture of vapor, 
liquid and solid particles.19 An explosive mechanism for the ablation of metal is described by Marrynyuk,20 A related proc- 
ess called phase explosion or explosive boiling has been described by Kelly.21 This mechanism involves rapid heating to a 
critical temperature T,c at which the internal pressure is greater than the tensile strength of the material. This mechanism is 
apparently consistent with what we have seen during the ablation of calcite. Calcite ablation, as observed experimentally, 
involves the ejection of solid, liquid and vapor. Rapid heating is made possible by the high power and tunability of the FEL, 
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as well as by control of the fluence which is achieved by shortening or lengthening the FEL macropulse. Further work, such 
as characterizing the plume gas dynamics, measuring velocity distributions, and determining ablation threshold, will be nec- 
essary to confirm that the phase explosion is in fact the primary mechanism responsible for ablation calcite at the 7.1 um vi- 
brational resonance. 

5. SUMMARY AND CONCLUSIONS 

We have seen that the "molecular fingerprint" region of the mid-infrared spectrum, wavelength selectivity, laser ul- 
trashort pulse duration, irradiance and fluence can all play distinctive roles in laser ablation, surface modification, and ma- 
trix-assisted desorption and ionization. These experiments, and the calculations of the energy deposition and relaxation 
which we have carried out, suggest several general conclusions 

For any given wavelength, shorter laser-pulse duration leads to greater deposition of energy in the material and 
less into the ablation plume and/or material heating. 
For ultrashort pulses, longer wavelengths produce greater energy deposition directly into vibrational degrees of 
freedom and rather less into diffusive and dissipative processes. 
Resonant excitation into selected electronic or vibrational degrees of freedom is more effective in surface modi- 
fication than either nonlinear or non-resonant excitation. 

Targeted mesoscale materials modification can then be achieved by having micropulse trains whose overall length governs 
total deposited energy and therefore the total volume of modified material. 

An understanding of laser-surface interactions at the mesoscale is central to laser processing and analysis of complex 
materials, such as oxides, polymers and compounds semiconductors —_the building blocks of smart structures and devices. 
The combination of ultrashort pulses, broad tunability and continuous or quasi-continuous pulse trains will make it possible 
to target specific materials modifications while minimizing unwanted collateral effects (e.g., thermomechanical damage, 
remnant debris, defect generation and plume ionization or excitation). 

Beyond that, many potential technological applications in research, medicine and industry require sophisticated con- 
trol of energy flow during laser-induced surface modifications. A major difficulty in most laser-surface processing or analy- 
sis using visible, near-infrared or ultraviolet laser is, that the energy goes initially into highly energetic electronic state, the 
generation of a plasma plume, or the creation of unwanted debris or, after electron-phonon coupling, collateral thermal dam- 
age. Many of these problems can be ameliorated or eliminated by the use of ultrashort pulse, high-duty-cycle lasers deposit- 
ing energy in specific vibrational infrared bands. In principle, such lasers could facilitate higher production speed, reduced 
tool wear, greater ease in modifying processes, and reduced collateral damage. While the free-electron laser is probably too 
complex and expensive to become a routinely available light source for such work, the increasing availability of tunable mid- 
infrared femtosecond sources suggests that solid-state coherent sources may be able to do many of the same kinds of surface 
modifications as those reported here. 

Ultrafast, high average-power, broadly tunable mid-infrared light sources, such as the free-electron laser, can help de- 
velop the basic scientific understanding needed for such a "designer" approach to materials modification and analysis. It 
cannot be emphasized too strongly that even in the mid-infrared, the blanket assumption that the laser-materials interaction 
can be characterized simply as "thermal." Even such simple questions as the relationship between strongly localized vibra- 
tional excitation and delocalized thermal excitation of a solid challenge our commonly held viewpoints about thermal vs non- 
thermal interactions of laser light with materials. 
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ABSTRACT 

Ultrashort laser pulses have considerable potential for micron and sub-micron structuring of several materials. The lower 
energy impact, the reduction of thermal damage, the elimination of laser-plume interaction, and the exploitation of 
nonlinear optical effects all contribute to a strong improvement when compared to results using pulse widths in the 
nanosecond range. Depending on the choice of fluence compared to the damage threshold, with ultra-short laser pulses one 
is able to generate different types of structures, minimizing the heat affected zone. The damage threshold drops dramatically 
during the first laser shots, due to defect incubation. This has important consequences for applications, such as laser 
machining and for the lifetime of optical components. At a fluence below surface damage threshold we were also able to 
generate bulk modifications of different size and location in a controllable fashion by variation of laser pulse width, energy 
and number of shots, utilizing the beam narrowing effects during self focusing. A study of the dependence of the structure 
depth on the square root of the laser power for a given pulse length provides a straightforward method for determining the 
non-linear index of refraction. 

Keywords: Ultrashort laser pulses, transparent materials, ablation threshold behavior, surface micro-structuring, self- 
focusing, non-linear index of refraction, three-dimensional bulk objects. 

1. INTRODUCTION 

There is strong evidence that fs and ps laser pulses are advantageous for micron and sub-micron structuring of several (not 
necessarily all) materials for many applications1"7. However, a broad introduction of ultrashort-pulse lasers for industrial 
manufacturing still suffers from the present complicated and costly arrangement of these systems. The development of new 
compact laser systems designed also for industrial needs and the advances made in material processing with ultrashort laser 
pulses (in many cases even under atmosphere conditions) will stimulate the use of the femtosecond technology outside 
research and development. In this paper we confine the discussion to the ultrashort-pulse laser-induced processing of 
transparent materials in a pulse width range from 100 fs to a few ps, where we see considerable potential for applications. 

The quality and type of the laser-induced structures in wide band-gap transparent materials with ultra-short pulses in the 
near infra-red (i.e. 800 nm) depends strongly on the choice of the operating laser fluence F relative to the (varying) surface 
damage threshold level Fth; or to be more precise: Fth(N, xp) as a function of laser shot number N and pulse duration T„. 

Investigations of the surface damage threshold under laser irradiation have been the subject of numerous studies over many 
years. Recently, the pulse duration dependence of laser induced damage on dielectrics for infrared laser pulses from the 
nanosecond to the sub-picosecond range have been outlined in several publications8"". However, one has to be very careful 
when comparing experimental threshold levels from different groups. There are severe differences in the criteria of defining 
surface damage threshold and in the techniques of determination. Stuart et al., for example, exposed their samples to 600 
laser shots at many different fluence levels for a given pulse duration to identify the threshold value, which they defined as 
irreversible modification on the surface observable by a Normarski microscope8. There is no discussion as to what degree 
the number of laser shots between 1 and 600 change the threshold. This data is very important for applications, such as for 
estimating the lifetime of optical components and for laser processing. In a preliminary study we demonstrated that the 
single-shot damage thresholds for a-SiO, and CaF, in a pulse duration range of 0.2 to 5 ps are at least a factor of two 
higher'°than the multi-shot thresholds presented by Stuart et al. 
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2. EXPERIMENT 

The laser used in our experiments is a Ti:sapphire oscillator-amplifier system based on chirped pulse amplification. The 
linearly polarized laser pulses of a wavelength of 800 nm were focused by a quartz lens (focal length 25 and 75 mm) onto 
the sample surface. The experiments were carried out in rough vacuum (10" mbar). The repetition rate of irradiation on the 
sample was ca. 2 Hz at shot numbers N = 1 to 100, and 20 Hz for N > 100. The polished samples, a-Si02, A1203 CaF2, MgF2 

and LiF, 10 mm in diameter and 2 mm thick, were mounted on a metal target holder such that the laser processed area was 
not backed. The sapphire and fluoride samples (UV-windows) were obtained from Crystal GmbH. We received the fused 
silica samples from Steeg & Reuter GmbH. The mean roughness of the samples, which were cleaned in an ultrasonic bath of 
acetone prior to mounting, was typically between 10 and 20 nm. 
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Fig. 1: Micro structures generated with ultra-short laser 
pulses in fused silica at a laser wavelength of 800 nm. a) 
Side view optical microscope picture: multiple-shot 
drilling at 20J/cm2 and 0.1 ps pulse duration. Channel 
length almost 1 mm, diameter = 10 um. b) Atomic force 
microscope (AFM) picture: micro hole with ripple pattern 
after 3 laser shots generated at 2 J/cm2 and 0.1 ps pulse 
duration. Ripple spacing of 750 nm is slightly smaller than 
the laser wavelength. The ripple pattern developed parallel 
to the electric field vector of the laser beam, c) AFM 
picture: 0.5 um deep micro hole, oval shaped size of 1x2 
um, on the rear side of a 2 mm thick c-Al203 sample. The 
laser beam was focused on the front surface at a fluence of 
1.2 J/cm2 and a pulse duration of 1.1 ps. Beam narrowing 
inside the sample due to self focusing can yield structures 
on the rear side only or/and inside the bulk (not shown in 
this figure) 

Our interest is in applying laser pulses of picosecond and sub-picosecond pulse duration and investigating material and 
pulse-width dependencies of the surface damage threshold for different number of laser shots N. On the basis of multiple- 
shot threshold studies for N < 1000 we should also be able to estimate the expected maximum lifetime of optical components 
for laser shot numbers of many magnitudes higher. The structuring of micro-pockets and grooves with depths of several urn 
will make multiple-shot processing on the same area of the surface necessary. Depending on the size and depth of the laser 
generated structure, N will range somewhere between 2 and several 1000 shots. Basically, the laser processing of dielectrics 

103 



with ultra-short pulses in the infrared can be divided into three major fluence regimes for the following applications : 1. the 
high fluence regime, F/FA » 1 to drill channels with a high aspect ratio2; 2. the intermediate fluence regime F/FA > 1 to 
generate pockets and surface (periodic) patterns1,4, and 3. the low fluence regime F/F& < 1 to produce micro structures inside 
the sample or on the rear side5,5. A few examples of recently generated micro structures in fused silica (a-Si02) and sapphire 
(c-AI203) are depicted in Fig. 1. Fig. la shows (side view perspective) thin channels drilled at an angle of approx. 40° using 
100 fs laser pulses in the high fluence regime, Fig. lb is an atomic force microscope picture of periodic structures with a 
spacing of 800 nm obtained also with 100 fs laser pulses the intermediate fluence regime, and finally Fig. lc illustrates a 
micro hole generated on the rear side of the sample. The laser wavelength was around 800 nm and the laser diameter of the 
focused beam on the front surface ranged between 25 and 30 |im. Note that all examples show little or no signs of stress 
induced modifications outside the processed region. 
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Fig. 2: Semi-logarithmic plot of the ablated area vs. laser energy (fluence) for a-Si02 for laser shot numbers of N = 1, 
2, 5 and 10 at a wavelength of 800 nm and a pulse duration of 100 fs. Solid lines are linear fits in the fluence regieme 
1 to 20 J/cm2 and in the fluence regime 20 to 100 J/cm2, see text. 

To determine the surface damage threshold at a given pulse duration and number of laser shots we used the following two 
step method: 1. We viewed the surface using optical Normarski and scanning electron microscopy to determine the fluence 
interval between the cases where no modification was observable and the (sudden) on-set of visible damage. 2. For several 
laser fluence levels above an obvious damage threshold we determined the ablated area. A semi logarithmic plot of the 
ablated area versus the fluence leads to a linear dependency11'13, from which the ablation threshold can be estimated. These 
threshold levels were in all cases inside the uncertainty intervals determined in the first step. This is illustrated in Fig. 2, 
where the ablated area is plotted semi-logarifhmically over the laser fluence for N = 1, 2, 5 and 10 laser shots. The laser spot 
size (1/e2) on the surface was determined to be 25 um2. The data does not follow the expected single linear dependency but 
rather two lines with different slopes. Therefore, the linear fit of the data in the fluence regime F= 1 to approx. 20 J/cm was 
used to determine the surface damage threshold that identifies the minimal fluence level at which ablation starts. The origin 
of the second slope is still unclear. It is possible that the fluence of 20 J/cm2 marks the transition from a gentle to a^strong 
etch phase at low shot numbers. For c-Al203 the different etch phases can easily be discriminated without much doubt. 
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3. RESULTS AND DISCUSSION 

3.1. Surface Processing 

Fig. 3a illustrates the surface damage threshold in a-Si02 plotted semi-logarithmically over laser shot numbers N and 
determined at a pulse duration of 0.1 ps and two different focal spot sizes (1/e2) on the surface: 25 and 450 pm2, depending 
on the focal length of the two lenses used in this study. Within the experimental uncertainty the fluence threshold levels are 
spot size independent. This behavior is expected for ultra-short laser pulses, since the energy deposition remains strongly 
localized, in contrast to ns laser pulses. During the first 50 laser pulses we obtain a dramatic 70 % decrease in damage 
threshold: FA(l; 0.1 ps) = 3.7 J/cm2 reduces to FA(50; 0.1 ps) = 1.0 J/cm2. 
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Fig. 3: a) Semi-logarithmic plot of the surface threshold versus shot numbers in fused silica determined at a laser wavelength of 800 nm 
and at a pulse duration of 0.1 ps. Solid line from fit following Eq. 1 yielding Fth(l) = 3.6 ±0.2 J/cm2, F^co) = 0.9±0.2 J/cm2 and k = 0.18. 
b) Double logarithmic plot of multi-shot damage threshold versus shot numbers. Solid lines are fits to the data following Eq. 2 with 5 = 
0.55 and F^l) = 3.6 ±0.2 J/cm2 at N < 20 and 5 =0.95 for iV>20. 

Incubation effects in dielectric materials can be greatly influenced by the excitation and generation of conduction band 
electrons which will eventually lead to an accumulation of defect sites. The primary (resonantly enhanced) multi-photon 
excitation will lead to a production of electron-hole pairs on a sub-100 fs time-scale. These states have a lifetime between 
150 fs and several ps14 before forming self-trapped excitons and Frenkel-pairs. A small fraction of these Frenkel-pairs may 
not recombine and stabilize to F-centers15, introducing additional energy levels and excitation routes for the next laser shot. 
The relative change in the laser-induced defect concentration will decrease with increasing shot numbers until finally 
reaching a point of saturation in the dielectric. The reduction in damage threshold is therefore less pronounced while going 
to higher shot numbers. In such a case, irradiation at a fluence below a minimum level would require an infinite numbers of 
pulses to initiate the defect accumulation and, hence, activate macroscopic damage. If we assume that the relative change 
AFlh = Flh(N,z )-Frt(N-l,T ) is proportional to Frt(iV-l,T ). N: laser shot numbers and TP: pulse duration, we can 

describe the laser shot number dependency of the surface damage threshold F„,(N,T ) in the following straightforward 

way16: 

Fth(N,tp) = Fth(^rp) + [Fth(Up)-Flh(o0,rp)]e- ■k(N-\) (1) 

Here, Frt(l,T?) is the single shot threshold and k characterizes the strength in the defect accumulation. The larger k is, the 

fewer laser shots are necessary to obtain a minimum damage threshold F„,(°°,T ) at infinite number of laser shots. In Fig. 3a 

the solid line is the calculated curve obtained from the fit of the threshold behavior of a-Si02 based on Eq. 1. 
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Surface roughening related to the storage of thermal stress-strain energy can not be ruled out completely and may lead to an 
additional minor reduction in the damage threshold at very high shot numbers, as demonstrated in the surface damage 
investigations of Cu, Al, and GaAs with ns laser pulses17'18. In this case, the total damage threshold N-Flh{N,rp) can be 

described by the following equation  : 

N-Fth(N,Tp) = Fth(l,TP)-N
s (2) 

3.4 ps 2.0 ps    A    0.2 ps 

2.0 ps (bulk) 

For a given pulse duration rp, /^(iV.T,) is the threshold level after N laser shots,   FA(1,T,) is the single shot damage 
threshold and S characterizes the degree of incubation causing the surface fatigue. The more S approaches 1, the less 

important this accumulation effect will be. 
Basically, Eq. 2 was developed to explain 
laser-induced incubation effects in metals. 
In Fig. 3b the total damage threshold 
N-Ffi(N,tf.) was plotted double 

logarithmically against N for a-Si02. The 
data does not follow one single linear 
dependency but rather two lines with 
different slopes: S = 0.70 for N<20 shots 
and then S = 0.95 for N>20. The 
incubation is strongest during the first 20 
laser shots. This is not seen in the case of 
metals17, where one linear fit with a slope S 
above 0.9 is totally sufficient to describe 
the shot number dependency of the 
threshold. However, for GaAs surfaces18, 
the character of incubation did seem to 
change, illustrated in the transition of 
S = 0.7 to S > 0.9 at laser shot numbers N 
above 10. This leads to the conclusion that 
the incubation effects in dielectrics based 
on  a  possible  laser-induced  storage  of 
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Fig. 4: Semi-logarithmic plot of the surface threshold versus shot numbers in 
CaF2 determined at a laser wavelength of 800 nm and at a pulse duration of 
0.2 ps, 2.0 ps and 3.4 ps. Solid line from fit following Eq. 1 yielding FJ.I) = 
4.5+0.5 J/crff4, F^CQ) = 2.8+0.2 J/cm', k = 0.10 for 3.4 ps; 
3.6+0.2 J/cm2, F„,(CD) = 2.0±0.1 J/cm2, k = 0.11 for 2.0 ps; and 
3.2+0.2 J/cm2, Ftoia) = 2.0±0.1 J/cm2, k = 0.40 for 0.2 ps. 

thermal stress-strain energy may actually 
■FftO) = lower the threshold only after very high 
Fth(l) = number of laser shots. The laser induced 

accumulation of defect sites (F-centers) is 
the dominate effect for the strong reduction 
in the threshold observed for dielectrics, 
especially during the first laser shots. 

Fig. 4 illustrates the surface damage threshold in CaF2 for N = 1 to 1000 shots for three different pulse durations: 0.2, 2.3 
and 3.3 ps. The focal spot size on the surface was 700 urn2 using the lens with a focal length of 75 mm . The shot number 
dependency of the surface damage threshold is different for each individual pulse duration. Again, the solid lines illustrate 
the calculated F (N,r ) based on the fit using Eq. 1 for each individual pulse duration TP. The accumulation parameter k 

increases with decreasing pulse duration, illustrating the intensity relevance of the saturation effect. Also included in Fig. 4 is 
the bulk damage threshold obtained at TV = 100 and 1000 shots for xP = 2.0 ps. For a high number of shots, typically in the 
picosecond pulse duration range, we observe sub-surface damage in most dielectric materials even before surface damage is 
obtained due to self-focusing of the laser beam in the bulk material. This effect can make the determination of FA(N > 100, 
TP) in some cases difficult or can even lead to unexpected low surface damage threshold levels. This is probably true in the 
case of the surface damage threshold determined at 3.3 ps and N = 1000 laser shots in CaF2, shown in Fig. 4, which may 
have originated from a sub-surface region. As discussed in the next section, these pulses are short enough that the critical 
power of self focusing can be reached for laser fluence below the surface damage fluence. However, for even shorter laser 
pulses, it seems that other non linear effects counteract beam narrowing inside the Kerr media. 
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Fig. 5 shows two AFM-pictures of micro-holes laser generated in a-Si02 after N = 5 laser shots at a laser fluence above and 
below single shot damage threshold : F > FJ1) (Fig. 4a) and F < FJl) (Fig. 4b). The laser parameters are identical as 
mentioned in the discussion on Fig. 2 and Fig. 3, confined to spot size (intensity drop to 1/e2) of ca. 25 um2. The arrows in 
the lower part of the figure illustrates the beam diameter (1/e2) of approx. 6 urn. At 6 J/cm2 we obtained a very smooth 
walled micro-hole 0.5 urn deep and a diameter under 5 um, see Fig. 4a. The heighten circular rim around the hole and also 
several tracks of material perpendicular to the rim seem to indicate the development of melt near threshold and 100 fs pulse 
duration. A 50 % reduction in laser fluence to 3 J/cm2 yields a very shallow 5 urn wide crater superimposed by a thin 0.1 urn 
deep pointed void with maximum (base) diameter of 1 urn. The aspect ratio of 1 to 10 is in both cases the same. However, 
the choice of laser fluence relative to the damage threshold can lead to micro structures much smaller than the spot size of 
the focused laser beam, even for brittle materials. This is possible only laser pulses with pulse durations in a time range, 
where the energy depositions remains strongly localized in the material. In addition, the small single photon energy of 1.6 eV 
compared to the band gap of ca. 9 eV makes an utilization of non linear absorption possible. Multi photon absorption 
enhances the localization of energy. 
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Fig. 5: AFM pictures and section analysis of micro holes in a-Si02 after N = 5 laser shots at wavelength of 800 nm, pulse duration of 
100 fs; laser fluence: a) 6 J/cm2 b) 3 J/cm2. The diameter of the Gaussian laser spot on the surface was determined to be 6 um, as indicated 
by the double arrow included in the section analysis pictures. 
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3.2. Bulk Processing 

When the laser beam is focused on the surface at a fluence below damage fluence, no damage on the entrance surface can be 
observed even under conditions, where bulk modifications are generated several 100 urn below the surface. Fig. 6 depicts 
some examples of laser generated bulk structures in a-Si02 due to the self-focusing of the laser beam at three different pulse 
durations, a pulse energy of 13.5 uJ and shot numbers running from N = 25 to 500. The modification depth zM is defined as 
the distance from the entrance surface at which the modification starts, as indicated by the horizontal thin lines in Fig. 6. As 
additional laser pulses act on the bulk modification starting at a specific modification depth zM, the damage adds up forming 
a damage track with increasing length towards the surface. A very clear dependence of zM on the laser pulse energy is seen 
with zM decreasing for increasing pulse energy and decreasing pulse duration. A similar dependence was obtained for the 
other samples. In cases, where the first damage point is generated 100-200 urn below the surface, only a few laser shots are 
necessary to obtain a violent ablation feature at the surface. Additional studies are necessary to unambiguously discriminate 
between surface and bulk accumulation properties at high shot numbers. A closer inspection of the bulk structures, as to be 
seen in the insert of Fig. 6, reveals a conglomeration of smaller structures reminiscent of micro-explosions. 

0.7 ps 1.4 ps 2.4 ps 

surface 

23 jimi 25,50?1005200?500 
number of laser shots 

Fig. 6: Microscopic side view of bulk modifications in a 2 mm thick a-Si02 sample. The three different pulse widths, 0.7, 1.4 and 2.4 ps, 
demonstrate different modification depths, 315, 510 and 1040 urn respectively, from which the damage begins after approx. 10 shots. 
Additional laser pulses contribute to the length of the damage track moving toward the surface. 
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It is possible to utilize the self-focusing effects to produce controlled micrometer sized modifications in bulk. The size and 
depth of the structures can be varied by varying the laser pulse duration and/or energy. To determine short pulse laser 
induced bulk damage thresholds and to investigate the capabilities of nonlinear optical effects to generate controllable bulk 
microstructures, we conducted this study on self focusing in different wide band-gap materials with picosecond and sub- 
picosecond laser pulses. Fig. 7 presents the results of the reciprocal modification depths zM versus the square root of the 
laser power -fp for a-Si02 (a) and c-Si02 (b) at different pulse widths. For catastrophic self focusing a linear dependency is 
expected in this kind of plot", as it is the case also for the experimental depths of modifications. A linear fit to the 
experimental data yields the critical laser power for self-focusing, Pa. The value of P„ for a-Si02 obtained from the fits is 
practically identical (3.6 MW) for the pulse duration range of 1.4 to 4.2 ps. The same is true for c-Si02 where P„ = 1.85 
MW for 1.4 and 2.8 ps. Included in Fig. 7 as dotted lines are the expected dependencies for the catastrophic self focusing 
depths. For a given pulse duration there seems to be a fixed ration between modification and theoretical catastrophic self 
focusing depth, for which we at this time can not offer a plausible explanation. For the shortest pulses used in the experiment 
(0.7 ps) for a-Si02 we see a clear increase in the value of P„ extracted using this procedure (7 MW). We observed a similar 
increase in the critical self focusing power at sub ps laser pulses for CaF2, and LiF. First estimations demonstrate that the 
group velocity dispersion above 0.1 ps is not strong enough to influence the self focusing significantly . It is possible that the 
behavior may be explained by invoking the onset of defocusing effects due to the presence of free plasma electrons produced 
by multi-photon ionization. This will give a lower non-linear refractive index giving a larger value for Pa and should be 
highly non-linear for our conditions (photon energy much lower than the band gap). The reason for the increasing gradients 
with increasing laser pulse width for ps pulses, seen in Fig. 7, is also unclear. Further work is in progress to determine the 
underlying physical mechanisms for the observed behavior. 

a-SiO c-SiO 

Fig. 7: Plot of reciprocal modification depth vs. square root of laser power for (a) a-Si02 and (b) c-Si02. Lines are linear fit to the 
experimental data. The dotted line represents the expected catastrophic self focusing depth assuming (a) Pa = 3.6 MW for a-Si02 and (b) 
P„= 1.85 MW for c-Si02. 

We take the average of the Pa values found, using the above procedure, for pulse duration's greater than 1 ps and use this to 
determine n2. The results are summarized in Table 1 for four different materials (a-Si02, c-Si02, c-Al203, CaF2) and 
compared with literature values obtained by determination of beam distortion in the far field and degenerate three-wave 
mixing21. The results we obtain are in excellent agreement with the literature values. The only discrepancy we find is for a- 
Si02. The value we obtain is about a factor of 1.5 smaller than from degenerate three-wave mixing21 but agrees excellently 
with the value obtained from the beam distortion measurements20. One possible explanation for the differences in the 
literature values for a-Si02 is that small Kerr contributions of resonant origin could increase the measured n2 reported from 
the three-wave mixing experiments which employed ns pulses21. 
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MATERIAL P«/(MW) n2/(lO-20m2Wl) n2 /(10"l3esu) n2/(10'13esu)  LIT. 

a-Si02 3.6 + 0.14 1.72 ±0.04 0.61 ±0.02 0.85 ±0.13 21 

0.60 ±0.15 (a)20 

0.62 ±0.15 (b)20 

c-Si02 1.85 ±0.12 3.11 ±0.19 1.14 ±0.07 o: 1.12 ±0.17 21 

e: 1.16 ±0.17 21 

c-Al203 2.2 ± 0.4 2.4 ±0.4 1.0 ±0.2 o: 1.23 ±0.18 21 

e: 1.30 ±0.20 21 

CaF2 5.54 ± 0.26 1.15 ±0.23 0.39 ±0.08 0.43 ±0.06 21 

Table 1: Critical self-focusing power thresholds P„ and Kerr coefficients n2 determined from straight line fits to plots of the inverse 
modification depth zM'' vs. square root of the laser intensity Pin (averaged over the results for pulse durations > 1 ps) for different 
dielectric materials6. The last column compiles the Kerr coefficients n2 from the literature determined by beam deflection {(a) 1.06 urn; 
(b) 0.53 urn} and by degenerative three-wave mixing21 (1.06 urn), o: ordinary and e: extraordinary orientation. 
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In Fig. 8a the radius and volume modified per 
laser pulse in the bulk of c-Si02 versus the 
input single pulse energy are shown for pulse 
widths above one ps. The minimal radius is ca. 
4 urn and increases with pulse energy (or 
surface fluence). The modified volume is 
lowest for short pulses and low energy and 
demonstrates a similar increase with the pulse 
energy as for the radius. Fig. 8b then presents 
the bulk damage fluence in the oxides derived 
after the self focusing analysis19 of the 
experimental results in Fig. 8a. The bulk 
damage thresholds (in J/cm2) are not constant 
and increase with the radius (and the volume) 
of modification. In this picture pulse duration 
dependencies are even more obvious, where a 
„zero volume" multiple-shot bulk damage 
threshold can be estimated to be ca. 8.5 J/cm 
for 2.8 ps and ca. 9.8 J/cm2 for 1.4 ps. Similar 
result of an increase in bulk damage threshold 
with decreasing pulse duration was obtained 
for a-Si02. To be able to discuss these first 
results there are at least two important factors 
that need to be further addressed and 
investigated: 1. incubation effects that play a 
stronger role at low energy, 2. normalization 
of threshold to the volume of laser absorption. 

Fig. 8: radius and volume of bulk modification at 1.4 
and 2.8 ps pulse duration averaged per laser pulse in 
c-Si02 vs. (a) the input single pulse energy/surface 
fluence; (b) the estimated bulk damage fluence. 
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Utilization of self focusing of ps laser pulses is one possible way to generate bulk micro structures. Another approach is 
focusing ultra-short laser pulses directly into the sample by use of a micro objective of high numerical aperture7. Fig. 9 
illustrates a few examples of micro traces obtained after N = 1 to 5 laser shots focusing a 100 fs laser beam of a wavelength 
of 800 nm inside fused silica. The modification arise at the position where we expect the beam focus to be inside the bulk 
(without self focusing). They develop after the first laser shot, are long and thin, whereby rather increasing in diameter 
(instead of length) from shot to shot. 

i 40 ^m 

1.^"v-T "'•"..* -:*7-" 
J,   ;-  - .-•      ;-*\;-.;.*v?''''fv. j'j 

■*f:"Y--JT; *%'•'■"' ,7"•'?*";•V*"'  .-:r-,':"",'. 

#=5 1 
Fig. 9: Side view microscope picture of structures in a-Si02 obtained by direct focusing 2 mm inside the bulk at a wavelength of 800 
nm, 100 fs pulse duration and a single pulse energy of 18 uJ.(focal length of used lens:/= 25 mm). Shot numbers from right to left: 
1, 2, 3 and 5. Laser beam propagated from the top into the bulk. 

In Fig. 10 we plotted semi-logarithmically the bulk modification diameter (Fig. 10a) and the length (Fig. 10b) vs. the single 
shot energy for the case N = 5 laser shots. Also included are the expected beam diameter in the focus and Raleigh length 
(determined as 2 times the length between minimum waist and position where the beam waist is increased by V2), however, 
without taking beam distortions of non-linear nature (i.e. beam filamentation, defocusing, self focusing effects ) into account. 

laser beam diameter 

140- 

120- 

100- 

80- 

laser beam Raleigh I !".?* JLB.. -5-  5 
nn 

a 
60- 

40- n 

20- 

0- 
n 

1—P-r-T-l 

laser energy [|jJ] 

(a) 

laser energy [pJ] 

(b) 

Fig. 10: Semi-logarithmic plot of a) the diameter and b) the length of bulk modifications laser generated inside fused silica vs. the single 
shot laser energy. Wavelength = 800 nm, pulse duration = 0.1 ps. Dotted lines characterize a) expected beam waist diameter in focus (6 
urn); b) Raleigh length (100 um). 
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The control of the modification diameter is easier than for the modification length. This can be seen in the smaller slope of 
Fig. 10a. As in the examples shown in the section on surface processing, one is able to confine the diameter of the micro 
trace inside the size of the beam profile. A confinement of the length below 5 urn while using this type of lens with a focal 
length of 25 mm is much more difficult. It can be seen in Fig. 10b that the modification length increases dramatically inside 
an energy interval of a few uJ reaching a maximum level comparable to the Raleigh length. Bulk modifications from self 
focusing of ps laser pulses are more difficult to control in diameter but easier in length. However, here multiple-shots were 
necessary to introduce a micro dot inside the bulk, so that incubation effects have to be taken into account. From our 
experience, writing inside the bulk (i.e. complex arrangements of lines, etc.) by simply moving the sample is more 
straightforward with fs pulses, since bulk modifications can be generated with a single-shot. 

4. CONCLUSION 

We have demonstrated the applicability of femtosecond laser systems for the micro machining of dielectric materials, 
showing different examples of highly localized and fairly stress-free micro structures generated in fused silica and sapphire, 
such as thin channels, periodic patterns, micro holes and bulk modifications. The surface damage threshold is not only 
related to the pulse duration but demonstrates strong laser shot number dependencies which we relate to an increase in the 
absorption cross section due to the accumulation of laser induced generation of defects and successfully describe with a 
very simple model. We have shown that it is possible to produce controlled micrometer-sized modifications in bulk 
transparent materials using ps laser pulses at laser fluence in the focused spot size at the entrance surface which are lower 
than the surface damage threshold. The size and depth of the structures can be varied by varying the laser pulse duration 
and pulse energy. The effects are shown to be due to self-focusing of the laser beam. The experimental determination of the 
modification depths as a function of the laser power provides a very straightforward method of obtaining the value of the 
non-linear Kerr coefficient, n2 which is independent of the laser focus size. We compare these results with those obtained by 
direct focusing of fs laser pulses inside the bulk material, where incubation and self focusing effect play a less important 
role. 
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Micromachining with Ultrashort Laser Pulses 

J.-X. Zhao+, B. Hüttner, and A. Menschig*"1" 
Deutsches Zentrum für Luft- und Raumfahrt e.V., Institut für Technische Physik 

Abstract 

Practical high precise and efficient micromachining can be realized with computer controlled 
ultrashort laser pulses suppressing the thermal diffusion effect inside the material to be ablated. A 
direct translation from solid to the vapor state takes place at sufficient intensity levels. 
Experimental results of micromachining of different materials (Al, Si, InP and fused silica) with 
femtosecond laser pulses at wavelengths of 800 nm and 267 nm from a commercial Ti:sapphire 
laser are presented. Holes down to a diameter below 1 micron have been drilled with 800 nm 
pulses into aluminum as an interesting metal with an absorption peak in the IR-range nearby 
800 nm. Because of their low energy band gap semiconductors have a strong absorption at UV 
wavelengths. Arrays of holes down to 1 micrometer in diameter have been drilled into silicon and 
InP using 267 nm pulses. Results of fused silica as an example for transparent insulator materials 
are compared to results of semiconductors. The hole array manufacturing process takes only a 
few seconds. Precision can be improved by matching laser parameters to the processed material. 

Keywords: micromachining, Ti:sapphire laser, UV beam, metal, semiconductor, insulator, 
ultrashort laser pulses 

1. Introduction 

Micromachining with femtosecond laser pulses is of growing interest for the fabrication of 
microsystems or semiconductor devices. Due to the progress in the development of lasers with 
ultrashort pulses the very high flexibility and high repeatability of patterning, well known from 
other laser systems, can be combined with high resolution, high precision and high ablation 
efficiency. Therefore necessary conditions are met for the practical application of ultrashort laser 
pulses (< 20 ps) in material microprocessing. 
The thermal diffusion inside the ablated material, which reduces the micromachining quality of 
lasers which nanosecond laser pulses, is effectively suppressed due to the use of ultrashort 
pulses[I]. By means of femtosecond pulses a direct solid-vapor translation takes place. At high 
enough intensities the peak power reaches the terawatt regime which allows the patterning even 
of transparent, crystalline materials121'131. 
In the last years many papers about micromachining with femtosecond laser pulses were 
published111"181. To our knowledge only a few results have shown real practical machining 
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applications in the real micron range. Most of the work shows hole diameters and structure sizes 
between tens and hundreds of micrometers or single micro-holes without repeatability (e.g. array 
arrangements). 
In contrast the excimer laser is a better known tool to achieve microstructures due to its short 
wave length[9H11]. But the excimer laser has two main disadvantages: the laser medium is based 
on poisonous gas and the laser beam profile is far away from a gaussian one. Therefore the 
microstructuring is done with a homogenized beam in an imaging arrangement and not with a 
focusing method. The normal optical demagnification of excimer patterning systems is between 
1/10 and 1/40. Therefore even the fabrication of a mask for real micromachining with an excimer 
laser is a difficult task. 
In our paper we present microdrilling results on different materials (metal, semiconductor and 
insulator) using a femtosecond Ti:sapphire laser with 800 nm and 267 nm wavelength. The 
microablation of different materials will be discussed. We show for the first time hole arrays with 
high precision and good repeatability to lower than 1 urn in diameter on different materials 
(aluminum, silicon, indium phosphide and fused silica). 
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2. Experiment 
In figure 1 the scheme of our 
working station for microma- 
chining is shown. The Ti:sapphire 
laser is a commercial laser system 
(Clark-MXR CPA 1000), which 
provides pulses from 100 fs to 
10 ps duration. Its maximal pulse 
energy is 0.7 mJ at 800 nm. The 
Ti:sapphire oscillator is pumped by 
a cw argon ion laser with a power 
of 6 W. The self-modelocked 
oscillator generates pulses with a 
pulse duration of about 100 fs, a 
repetition rate of 91 MHz and an 
average power of 300 mW. In a 
stretcher the pulses were extended 
to a pulse duration of about 200 ps. 
Then the pulses were amplified to an average power of 0.7 W at a repetition rate of 1 kHz (0.7 mJ 
pulse energy) in a regenerative amplifier pumped by a frequency-doubled Nd:YAG laser with an 
average power of 8 W. Finally the pulse duration is reduced to 100 fs by a compressor. The final 
pulse duration is controlled with an optical autocorrelator. 

The laser average power can be reduced with the help of a 7J2 wave plate rotated by DC motor 
and a beam splitter cube arranged between the amplifier and the compressor. Single pulse and 
pulse train operation together with a variation of the repetition rate from 1 kHz to 1 Hz and the 
on/off switching of the laser beam for the micromachining is realized by a second pockels cell 
and a specially designed electronic set-up under computer control. The laser beam at 800 nm 
wave length can be converted into an UV-beam (267 nm) by two nonlinear crystals. The 

Figure 1: Schematic illustration of the working station for 
micromachining. 

115 



1000 

conversion efficiency is about 6 %, so that the maximal pulse energy of the UV - beam is about 
0.04 mJ. 
In the optical beam propagation set-up an in-process characterization of the medium laser power 
and the beam profile is realized. The semi-permeable mirror 1 transmits about 5 % of the pulse 
energy which is distributed by mirror 2 (50 % transmission) to a first CCD-camera for observing 
the laser beam profile and to a photodiode for measuring the laser power. The second CCD- 
camera is used to optimize the beam path through the optics and to observe the working surface 
to control the micromachining results. All the measuring elements are shielded by gray filters to 
avoid damage. 
For our micromachining experiments a high flexibility together with a high resolution is required. 
Therefore a direct focusing method is favorable. A glass lens with a short focus length is not 
useable for ultrashort pulses because of its geometrical and chromatic aberrations due to the small 
radius, the damage problem because of the self-focusing effect131 and the pulse broadening caused 
by the nonlinear dispersion. 
Therefore we used a reflec- 
ting Schwarzschild-objective 
to focus laser beam directly 
on the sample surface. An 
additional advantage of some 
reflecting objectives is a wor- 
king distance greater than the 
focal length. For example the 
Ealing 15 x reflecting objec- 
tive has a focal length of 
13,5 mm , but its working 
distance is 24 mm. This is an 
advantage for the optical 
adjustment of the focusing 
optic. 
The translation stages for the 
xyz-motion and the objective 
are mounted in a working 
cell. A sample holder arran- 
gement fixes the material to 
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Figure 2: Ablation rate per laser pulse for polished aluminum 
targets as a function ofthefluence at different pulse widths 
(Ti:sapphire 800 nm, 10 pulses). 

be processed with high precision in x-, y- and z-direction on the translation stages. The whole 
system is semi-automatically controlled with a personal computer. 

3. Results and Discussion 
For our experiments we use substrates with a surface roughness of about 10 nm (RMS) to 
measure even the smallest holes in the sample surface. For the determination of the ablated 
volume or the ablation depth an interference microscope was used. General characterizations 
were done with an optical and an electron microscope. All the photographs at the optical micro- 
scope were taken at a 1000 x magnification. 
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a. Microablation of aluminum at 800nm 

Aluminum is an interesting material for the ablation at 800 nm due to its special absorption peak 
in the near infrared. Therefore an effective ablation should be possible. 
For the experiments we focused the Ti:sapphire laser with a 15 x reflecting objective (focus 
length: 13.5 mm, NA = 0.28) to a calculated spot size of 3um. 
In figure 2 we demonstrate microablation results for a polished aluminum target drilled with a 
series of 10 laser pulses at 1 kHz repetition rate. We plotted the ablation rate as the ablated 
volume per laser pulse as a function of the laser fluence for the pulse widths 130 fs, 1 ps and 
10 ps. Close to the ablation threshold a single laser pulse ablates small volumes of about 10 um3 

independent of the pulse width. With increasing fluence the ablation rate increases linearly. At the 
highest fluence values the ablation rate starts to develop a saturation behavior. For smaller pulse 
widths a clearly higher ablation rate was achieved compared to the longest pulse width examined. 
At 130 fs the ablation close to the saturation value is about 3 times as effective as at 10 ps. 
This is due to the changed thermal regime[12]. For fs-pulses the energy is transported from the 
electron subsystem to the phonon one in about a volume given by spot size times the electron 
penetration depth U = (k-ijcs)

m, where X is the thermal conductivity, ce = y-Te the specific heat 
of the electrons and TL the pulse duration. For energy densities above the threshold this leads to a 
fast heating up of this volume almost without the usual energy loss caused for longer pulses by 
the thermal transport of the phonons inside the material. Consequently, a larger part of the 
absorbed energy is used for the evaporation which increases the ablation rate. 
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Figure 3: Microablation of aluminum at two different fluences. Left: Well above threshold 
(280 J/cm2). Right: Above threshold only in the center of the laser spot (11,2 J/cm2). 

In figure 3 (left) a photograph taken via an optical microscope is depicted. It shows a series of 
small holes fabricated by single shot ablation at a pulse energy of 25 uJ (fluence: 280 J/cm2) and 
a pulse width of 150 fs. This fluence was chosen to demonstrate hole diameters of about 3 urn as 
the resolution limit expected from the calculated spot size. The high precision of the hole 
formation (the positioning of the xy-stages was not acceptable at this moment) and the good 
repeatability even for this single shot drilling clearly can be seen. 

The energy density distribution of the laser beam profile is in a good approximation a gaussian 
type. Therefore a strong local inhomogeneity over the spot size exists. A certain energy density 
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value defines the ablation threshold within the spot size. We have determined the microablation 
threshold of aluminum to about 0.4 J/cm2. To smaller energy density values a small boundary 
region, typically <1 urn, with melted aluminum is obvious. 
This inhomogeneity of the energy density distribution can be used to drill even smaller holes than 
the resolution of the optical set-up. The laser fluence can be reduced to values where the ablation 
threshold is reached only in the center region of the laser spot. Figure 3 (right) shows an electron 
beam microscope photograph of a microablation result drilled in a thin aluminum film (-100 nm) 
on a glass carrier. Using a single laser shot of about 1 uJ the total film was removed within a 
center region of about 600 nm in diameter. Whereas in an area of about 3 urn in diameter a 
surface modification due to the thermal influence can be seen. 
The control of the ablation parameters for the holes with sizes smaller than the wavelength is 
quite difficult. Small changes have strong influences on the process due to the rapid variation of 
the energy density due to the gaussian distribution. The ablation depth typically is smaller than 
the hole diameter. The irregularities are due to a non-circular beam profile and a non-perfect 
gaussian energy density distribution of the Thsapphire laser. Both can be observed viewing the 
laser beam with CCD 1. 

b. Microablation of semiconductors at 267 nm 

As semiconductor materials we have examined silicon and indium phosphide. Both materials are 
nominally undoped and therefore the concentration of free electrons at room temperature should 
be < 1017 cm"3 (compared to > 1022 cm"3 in metals). Nevertheless, the ablation process is similar 
to that in metals in the second stage. In the first stage, however, the laser has to produce a high 
enough electron density for effective absorption. This can be realized for lower intensities by the 
avalanche process and 
for higher ones by multi- 
photon absorption. No 
matter which mechanism 
is dominant, it needs 
some time leading to a 
reduced    ablation    effi- 

for     semicon- 
compared    to 

ciency 
ductors 
metals. 

E 

£ 
a. 
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For these experiments 
we focused the laser with 
a 52 x reflecting objec- 
tive (focus length: 
3.5 mm, NA = 0.65) to a 
calculated spot size of 
2 urn. For the following 
experiments a constant 
value of the pulse width 
at 150 fs was chosen. 
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Figure 4: Microablation depth for silicon in dependence of the pulse 
number at different laser fluences (Ti:sapphire 267 nm, pulse 
duration 170 fs). 
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The hole depth for this single shot microablation is in the nanometer regime as can be seen in 
figure 4. With an increasing number of pulses also an increase in the ablation depth can be found. 
With ten times the pulses typically over ten times the depth can be achieved. At a depth of about 
300 nm a saturation behavior independent of the laser fluence was found. 
Figure 5 (left) shows the optical microscope photograph of three rows of a pulse number variation 
from 1 to 5 pulses from right to left. We used a constant value of the pulse energy at 0.3 uJ 
(fluence: 12.5 J/cm2) for drilling these holes. The hole diameter changes from about 2 um for a 
single shot to about 4 urn for five shots. The minimal hole diameter at this fluence corresponds 
with the calculated spot size. 
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Figure 5: Three series of an identical pulse number variation in silicon (left) and a 100 shot 
drilling into InP (right). 

An example of a hole about 3 urn in diameter and lum in depth is depicted in figure 5 (right, 
SEM photo). It was drilled into InP with 100 pulses at a pulse energy of 0.13 uJ (fluence: 
7.4 J/cm2) and a pulse width of 170 fs. The debris around the hole can be removed with a kind of 
duster or an ultrasonic bath. According to our experience up to now the aspect ratio of 
microablated holes will not exceed 1:1 in semiconductors. 

c. Microablation of insulators at 267 nm 

The optical arrangement was the same as for the semiconductor microablation experiments. The 
thickness of the fused silica sample (1mm) was chosen to a value much larger than the depth of 
focus (0.6 urn) to avoid ablation at the backside of the sample known from other experiments in 
transparent dielectrics151. 
For comparison to the hole in InP (figure 5 right) we show a hole in figure 6 (left, SEM photo) of 
comparable size in fused silica. For this microablation 100 pulses with a pulse energy of 2.6 uJ 
(fluence: 127 J/cm2) at 150 fs were used. Even in a transparent material a high quality drilling of 
micron size holes can be achieved. It is self evident that a much higher fluence is necessary. The 
holes have a clear conical shape with well defined sidewalls. The high quality boundary at the 
surface is not disturbed by the sprout of melted material. The debris on the surface can be 
removed as described for the semiconductors. 
With a reduced number of pulses even smaller holes can be fabricated. In figure 6 (middle) five 
series of a pulse number variation with 1, 2, 3, 4, 5 and 10 shots from right to left are depicted 
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F/gwre 6: Microablation of fused silica.. Left: Hole drilled with 100 pulses at 127 J/cm2. 
Middle: Holes fabricated by a variation of the pulse number at 127 J/cm2. Right: Lowfluence 
drilling at 50 J/cm . 

(laser parameters as above). A clear reproducibility of high quality openings is visible. The sizes 
range from about 2 urn for a single shot to about 3 urn for ten shots. 
A reduction of the laser fluence can be used to a further shrinking of the hole size. As described 
for the aluminum ablation (see above) the ablation threshold can be used to ablate only in the 
center region of the laser spot. In figure 10 we show holes of about lum in diameter at a fluence 
of about 50 J/cm2. 

4. Summary and conclusions 
A micromachining method with high precision, high flexibility, high repeatability, high 
resolution, and high efficiency was presented. Ultrashort laser pulses as a key issue to minimize 
material melting effects during the machining allow the fabrication of micron size structures in a 
wide range of materials. Hole arrays and single holes with diameters to below 1 um in aluminum, 
silicon, fused silica and indium phosphide were shown. 
For a satisfying reproducibility of the microablation results many parameter must be controlled 
and optimized as the focus position relative to the sample surface, the laser fluence, the pulse 
duration, the number of pulses, or the mode of the laser beam. For some applications also an 
aspect ratio value >1 is desirable which seems to be possible through a relative movement 
between sample and objective. 
The combination of ultrashort laser pulses with the computer control for the laser source and the 
machining set-up opens up new opportunities for material microprocessing. At least it can be 
used as a very short-term prototyping method for new semiconductor devices and complex 
microsystems. 
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ABSTRACT 
We show that irradiation by the second harmonic (SH) of Ti:Sapphire femtosecond laser provides well-defined spots with 
micrometer diameter by controllable manner in pure PMMA. Combined effect of SH and fundamental frequency (FF) 
radiation of Ti:Sapphire laser yields significant decrease in recording time. These results relate to 3D bitwise optical 
information storage. Usually in order to produce irreversible detectable changes, either single amplified Ultra-Short Laser 
Pulse (USLP) irradiation of pure matrix or multi-shot irradiation of matrix with dyes by nonamplified USLP is employed. 
In our present experiments the 1.5% transformation of nonamplified Ti:Sapphire laser radiation (wavelength 770nm, 
repetition rate 70MHz, pulse duration 200fs, pulse energy 2nJ) into the SH has been obtained by means of BBO crystal with 
thickness of 300p_m. The SH beam was then focused within the PMMA matrix by a lens with N.A.=0.55. The onset of 
emission corresponds to the onset of detectable irreversible changes in PMMA detected by optical microscope. The SH 
provides two-photon electronic transition to the absorption band of PMMA. Theoretical analysis of experimental data shows 
that preliminary matrix excitation by SH is followed by a self-developing process. This process can be driven not only by 
SH radiation but by potentially more powerful FF radiation as well. 

Keywords: Ultra-Short laser pulses, second harmonic, optical damage, information recording, experimental data, theoretical 
modeling 

1. INTRODUCTION 
Optical data recording in photopolymers1, photochromic materials2 and photorefractive crystals5' has met some 

difficulties related to a short lifetime or low contrast in optical properties of recorded information. On the other hand 
femtosecond lasers exhibit outstanding capabilities in material microfabrication4 Ultrashort laser damage not only may be 
confined in submicrometer-sized volume, but also demonstrates a large contrast in refraction index as well as high 
durability. All these features are suitable for 3-D optical information recording. In previous papers optical recording was 
demonstrated in pure materials by single near-IR 0.3-uJ pulse from a femtosecond laser system with chirped-pulse- 
amplification5 or in doped polymers6 by near-IR high-repetition-rate femtosecond pulses with a moderate pulse energy 
(3nJ). 

In this communication we report optical recording in pure PMMA by train of 30-pJ pulses of second harmonic of 
Ti:Sapphire laser. Doubled photon energy of the SH corresponds to PMMA chromophore absorption band that provides a 
nonlinear coupling of laser pulse with matter by means of a two-photon transition. The simultaneous irradiation of the 
sample by SH and fundamental frequency radiation (FF) leads to significant acceleration of the recording process. 

The simple models are suggested which explain the main features of the experimental data and clarify the possible 
role of FF radiation. 

2. EXPERIMENTAL 
In our experiments we used the second harmonic (SH) of a femtosecond Ti: Sapphire master-oscillator (2nJ, 200 fs, 

70 MHz, 770 nm). 1-mm TEMm beam of fundamental frequency (FF) of the laser was focused in a nonlinear crystal (300- 
pjn BBO) by a lens with a focal length of 30 mm. Maximum conversion efficiency was 1.5% that corresponds to about 2 
mW in SH. The second harmonic beam yielded some ellipticity with aspect ratio about 1.5 due to the fact that the NA of 
focused light exceeded a phase-matching angular width of the nonlinear crystal. SH radiation was collimated by a 150-mm 
lens and then was focused into the bulk of a sample by an aspheric lens with NA=0.55. The sample, a polished cube of pure 
PMMA, was obtained from methylmethacrylate by thermal free radical polymerization in mass. The sample was placed on 
3-D positioner combined with an optical microscope. We illuminated the sample at various SH power levels and exposure 
times. The power alteration was performed by tilting of the nonlinear crystal around the SHG phase-matching angle and the 
exposure time was controlled by a mechanical shutter. 
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Illumination of the sample by SH femtosecond pulses caused bulk damage of PMMA. It took several seconds 
before the sample modification occurred. Typical sideview optical microscope pictures of the optical damage in bulk of the 
sample are shown in Fig. 1 for the exposure time slightly more than the damage delay time. Further exposure caused a 
damage region growing and a bright glow of white color in the focus region. It was found that the moment of the damage 
emergency coincides with the glow beginning within experimental error of tenths of a second. Note that illumination of the 
sample only by the FF radiation of the Ti:Sapphire laser only at the maximally available power yielded no material 
modification. 
Fig. 2 shows experimental data of measurements of the delay time between the exposure beginning and the glow ignition vs. 
SH power for the case of illumination by the SH only (circles) and by both harmonics simultaneously (triangles). In the 
former case the FF was rejected by a color optical filter that is transparent for the SH except Fresnel losses. 

3. MODELS AND DICSCUSSIONS 
If we assume that the damage is related to a simple accumulation of products of two-photon photochemical reaction, then 
the inverse delay time should depend on the SH power as a parabolic function. The corresponding fit is shown as a curve 1 

in Fig.2. However, the power function fit y   <* P   provides ß = 1.23 rather than ß = 2. 

One explanation of this fact is provided by the assumption that a self-developing process of some kind is involved 
here: 

^ = {8N0I2
2+o?NI2)tpf-yt (1) 

Here N is the number density of produced species, N0 is the number density of chromophore, S is the product of 

two-photon absorption coefficient and the quantum yield of two-photon photochemistry-like reaction. This reaction 
provides the initial amount of N - species, whereas subsequent chainwise reaction, described by the second term, is 

accounted for the multiplication of these species, <JA 
) being the corresponding cross-section. The superscript(2) stands for 

the values at the SH wavelength. The mentioned above processes occur during laser pulse. I2 is the SH intensity at the waist 
of the SH beam. It is measured in Photon/cm2 s. The laser pulse is assumed to be rectangular, tp and / are laser pulse 
duration and repetition rate, correspondingly. The amount of species decays with the characteristic time x as it is seen from 
the third term in r.h.p. of Eq. (1). When writing (1) we suppose that N«N0. Equation (1) can describe the photochemical 
chainwise reaction as well as the accumulation of free electrons. In the latter case the first term yields the preliminary 
ionization process. The I2 dependence reveals the saturation of single -photon transitions, which follow the two-photon 
limiting step ( see Ref. 7). The linear intensity term reads for multiplication of amount of free electrons by impact 
ionization. It is understood that after the pulse a part of free electrons are captured by traps, the next pulse resulting in 
ionization of these traps thus allowing these captured electrons to participate in multiplication process. The relaxation time x 
is related here to annealing of captured electrons between laser pulses. Within the framework of the model (1) it is assumed 
that the significant damage occurs when concentration N reaches some appropriate value A/* (See e.g. Ref.8). 

The model (1) yields the dependence of the delay time, ts, between the start of irradiation and the onset of 
significant damage. 

*A = (p-tjt) (2) 

ts    ln(l + (p-tjr)/p2) 
sha>2 

^f~PA 
P(2) is the SH average power ; P(2) = I2tpßO)2 ■ s, 

s is the beam waist area, hco2 is the photon energy, 0)2 is the SH frequency, 

PA -n(JA
2)tpf8~lh(o2 s 

It is evident that (2) is valid if p > y   , otherwise  y   - 0. 
/ X y ts 

The fitting of the experimental data by the model (1) is shown in Fig.2 (curve 2). The appropriate values of 
parameters involved are as follows: 

KerctA=^r,n=N/N0,~p = Pm/PA. 
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Fig.l Typical sideview optical microscope picture of the optical damage in bulk of 
the sample for the exposure time slightly more than the damage delay time. 
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Fig.2 Experimental data of measurements of the inverse delay time between the 
exposure beginning and the glow ignition vs. SH power for the case of illumination by the 
SH only (circles) and by both harmonics simultaneously (triangles). Curves 1,2,3,4, - 
fitting of experimental data by different models (see text). 

125 



S/n   < 10-53 cm4s ;    of =0.8 lO^cm2; x > 50s. 
Another criterion of the damage of material can be connected with the appropriate heating of the irradiated region. 
The simplest model can be formulated as follows. The small linear absorption initiates the photochemical reaction 

resulting in formation of strongly absorbing species. This induced absorption accounts for the heating of the material. In 
what follows we suppose that the temperature can be estimated by its quasistationary value. Temperature estimation in the 
waist region can be performed by calculating a stationary increase in temperature (AT) in the center of the evenly absorbing 
sphere with the radius equal to the waist radius. While doing this we slightly overestimate the influence of heat conductivity. 

dN- = (N0-N)ofl2tPf (3) 

krr,    I2tPfofNhco2-s 
AT = — (4) 

dt 

= IitpJ 

2nxcp 
(2) Here N is the number density of products of photochemical reaction, GA    is the product of absorption cross- 

(2) 
section of initial absorbing species (with the number density N0) and the quantum yield of photochemical reaction, OH   is 

the absorption cross-section of the reaction products. % is the thermal diffusivity, c is the specific heat, and p is the material 
density. The model (3), (4) yields the relation 

*H _ P 

ts     ln(—^—) 
(5) 

1-1/p 

Here p = P"/PH, and PH = ; A7*=T*-TU; tH = —— 
°H   iV0 ° A   rH 

It is understood that (5) is valid only if /*2,I>PW. Otherwise, the stationary temperature cannot reach its critical value 
T=f needed for the onset of damage. Fitting of experimental data by the model (5) provides   tH = 103s, PH = 10"4W. In 

our experiments s ~ 10"8cm2, kco2 = 4.7 • 10"19 J , This allows estimating of = 4.7 • 10~26 cm2. 
It is interesting to estimate the value of induced absorption coefficient. In all the models that attribute the damage 

to heating of material up to the appropriate temperature, the effective absorption coefficient, which is needed to reach this 
temperature can be estimated as follows. 

aeff=27zxcpkT\Pmyl (6) 
If p12' = pH where PH is the minimal laser power providing damage, then cteff is the maximum effective absorption 

coefficient. In our case FH = 10"4 W. If we suppose that A7*=300K, then, taking the values of parameters close to those of 
PMMA at room temperature, % = 1.2 10"3cmV, c = 1.26J/(gK),p= 1.19g/cm3, we obtain: 0^-3.4-104cm"'. 

As it was mentioned above, in Eq. (5) p > 1. When p»l, the Eq. (5) yields 

>ts~P 

It means that this model provides results that are very close to the predictions of the simple two-photon 
photochemical model (curvel, Fig.2). Thus, the both corresponding curves practically coincide. Hence, the model of single- 

photon photochemistry plus heating cannot explain the almost linear character of experimental dependence \jts (P    ). 

Contrary, in (2) there is no such restriction on p . If p «1 and simultaneously p » tA /%, then Eq.(2) reads: 

'A As = 
_      P 

*%> 
Thus, Equation (2) can demonstrate almost linear dependence of \/ts on P measured experimentally. 

Moreover, it follows from the above consideration that by fitting the experimental data by the formula (2) we can estimate 

product tA • PA rather than tA ■ and PA separately. This yields the estimation of O A . The condition p «1 allows 

estimating the upper limit of 5. ( See above estimations after Formula (2)). 
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We also study the model which comprises the kinetic equation (1) yielding the accumulation of absorbing species 
of number density N and Eq. (4) which reads the increment in temperature provided by heating of those absorbing species. 
The onset of damage corresponds to heating up to the appropriate temperature A7*. 

This model yields: 

ts      ln(l+(|-r2/T)/^3) 
Here 

P = Pi2)/PAH 

shco2 
tAH   ~   -,(2) 

UA   rAH 

p    _ \27:xcpAT a^-tPf-s-hco2 _ r—— 

The last equality is valid if in determination of PA we take n - 1. It is understood that (2) is valid if p > m/ , 

otherwise  AH/ = 0. 
/h 

Analogous to the above model (1), (2), the experimental points can be fitted by formula (7) if p « 1. The fitting 
curve is very close to the curve 2 in Fig. 2. The corresponding asymptotic reads: 

^AHlh —" 
2ln(J/~) 

The fitting of experimental data yields the relation t2 • P2 ~2-10~3J; P2 >5mW . Together with the 
consideration based on relation (6) that is valid for all models including heating through the induced absorption, these 

relations provide the estimation <T^2) =0.8 10'24cm2; 8 < 10"55 cm4 s. 
The fitting of experimental data by the last model provides estimations that are close to that following from the 

model (1). 
Let us consider now the combined effect of the second harmonic and the fundamental frequency radiation. This 

combined effect within the framework of the model (1) provides the additional multiplication of absorbing species 
(electrons) by the FF radiation whereas the initial two-photon initiation (ionization) is performed by the SH only. The 
generalization of equation (1) reads: 

fp Wa2 + *«/, +°?h))tpf-
N/x (8) 

Here /], 72 are the intensities of the FF and the SH at the SH beam waist. <y^, <r^2) are the corresponding cross- 
sections. The relation analogous to (2) reads: 

(9) 
tA^ (p-tjt + tjtm) 
ts     ln(l + (p-tjt + tjtm)/p2) 

a)      sfico. 
Here t    = ————; 5 being the waist area of SH beam, and 

F(1) =IltPfh(Ol • s, 6>! is the fundamental frequency. 
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In the model (3), (4) the Eq. (3) remains unchanged because we assume that photochemical reaction is driven by 
the SH only, while the generalized Eq. (4) reads: 

Ar _ tPm°Hh*a>i + °fh*a>i) ■ s (10) 

2nxcp 
Eq.(5) now looks like 

£o_ = P_ 

**     ln[ l 
(11) 

(i)p(D 

At least the last model comprising Eqs. (8) and (10) leads to the following relation: 

(12) 
tAH (p-t2/r + a) 

ts     \n(l + (p-t2/r + a)p 2(p + h) ') 
.d)D(i) <7(1)Pa) 

/(1)    <o2a™Pw A      . 
Here a = tAH/tw =        ?         and       h = 

("l0A   rAH °H   rAH 

Let us consider the last model. From the point of view of the studied dependence l/ts (P
(2)) the effect of FF 

radiation is taken into account by terms a and h. The term a describes participation of the FF radiation in multiplication of 
absorbed species, while the term h accounts for the additional heating provided by the FF radiation. If we fix the value of h 
and increase gradually the value of a from 0, then we obtain the gradual decrease of the offset of the curve caused by the 
term tAB ft. Increasing the value of a beyond tAB /T results in onset of a sharp increase of the curve just near the value 

^'=0. (l/ts =0 at P(2) =0 ). This sharp increase is followed by almost linear dependence of l/r5 on P(2) as shown 

in Fig.2, curve 4. The parameter h regulates the slope of the curve. Curve 3 in Fig.2 corresponds to the values a=0.01, 

h = 0.45. It provides a good fit but yields the inequality —j— » —£-. This means that the contribution of FF radiation 
U H U A 

to heating is significantly greater than to multiplication of absorbing species. It hardly could be understood within the 
framework of the plasma model. Contrary, curve 4 in Fig.2 corresponds to a=0.06, h = 0.09. Here the mentioned above 
ratios of cross-sections are close to each other. This is inherent to the ionization model of damage. 

The fitting of experimental curve by the formula (9) also leads to curve 4. Curve 3 can be obtained here only by the 

additional assumption that the FF radiation changes the value of OA
2)
 . At the moment we cannot choose between different 

models because of lack of experimental data. Our estimations show the value Pm =10-4W. Such small value is 
connected with mismatching of focuses of FF radiation and SH due to chromatic aberration of the lens. It should be noted 
that all the models considered above predict an essential decrease in breakdown time with an increase in FF intensity at the 
SH beam waist area. 

4. CONCLUSIONS 
We have shown that it is possible to produce a controllable bulk damage of pure PMMA by low-average-power 

second harmonic of a high-repetition-rate femtosecond Ti:Sapphire laser. The fact that optical damage may be confined in 
volume with micrometer dimensions demonstrates an attractive feature of the proposed method for high-density optical 
recording and microfabrications. 

It is shown that the combined effect of SH and FF radiation provides a decrease in breakdown time, while 
irradiation by FF does not affect the material. 

Theoretical models are derived which attribute almost linear dependence of inverse breakdown time on the second 
harmonic power to some kind of self-developing process. The SH radiation initiates this process while the FF radiation 
together with the SH can participate in multiplication of absorbing species and in heating of the material. These models 
allow estimating the main parameters involved. 
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ABSTRACT 

Recently there has been renewed interest in the grating alignment of liquid crystals because of its application in bistable 
nematic displays. In this paper, grating and photoinduced liquid crystal alignment techniques based on excimer laser 
exposure of thin polyimide films are discussed. Gratings are etched into the alignment film using a KrF laser illuminated 
through a phase mask. These give homogeneous liquid crystal alignment with the liquid crystal directors aligned along the 
grooves of the grating. The observed azimuthal anchoring strength is compared with that predicted using Berreman 
theory. No pretilt is observed because of the grating symmetry. When a polarized excimer laser beam is incident on the 
film with a fluence below that required for ablation, an anisotropy is photoinduced which results in liquid crystal 
alignment perpendicular to the polarization direction. This anisotropy is created photochemically by selective depletion of 
the polymer chains. Exposure of the polyimide with elliptically polarized light at non-normal incidence gives pretilted 
alignment. Grating etching followed by photoinduced alignment can be used to obtain pretilted grating alignment with a 
pretilt angle of 3°. 

Keywords: excimer laser; laser ablation; gratings; phase mask; polyimide; liquid crystals; alignment; pretilt; azimuthal 
anchoring; photoinduced alignment; 

1. INTRODUCTION 

Gratings etched into thin films have been known to homogeneously align liquid crystals for many years and have attracted 
renewed interest recently because of their application in novel nematic displays. For example, gratings coated with a low 
energy surfactant show two surface anchoring states that can be exploited in bistable nematic1 and voltage-controlled twist2 

devices. The grating alignment mechanism was first studied by Berreman3, who showed that elastic strain is minimized 
when the molecular director aligns parallel rather than perpendicular to the grating grooves. Since then reactive-ion 
etching4,5, photolithographic6,7 and stamping8 methods have been used to etch gratings onto liquid crystal alignment 
layers. Pretilted liquid crystal alignment, where the director axis is uniformly displaced by a small angle out of parallelism 
with the substrate, is essential for displays as it prevents the development of reverse tilt domains on switching. Using the 
latter method8, such alignment was achieved with a double grating topology: a weaker tilted grating was formed with 
wave-vector parallel to the micro-grooves of the grating that dominates the anchoring. Niino et al. first investigated liquid 
crystal alignment using ripples etched into polyethersulfone films by polarized excimer laser ablation9. These ripples, with 
period ~ 1 |im and amplitude ~ 0.04 ixm, spontaneously develop because of interference between the transmitted and 
diffracted waves in the expanding plume of ablated products above the polymer10. They found that a dye-doped liquid 
crystal in a grating aligned cell showed an absorbance ratio of 3.2:1 for polarization parallel and perpendicular to the 
direction of the gratings. Excimer laser irradiated phase masks provide a more convenient and controllable method to etch 
gratings into polymer layers1'. This alignment technique would be particularly useful for multi-domain displays with large 
viewing angles since phase masks can be designed to produce microscopic variations in the alignment direction. Using 
unpolarized light from a KrF laser, we reported alignment of twisted nematic cells by gratings ablated into polyimide12. 
Azimuthal anchoring energies of 3.5 x 10"6 Nm"1 were found in agreement with the Berreman theory. 
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Prolonged exposure of polyimides to linearly polarized light from a UV lamp can also achieve liquid crystal 
orientation13,14. The alignment results from the anisotropic depolymerisation of the polyimide chains along the 
polarization direction of the incident light. The alignment direction, therefore, is usually perpendicular to that of the 
incident polarization although parallel alignment has been found using some polyimides containing sidechains15,16. The 
threshold UV fluence required to achieve photoalignment is generally high ( > 10 J cm"2) compared to that required for 
polyvinyl coumarin derivatives17 (< 0.02 J cm"2) although a threshold of 0.72 J cm"2 was found for an oxydiphenylene 
polyimide16. Small pretilt angles have been reported with the oblique exposure of polyimides which give alignment 
parallel to the polarization direction18'19. Higher pretilt angles, from 0° to homeotropic, can be achieved by increasing the 
degree of imidization of the polyimide20. Varying the temperature of the hard bake prior to exposure does this. Recently, 
we found that a photoinduced alignment results from exposure of polyimide to a polarized excimer laser at 248 nm21. Ten 
shots of fluence 13 mJ cm"2 give alignment with a saturated azimuthal anchoring energy > 10"5 J in"2. Pretilt angles of 
about 1° were also found for oblique exposures. 

Excimer lasers are currently used to anneal defects in amorphous silicon thin film transistors that are used as backplates 
for twisted nematic displays. Hence, laser technology is accepted by the liquid crystal industry and the excimer laser 
processing of alignment layers has many advantages. For example, grating alignment by laser ablation is a non-contact 
alignment technology that avoids the mechanical and electrostatic damage to transistors, which currently limits the yield 
of rubbed active matrix displays. Furthermore laser etching is a one step process and avoids the wet chemistry required for 
grating production by photolithography. The laser-induced photoalignment of polyimides occurs on a timescale of seconds, 
i.e. at least three orders of magnitude shorter than typical UV lamp exposure times. 

In this paper we discuss recent developments in both grating and photoinduced alignment of polyimide films using 
excimer lasers. We measure the azimuthal anchoring energy of grating aligned nematic cells for a wide range of grating 
amplitudes and compare them with the Berreman predictions. We also show that the photoinduced alignment effect can be 
combined with grating alignment to give pretilted anchoring. 

2. SAMPLE PREPARATION AND MEASUREMENT 

Commercial polyimide films (Nissan SEI30) on InSnO coated glass were prepared by spin-casting followed by baking at 
180° for 30 minutes. These films were illuminated with light from a KrF laser at 248nm with a pulse duration of 25 ns. 
The films were placed about 180 |xm behind a phase mask of period X = 1.1 pin, and gratings were etched onto the 
polyimide using one or two shots from the laser operating above the threshold fluence for ablation. The grating amplitude 
was calculated from measurements of first order diffraction efficiency of light from a HeNe laser22. Atomic force 
microscopy was used to calibrate these measurements and also to obtain the grating period. An anisotropy was 
photoinduced in the alignment layers on exposure to the UV beam operating below or just above threshold. In this case, 
the KrF laser was polarized using a "pile of plates" so that its output polarization was elliptical with a s:p ratio dependent 
on the numbers of Brewsters plates. The s:p ratio also varies with angle of incidence of the beam onto the polymer because 
of the different reflection coefficients for s and p polarized light. Typically, a polarization ratio of about 20:1 was achieved 
for the laser emission. The angle of incidence of the UV light was varied to achieve pretilted alignment. 90° twisted 
nematic cells of thickness 17 |jm filled with the nematic liquid crystal E7 (Merck) were constructed using one 
grating/exposed alignment surface and one rubbed polyimide layer with perpendicular alignment directions. On 
observation through crossed polarizers, the cells appear white because of the waveguiding effect. In these cells, the actual 
twist angle, <|), may be less than the constructed twist angle, because of competition between surface and bulk forces. The 
cells were mounted on a polarizing microscope with the input polarizer arranged parallel to the rubbed direction. <|) was 
measured by rotating the analyzer to achieve maximum extinction. Assuming infinite anchoring at the rubbed polyimide 
surface, the azimuthal anchoring energy can be found from the equation23 

^=-^sl (1), Y     dsw20 

where K22 is the twist elastic constant and d the cell spacing measured before filling using a spectrophotometer. The 
pretilt angle of antiparallel nematic cells, constructed with two photo-aligned surfaces exposed with equal UV fluence, was 
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determined by the crystal rotation method24'25. Both the azimuthal anchoring energy and pretilt angles were measured at 
room temperature. 

3. GRATING FORMATION WITH NONPOLARIZED LASER ABLATION 

An ideal phase mask, where the zero order is fully suppressed, produces a sinusoidal distribution of transmitted irradiance 
with period 7J2 and 100% modulation between the peaks and troughs, because of first order interference. If there is perfect 
spatial beam coherence, efficient grating ablation can occur independently of the distance between the mask and sample. 
This is particularly useful since the non-contact processing of alignment layers is desirable to avoid damage to large 
display substrates. In our experiments, the phase mask shows some zero and second order diffraction at 248 nm resulting 
in an ablated grating period of X, as predicted by a numerical calculation26. Furthermore, the excimer laser has a beam 
divergence of 1.5 mrad so that the contrast between the maxima and minima of the irradiance pattern decreases with 
distance from the phase mask. It is this difference, rather than the laser fluence alone, which determines the etch depth. 

In a previous publication12 we reported that, for a limited range of grating amplitudes (60 nm to 80 nm), the azimuthal 
anchoring energy measured using equation one agrees with that predicted with the Berreman theory, expressed as 

(2), WB = 
2K3a2K 

where a is the grating amplitude and K the geometric average of the bend and splay elastic constants. We now extend this 
investigation to grating depths between 0.01 ^un and 0.15 |jm.The gratings were formed by ablation with a single shot of 
unpolarized light from the laser. Twist nematic cells were constructed using one rubbed and one grating-etched polyimide 
surface and the azimuthal anchoring energy was measured as a function of grating amplitude. 
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Figure 1. Variation of azimuthal anchoring energy of twisted nematic cells with grating amplitude. The cells were prepared using one 
rubbed and one grating aligned anchoring surface. The diamonds and solid line indicate the anchoring energies, W^ and WB, calculated 
using equations one and two respectively. Unpolarized light was used to etch the gratings. 

In calculating W«, from equation one, the error in the twist angle is taken to be ±1°. This uncertainty reflects the error in 
obtaining the angle of extinction as well as spatial variations in the twist. Hence the error in W„ increases with <(>. In the 
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computation of WB, the error in the grating amplitude is taken as ±10%. Figure one shows that for grating amplitudes 
between 60 nm and 90 nm, the measured anchoring energies agree with the Berreman theory. Smaller grating amplitudes 
provide anchoring that is consistently greater than that predicted from the Berreman calculation whereas larger grating 
amplitudes give weaker than expected alignment. Although the cells were filled in the isotropic phase of the liquid crystal, 
there may be residual flow alignment along the grating grooves that may explain the larger than expected anchoring at 
small grating amplitudes. Flow alignment would be expected to give an anchoring independent of grating amplitude but its 
effect would be not be significant for bigger grating depths. The weak anchoring observed with larger grating depths has 
many possible explanations. The derivation of equation two assumes sinusoidal gratings whereas laser ablation can 
produce a variety of grating profiles, depending on the laser fluence and its periodic variation. We are currently 
investigating the variation of WB with grating shape and the results will be reported elsewhere. As Faetti points out27, if 
the assumption of infinite polar anchoring used in the derivation of equation 2 is invalid, periodic variations of the surface 
pretilt angle can occur at the grating surface to reduce the azimuthal surface anchoring. Taking finite polar anchoring into 
account, equation 2 can be modified so that WB becomes 

(3), 
2*V* 1 

,     nK 

XWp _ 
"*        A3 

where Wp is the polar anchoring energy. A polar anchoring energy of 1 x 10"4 Jm"2 would reduce WB by a factor of 1.4, 
leading to agreement with the measured W+ at the larger grating amplitudes. We have yet to measure Wp of grating 
aligned polyimide layers but values =10"3 Jm"2 are found for rubbed polyimide28. However, the process of laser ablation 
may influence the polar anchoring energy of the grating layers. Wood et al.29 suggest that the calculations of WB and W^, 
should use elastic constants appropriate to the temperature at which the liquid crystal molecules first take up a minimum 
energy configuration at the grating surface on cooling. This changes the results by about 10%, which is too small to 
explain the discrepancy in our measurements. 

4. POLYIMIDE EXPOSURE WITH POLARIZED LASER RADIATION 

4.1 Photoinduced alignment 

We have previously reported21 that the exposure of polyimide layers with polarized light from a KrF laser 
photoinduces an optical anisotropy which gives liquid crystal alignment with azimuthal anchoring energies in excess of 1 
x 10"5 Jm"2. The laser fluences used were below the threshold for ablation. The alignment direction is perpendicular to the 
polarization direction of the incident radiation. Hence, the alignment can be explained by the anisotropic depolymerisation 
of the polyimide chains, as occurs by prolonged illumination with continuous UV lamps. We found that oblique exposure 
to elliptically polarized light with a s:p ratio >1 resulted in pretilted alignment whereas no pretilt was observed when the 
s:p ratio was <1. Pretilt occurs because the distribution function of the polyimide chains become tilted on illumination. 
The probability of a photochemical reaction is proportional to m.e where m is the polarization vector of a photosensitive 
bond, assumed parallel to the polyimide chain direction, and e the electric field direction of the optical wave. Hence the 
angular distribution of photosensitive bonds varies with time during a photochemical reaction according to 

N(6,<|>) = N0(6,(j)) exp( -at cos26 cos2<()) (4), 

where a is a constant, 9 is the out-of-plane tilt angle and <j> the azimuthal angle measured from e. Since s:p >1, the s 
polarized component dominates the azimuthal depolymerisation so that the azimuthal polyimide distribution is maximized 
perpendicular to its electric vector. However, symmetry considerations dictate that only the p polarized component can 
generate a tilted polyimide number density. We found that when an unexposed isotropic distribution is assumed before 
exposure, the polymer inclination angle measured from the surface is equal to (jr/2 - 9t), where 8t is the angle of refraction 
of the laser beam on the polyimide during exposure: i.e. the polymer number density is maximized parallel to the direction 
of the refraction ray. This is illustrated in figure two. 
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Figure 2. The solid lines show the incident and transmitted rays across the air-polyimide interface at oblique incidence. The electric 
field direction of p polarized light is indicated. Assuming an initial isotropic distribution, the depolymerisation of the polyimide chains 
is maximized along this direction. Hence the maximum polyimide density is achieved along the ray direction giving a polymer tilt angle 
of (Ti/2 - e,). 

However, spin-cast polyimide layers orient parallel to the substrate with a polar distribution which can be described by a 
Gaussian, so that the polymer tilt angle would not be as large as given above: for example a standard deviation of 15°gives 
a polymer inclination angle of only 1.5°. A more sophisticated approach is required to relate the polymer inclination angle 
to the liquid crystal pretilt angle and this has not been attempted. A polarized infra-red analysis shows that the liquid 
crystal pretilt angle is linearly dependent on the polymer inclination angle for rubbed polymer layers30. Galabova et al. use 
the Landau de Gennes theory to relate the pretilt angle to the irradiation conditions of polyimide photoaligned with two 
UV exposures31. 

In a previous publication we reported pretilt angles between 0.7° and 1.1° when polyimide layers of thickness 2000 A were 
used. Figure 3 shows the transmitted intensity as a function of incident angle (9) through a nematic cell having the 
alignment layers, which were exposed using identical conditions, in an antiparallel configuration. These polyimide layers 
were 5000 Ä thick and were exposed at an incident angle of 75° with 40 shots of fluence 6 mJ cm"2. The transmission is 
not symmetric about 9 = 0 indicating that pretilt is achieved. The liquid crystal pretilt angle, 9P, is found from the 
equation, 

(5), sin 20p =- 
2sino 

n„ + nefjl+(sma/n0)
2 

where a corresponds to the angle which gives maximum transmission. 9P is found to be 2.7° which is over twice as large 
as that measured previously. Larger pretilt angles are consistently obtained when thicker polyimide layers are used. These 
are expected to have a broader Gaussian distribution and, on exposure, would give a larger polymer inclination angle as 
explained above. All of the polyimide layers used were cured at the same temperature. Hence the difference in pretilt angle 
is not due to differences in the degree of imidization which is known to affect the pretilt angle . 

4.2 Grating alignment with polarized light 

Grating alignment was examined using laser ablation with polarized light at normal incidence and the azimuthal 
anchoring energy of twisted nematic cells was measured as a function of grating depth. Figure four shows that, when the 
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grating amplitude is small, the measured azimuthal anchoring energy is much greater than that calculated on the basis of 
grating alignment alone. The difference is too big to be explained on the basis of flow alignment. However, the 
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Figure 3.   Transmitted intensity versus incident angle through an antiparallel aligned nematic cell using the crystal rotation method. 
The solid is a fitted curve to obtain the pretilt angle. 
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Figure 4. Azimuthal anchoring energy versus grating amplitude for TN cells with alignment layers etched using polarized light. The 
circles and solid line indicate the anchoring energies, W, and WB, calculated using equations one and two respectively. The laser 
fluence used for ablation is indicated for each point. 
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polarization vector of the incident light was perpendicular to the grating grooves so that the alignment due to the 
photoinduced effect should add to that resulting from grating formation. When deeper gratings are etched, the measured 
anchoring energy could be explained on the basis of the grating only: no extra anchoring due to the photoinduced effect is 
apparent. The threshold for laser ablation is Ith = 22 mJ cm"2, so that the latter gratings were formed with fluences > 2.5I,h. 
These results suggest that when high fluences are used a surface polarization memory is not retained possibly because the 
ablation occurs by a photothermal rather than a photochemical reaction. However, in view of the smaller than expected 
grating alignment discussed in section three, a more detailed analysis is required to quantify the relative contribution of 
the grating and photoinduced alignment. 

4.3 Pretilted grating alignment 

Grating alignment has the disadvantage that the achievement of pretilt requires complex processing. For example, 
pretilted grating alignment has been obtained using a double grating topography8. In this configuration a weak blazed 
grating is formed perpendicular to a symmetric grating which determines the azimuthal alignment direction. Blazed 
gratings are difficult to obtain using a phase mask so that the photoinduced effect was investigated in conjunction with 
laser ablation in order to achieve pretilted grating alignment. For this experiment, the grating was etched onto the 
polyimide alignment layer by ablation using unpolarized light through the phase mask. This was followed by exposure 
with polarized light from the laser at a fluence below the ablation and with an incident angle of 75°. A pretilt angle of 3° 
was found for nematic cells, which were prepared using two identical alignment layers arranged in an antiparallel 
configuration. The azimuthal anchoring energy of the obliquely exposed grating layers is dependent on the grating depth, 
with typical values being = 1 x 10"5 Jin2. 

5. DISCUSSION AND CONCLUSIONS 

The azimuthal anchoring energy achieved by grating alignment with nonpolarized light is small but large improvements 
can be made by optimization of the phase mask. As shown in equation two, the azimuthal anchoring energy is inversely 
proportional to the cube of the grating period, so that much stronger anchoring would be obtained using smaller periods. 
This would also decrease the influence of a finite polar anchoring energy. Furthermore, the sinusoidal energy distribution 
of the UV light behind the phase mask has a contrast ratio between the peaks and troughs of only about two. The profile of 
the etched grating depends on this contrast as well as the absolute laser fluence relative to the ablation threshold. The 
novelty of our approach towards achieving grating and photoinduced alignment is the use of excimer lasers. This gives the 
advantages discussed in section one, and both alignment methods can be combined in the one device as illustrated in 
section four above. Preliminary spectroscopic studies of the laser-induced photoalignment suggest that anisotropic 
depolymerisation is involved as occurs with UV lamp illumination. However, the total fluence required for the laser- 
alignment process is much less than that typically used with lamp exposure, although quantitative comparisons are 
impossible since the exact chemical composition of SE130 is unknown. The excellent match of the excimer laser 
wavelength to the absorption peak of SE130 may be the explanation. Alternatively, nonlinear effects are involved in the 
laser-induced photoalignment and these are being investigated. 

In conclusion, gratings etched onto polyimide thin films can be used to align nematic liquid crystals. When unpolarized 
laser light at 248 nm is used to ablate the gratings, a modified Berreman model is required to explain the variation in the 
azimuthal anchoring energy with grating amplitude. Exposure with polarized light below the fluence required for ablation 
gives a photoinduced alignment. Pretilt angles up to 3° have been obtained using an oblique exposure with elliptically 
polarized light. A convenient method is developed to achieve pretilted grating alignment: this involves grating formation 
followed by oblique exposure. This technique could be developed for use in bistable nematic devices. 
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ABSTRACT 
We examined the feasibility of making various microscopic modifications in glasses by ultra-short pulses. It was confirmed 
that permanent refractive index changes, photo-reduction of samarium ions, the phenomenon of long-lasting 
phosphorescence, and creation of microcrystals with second-order nonlinear optical functions can be produced with a 
femtosecond pulse laser only in selective internal areas in glasses. By using a femtosecond laser with a high repetition rate, 
permanent optical waveguides can be successfully written in various glasses, where refractive index changes are 
continuously induced along a path traversed by focal point. We also confirmed that only rare earth ions of the core region in 
the waveguides are reduced by the laser irradiation. 

Keyword : three-dimensional, femtosecond laser, refractive index, waveguide, glass, photo-reduction, long lasting 
phosphorescence, nonlinear optical crystal 

1. INTRODUCTION 

The reactions between light and glass in photochromic, photosensitive, and polychromatic glasses have been well 
researched.1"3 There have also been considerable research on the writing of Bragg gratings inside optical fibers and on 
photochemical hole burning.4"6 The reaction between light and glass has been put to practical use in phase-change-type 
memories using a heat-mode scheme.7 Such reactions are usually produced by exciting an absorption area on the glass to 
achieve various types of light-induced structural changes. Continuous-wave lasers and pulse lasers having pulse widths of 
nanosecond order and greater are used as light sources, and the laser wavelengths are mostly in the ultraviolet regions. As a 
consequence, light-induced reactions are more active on or near the surface layer of the glass; it is difficult to achieve light- 
induced effects only in selective internal areas of the glass. 

In general, it is difficult to produce an interaction effect between glass and light by one photon process when the 
excitation wavelength does not agree with the wavelength of absorption region of the glass. However, various types of 
interactions with glass can be produced by using an ultrashort-pulse laser operating at the nonresonance wavelength with 
pulse widths of femtosecond order.8* 9 Ultrashort light pulses are useful for observing and evaluating at a very high time 
resolution the dynamics of the phenomena that occur within materials at speeds ranging from pico- to femtosecond. Such 
phenomena include the direct interaction between light and atoms or molecules, the saturation process associated with the 
coherent state of materials, and the elementary process of chemical reactions. A short pulse width also means that extremely 
high peak power can be obtained and that high intensity light (up to 1014 W/cm2) can easily be achieved by focusing the 
laser. The development of high-energy-density femtosecond pulse lasers has prompted us to investigated the unexplored 
potential for inducing multiphoton photochemical reactions. There is therefore considerable interest in using femtosecond 
lasers to generate various types of microscopic which are of scientific and practical interest. 

We recently discovered that refractive index changes of the order from 10"2 to 10"3 can be induced within various 
types of glass by irradiating the glass with focused femtosecond laser pulses.10 By using a femtosecond laser with a high 
repetition rate, permanent optical waveguides can be successfully written in various glasses, where refractive index changes 
are continuously induced along a path traversed by focal point.11' 12 We have also discovered the long lasting 
phosphorescence phenomenon which can be observed with naked eye even 10 hours after the removal of the exiting.13 
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More recently, it was confirmed that photo-reductions of rare earth ions in a few glasses can be produced by the irradiation 
of femtosecond laser pulses. Up to now, to our knowledge, no creation of permanent photo-redox reactions in the glass have 
been reported with the laser, although several investigations have been conducted on the transient creation of the divalent 
rare earth ions in solutions and halide crystals by laser irradiation.14- 15 In this paper we describe a variety of microscopic 
modifications which are permanent or metastable at room temperature can be made only in the laser focusing area inside 
transparent glasses by using femtosecond laser pulses, we also introduce the preparation and optical characterization of 
photo-written optical waveguides formed in bulk glasses by a ultrashort pulse laser in femtosecond region. 

2. EXPERIMETAL ARRANGEMENT 

By using the apparatus shown in Fig. 1, we tightly focus femtosecond laser pulses inside a bulk glass to create localized 
microscopic modifications. The irradiation sources employed were a regeneratively amplified 800-nm Tirsapphire laser that 
emitted 1 mJ, 140 fs, 1-kHz mode-locked pulses, or 4uJ 130 fs, 200-kHz mode-locked pulses. The pulse width of the laser 
was continuously adjusted from 110 to 250 fs by changing the dispersive path length of a pair of prisms. The peak energy of 
laser pulses at the sample location was approximately controlled between 10 nJ and 1 mJ by using neutral-density filters 
inserted between the laser and the prism compressor. 

We used a microscope system to tightly focus the laser pulses inside various types of glasses to create localized 
microscopic modifications. A 10-mm laser beam was focused at a diameter of 10 urn or less through microscope objectives 
and injected into a polished sample placed on an XYZ stage. To write optical waveguides in the glasses, we used 200-kHz 
mode-locked pulses in the Gaussian-profile mode to form a continuous pattern of photo-induced refractive-index changes. 
By using a computer to control the position of the stage, the waveguides were written by translating the sample either 
parallel or perpendicular to the axis of the laser beam at a rate of 20 to 1,000 um/s. 
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Figure 1. Schematic diagram of three-dimensional microscopic modifications writing by a femtosecond laser. 

3. LASER INTERACTION WITH GLASSES 

In general, it is difficult to produce an interaction between glass and a laser when the pulse energy is not absorbed by one 
photon absorption process. However, an ultrashort-pulse laser can produce various types of interactions with glasses through 
the nonlinear optical process. In practice, white-light generation due to the self-phase modulation and second-harmonic 
generation were observed from the focal point of the laser beam inside the glass. A typical emission spectra of fluoride glass 
and Ge-doped silica glass during the irradiation of laser is shown in Fig. 2; the laser wavelength and average power were 
800 nm and 200 mW at 200 kHz, respectively. It shows that various nonlinear processes occur at a focal point. After the 
irradiation of the focused femtosecond laser, a variety of microscopic modifications was formed in the glass samples. AFM 
observation of a damage caused by focusing laser pulses on the surface of the glass samples are shown in Fig. 3 (a), and the 
damages caused by focusing in the interior of the samples are shown in Fig. 3 (b) (c) (d). Each sample received 200,000 
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pulses/spot through a microscope objective. Ablation or cracking (a) due to thermal shock occurred at high power when the 
ultra-short laser pulse was focused on the near surface of the glass samples, but when the laser beam was focused in the 
interior of the glasses, no cracking was detected and only visible damages resulting from various phenomena such as the 
formation of color centers or lattice defects (b), local densification (c) or melting of very small area (d) were observed in the 
glasses. By use of the photosensitivity attributed to the nonlinear optical process, visible laser damages could only be 
formed inside the focused region, because nonlinearity only occurs in regions with high optical intensity above the damage 
threshold. Moreover, the threshold of each microscopic modification is different and dependent on the type of glass. 
Varying the type of glass and laser-irradiation conditions can therefore produce various types of microscopic modifications 
inside glass. The following describes typical examples of microscopic modifications by a femtosecond laser. 

3 

C 
<u 

Ge-SiO Fluoride glass 
(ZBLAN) 

350      400       450       500      550 

Wavelength (nm) 

600 

Figure 2. Typical emission spectra of fluoride glass and Ge-doped silica 
glass during the irradiation of a femtosecond laser. 
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Figure 3. Various types of damage formed by the irradiation of the focused femtosecond laser (130-fs, 200-kHz). 
(a) Damage on the surface caused by 50-uJ pulses focused through a 10X objective lens 
(b) Damage in the interior caused by 1-uJ pulses focused through a lens of 100-mm focal length 
(c) Damage in the interior caused by 1-uJ pulses focused through a 10X objective lens 
(d) Damage in the interior caused by 4-uJ pulses focused through a 50X objective lens 

3.1. Photo-reduction 

The sample used in this study was prepared with composition of 35AlF3-14YF3-10MgF2-20CaF2-10SrF2-10BaF2-lSmF3 
(mol%) in an Ar+NF3 (5 mol%) atmosphere by the induction heating method. High purity fluorides containing impurity 
transition metals at 10 ppb by weight was used as starting materials. The laser beam with an average power of 200 mW was 
focused by a 100-mm focal length lens in the interior of the samples. The irradiation condition of laser is correspondent to 
Fig. 3(b). Figure 4 shows the absorption spectra for a laser-irradiated area (a) and non-irradiated area (b) in fluoride glass 
containing Sm3+ ions. For the comparison, the absorption spectrum of a glass which contains Sm2+ ion prepared in a 
reducing atmosphere (Ar + H2) was shown in (c). As can be seen, the (a) and (c) spectra are remarkably similar, confirming 
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that the valence of samarium ions in the laser-irradiated area was changed from three to two by photo-reduction. No creation 
of permanent photo-reduction in the glass have been reported with the laser although several investigations have been 
conducted on the transient creation of the divalent rare earth ions in solutions14 and hahde crystals by laser irradiation. 
Photo-reduction by femtosecond laser pulses exhibits almost no change over time at room temperature. ESR measurements 
of the laser-irradiated area showed the creation of defects in which holes are captured. It is inferred that the electrons and 
holes generated by the irradiation of femtosecond laser are captured in Sm3+ions and defects m the glasS3 structure, 
respectively Sm2+ ions in the fluoride glass reduced by femtosecond laser pulses can be easily oxidized to Sm ions by 
CW laser such as the dye laser. The found phenomenon in this study is inferred to be useful to fabricate rewritable three- 
dimensional optical memory with an ultrahigh storage density. 
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Figure 4. Absorption spectra of Sm3+-doped fluoride glass before and after 

3.2. Long lasting phosphorescence 

We prepared glass samples with compositions of 53ZrF4-20BaF2-lLaF3-4AlF3-20NaF-3LnF3 (Ln=Tb3+, Pr3+). The laser 
beam with an average power of 400 mW was focused by a 100-mm focal length lens in the interior of the samples. With the 
help of an XYZ stage controlled by a computer, the samples were translated at rate of 1,000 um/s perpendicular to the axis 
of the incident laser beam. After irradiation by the focused laser, bright and long lasting phosphorescence from focused area 
was observed in the dark after removal of the laser. Figure 5 shows a photograph of the emission states of phosphorescence 
in Tb3+ -(green) and Pr3+-(red) doped glasses. 

Pr3+:ZBLAN Tb3+:ZBLAN 

Figure 5. Photograph of the emission states of long lasting phosphorescence. 

As shown in Figure 6, the emission spectrum of the phosphorescence (b) of the Tb3+-doped glass has same appearance as 
observed in the photoluminescence spectrum (a) exited by 250 nm UV light. The emission peaks in the wavelength region 
from 350 to 700 nm can be ascribed to the 5Dj—7F„ (J=3,4, J' =3~6) transitions of Tb3+ ions. Figure 7 shows the decay 
curve of phosphorescence at 543 nm in a Tb3+-doped glass. The emission intensity of phosphorescence decreases quickly at 
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first and then slowly. The phosphorescence can be seen with the naked eye in the dark even 10 hour after the removal of the 
activating laser. Based on the absorption spectra, the long lasting phosphorescence is considered to be due to the 
thermostimulated recombination of holes and electrons at traps induced by the femtosecond laser irradiation, which leave 
holes or electrons in a metastable excited state at room temperature. Like green and red light emissions of long lasting 
phosphorescence in Tb3+ and Pr3+ doped fluoride glasses, we also observed blue light emission of Ce3+ ions doped into a 
calcium aluminosilicate glass. These results indicate that optional three-dimensional image patterns emitting long lasting 
phosphorescence in various colors are possible by selecting appropriate glass compositions and species of rare earth ions. 
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Figure 6. Photoluminescence and phosphorescence   spectra 
of a Tb3+- doped glass. 
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Figure 7. Decay curve of phosphorescence at 543 nm in a laser 
irradiated Tb3+-doped glass. 

3.3. photo-induced refractive index change 

Figure 8 shows an array of the refractive index changes inside silica glass induced by a single pulse for each, where peak 
power was 109 W/cm2. These spots have diameters of roughly 400 nm, as measured with a confocal laser scanning 
microscope. This was significantly smaller than the focal-beam size and the wavelength of the laser (800 nm). This may be 
due to the self-focusing of the laser and non-linear effect of the glass, which resulted from the interaction between the laser 
and the glass. The spot size of refractive index change increases with increasing number of irradiation pulse and peak power 
of each pulse. Using a microellipsometer, we measured 
refractive  index  profiles  across  the  cross  sections  of ,  
refractive index change lines that were formed 
perpendicular to the laser beam with alOX lens, 470 mW, 
130 fs and 200 kHz. For the pure silica and the Ge-doped 
silica glasses, the laser irradiation produced refractive index 
increases of approximately 0.015 and 0.01 respectively, at 
the center. The refractive index increases observed here are 
large enough for the creation of optical devices or three- 
dimensional memory. 

We observed a densification phenomenon in the 
silica glass irradiated by the femtosecond laser from the 
measurement of Raman spectra. Figure 9 shows Raman 
spectra of a laser-irradiated area (a) and non-irradiated area 
(b) in a silica glass. The wide band centered at 430 cm"1 is 
attributed to the symmetrical stretching vibration mode (w 

l) of Si04. In the laser-irradiated area,<w l band is shifted 
toward the high-frequency side. It is known that the a> l 
band of silica glass shifts in relation to density. The amount 

Figure 8. Refractive index changes inside silica glass 
induced by a single pulse for each. 
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of co l band shift in this figure is 3-5 cm"1 

corresponding to an increase in density of about 1%. 
Therefore, the increases in refractive index can be 
related to local densification which finally occurred 
inside the glass, though the initial process of 
refractive index changes may be accompanied by 
various phenomena such as the formation of color 
centers or lattice defects, or melting of very small 
area. However, there have been no reports of the 
densification for optical reactions that participate in 
both glass bonding and defects with the exception 
of pure silica and Ge-doped silica glasses. Although 
it is possible to increase the refractive index in 
various types of glass other than silica glass by a 
femtosecond laser, the mechanism behind this 
process must be studied in more detail. 
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Figure 9. Raman spectra of a silica glass before (b) and after (a) the laser 
irradiation. 

3.4. Creation of second-order nonlinear optical crystals 
Second-order nonlinear optical crystals can be generated near the focal point of a laser beam under the irradiation conditions 
such as Fig. 3(d). Figure 10 shows microscopic photographs near the focal point directly after focused irradiation (a) and 30 
minutes after irradiation (b) of the laser (wavelength: 800 nm, repetition frequency: 200 kHz, average output: 600 mW) in a 
Ba0-Ti02-B203 glass via an 50X objective lens. A polarizing microscope is used here to facilitate observation of the 
crystallization. A spectrum of second harmonic generation from laser irradiation area (b) obtained by incidence of a 800 nm 
nanosecond laser pulses is shown in Fig. 11. From the measurement of X-ray diffraction patterns, it was confirmed that ß - 
BBO crystals were genered in the laser focused area. In a similar way, it is possible to generated LiNb03 crystals for a 
Li20-K20-Nb20s-Si02 glass by a femtosecond laser. In addition, just as the single crystal can be formed by Czochralski 
method, it may also be possible to form a single crystal by continuously moving the melting area. Forming a single crystal 
inside glass should enable an optical confinement effect to be achieved that makes use of the difference of refractive indices 
of the glass and the crystal, which in turn should make it possible to achieve a high-efficiency wavelength converter. 
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Figure 10. microscopic photographs near the 
focal point directly after focused irradiation 
(a) and 30 minutes after irradiation (b) of the 
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Figure 11. Second harmonic generation from laser irradiation area(b) 
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4. LASER-INDUCED OPTICAL WAVEGUD3ES 

By using a femtosecond laser with high repetition rate, it is possible to write waveguides, where laser damage spots are 
continuously induced along a path traversed by the focal point. Waveguides could be written inside various glasses such as 
fused and synthetic silica, Ge-doped silica, borosilicate, borate, phosphate, fluorophosphate, fluoride, and chalcogenide 
glasses. Typical photo-written waveguides formed inside fluoride glass are shown in Fig. 12; they were created using 800- 
nm, 120-fs, 200-kHz mode-locked pulses. The waveguides were written by translating the sample (a) parallel or (b) 
perpendicular to the axis of the laser beam at a rate of 20 um/s and focusing the laser pulses through a 10X or 50X 
microscope objective, respectively. A cross section of a waveguide written by translating the sample parallel to the axis of 
the laser beam is shown in Fig. 13 (a); that written by translating the sample perpendicular to the axis of the laser beam is 
shown in Fig. 13(b). Both cross sections are almost circular. When the samples were translated parallel to the laser beam, 
the shapes of the cross sections remained unchanged despite changes in the average laser power or the magnification of the 
objective, with diameters of approximately 7 to 30 urn. The core of the waveguides produced when the samples were 
translated perpendicular to the laser beam became more elliptical as the numerical aperture was decreased because of the 
self-focussing. Therefore, a high-numerical-aperture objective should be used to form waveguides with a circular core. 
Writing waveguides perpendicular to the incident laser beam provides the most flexibility for writing planer patterns and 
allows one to create multiple-pattern layers by simply changing the focus depth of the beam. 

To obtain information on the densification due to structural changes in the laser-irradiation region, we observed the 
unpolished surface of the core-end on a waveguide by using atomic force microscopy. We found that the shrinkage of the 
surface gradually increased from outside the core towards the center, leading us to conclude that the densification of a glass 
occurs in the laser irradiated region. 

100 urn 
< i—> 

Figure 12. Photo-written waveguides in fluoride glass formed using 800-nm 200-kHz mode-locked pulses. The waveguides 
were written by translating the sample (a) parallel or (b) perpendicular to the axis of the laser beam at a rate of 20 um/s and 
focusing the laser pulses through a 1 OX or 50X microscope objective, respectively. 
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Figure 13. Cross sections of waveguides written by (a) 
translating the sample parallel to the axis of the laser 
beam, and (b) translating the sample perpendicular to the 
axis of the laser beam. 

We examined the effects of the average power, the pulse width, and the number of laser passes on the refractive index 
and core size of optical waveguides. The relationship between the diameter of a core formed by translating the sample 
parallel to the axis of the laser beam and the average power of the laser is shown in Fig. 14. The core diameters increased 
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with increasing average laser power at a constant pulse width. The intensity profiles of the guided light for waveguides 
produced at different pulse widths at a constant average power are shown in Fig. 15. The peak intensity increased as the 
pulse width decreased at a constant average power. This shows that the change in the refractive index increases as the pulse 
width is decreased. That is, the refractive-index change increases with the peak power, which is equal to the average power 
over the pulse width. Note that the core diameters decreased as the peak power was increased. As shown in Fig. 16, the 
intensity profiles of the guided light varied with the number of laser pass over the same area. The core diameters remained 
unchanged despite the number of passes, although increasing the number of passes increased the guided-light intensity due 
to increasing the refractive index of the core area. These results indicate that the refractive-index difference and the core 
diameter can be controlled by adjusting the writing conditions. We observed the field-intensity distributions of the guided 
light in waveguides written in fluoride glass at different average powers by using a CCD camera. The intensity distributions 
of the far field at 800 nm for 15-mm-long fluoride-glass waveguides are shown in Figs. 17 (a) and (b), where the core 
diameters were 8 and 27 um, respectively. At a core diameter of 8 urn, it was possible to propagate only a fundamental 
mode that was nearly Gaussian, while a complicated intensity distribution resulting from the overlap of several modes was 
observed at a core diameter  of 27  urn.  The cut-off 
wavelength of the waveguide in Fig. 17 (a) was found to be 
around 800 nm by examining the wavelength dependence of 
the mode profiles at several wavelengths ranging from 633 
nm to 1 um. For the waveguide in Fig. 16 (a), on the 
assumption that the refractive index of the core decreases in 
proportion to the square of the distance from the center, the 
result   of   Hermite-Gaussian   fitting   for   the   intensity 
distributions of the near field is shown in Fig. 18. The 
calculated result is in good agreement with the experimental 
data, indicating that this waveguide is a graded-index one 
with a quadratic refractive-index distribution. The refractive 
indices of the core center and base glass calculated from the 
result of the fitting were 1.502 and 1.499, respectively. 
Although our knowledge of the mechanisms behind the 
formation of the optical waveguide in various glasses is still 
insufficient, our findings have opened up new possibilities 
in the field of integrated optics. They show that it may be 
possible   to   form   three-dimensional   optical   integrated 
circuits in bulk glass by using laser writing. 
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Figure 14. Relationship between the diameter of a core 
formed by translating the sample parallel to the axis of the 
laser beam and the averase nower of the laser. 
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Figure 17. Intensity distributions of the far field at 800 nm for 15-mm-long fluoride-glass waveguides where the 
core diameters were (a) 8|am and (b) 27 um, respectively. 
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Figure 18. Result of Hermite-Gaussian fitting for the intensity 
distributions of the near field. The sample was the same as that 
observed in (a). 

5. COMPOSITE FORMATION OF PHOTO-INDUCED STRUCTURES 

With microscopic modifications in glass by the femtosecond laser, multiple photo-induced structures can be formed in the 
same area by the use of differences of thresholds for various types of photo-reactions. For example, by making use the 
difference of thresholds for the refractive index change and for photo-reduction, it is possible to reduce only rare earth ions 
in the core area of the optical waveguide written by a femtosecond laser. Figure 19 shows an example of photo-reduction of 
samarium ions in a core area at an average laser power of 90 mW after writing an optical waveguide within samarium-doped 
glass with a 10X objectives and an average laser power of 200 mW. Figure 20 shows the emission spectra exited by an 514- 
nm argon ion laser of a laser-irradiated area (a) and non-irradiated area (b) correspond to (a) and (b) in figure 19, 
respectively. Broad bands observed around 560, 600,and 645 can be attributed to the 4GS/2—>6H5/2,7/2,9/2 transitions, 
respectively, of the Sm3+ ions. On the other hand, emissions at 680, 700, and 725 nm that are attributed to the 5D0—>7F0,i,2 

of Sm2+ ions were observed from the core area in the laser induced optical waveguide. Thus, these spectra implies a photo- 
reduction of Sm3+ ions into Sm2+ ions in only the core area. By the combination of photo-induced refractive index change 
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and photo-reduction, it is possible to fabricate composite structure of microscopic modifications in which the emission and 
absorption characteristics of low refractive-index area and high refractive-index area are completely different. Composite 
formations of microscopic modifications by femtosecond laser pulses are an effective means of giving new functions to 
glass materials. 

Ar+ Laser 
(514 nm) 

Figure 19. shows an example of photo-reduction of samarium ions in a core area at an 
average laser power of 90 mW after writing an optical waveguide within samarium-doped 
glass with a 10X objectives and an average laser power of 200 mW. 
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Figure 20. Emission spectra of (a) the waveguide formed by the laser 
irradiation and (b) the non-irradiated area in a Sm3+ doped fluoride glass. 
The excitation wavelength is 514 nm. This shows that the photo- 
reduction of Sm3+ to Sm2+ was occurred simultaneously with the 
refractive index change. 

6. CONCLUSIONS 
In an attempt to form three-dimensional microscopic modifications in bulk glasses, we have investigated various photo- 
induced structures produced by focusing an ultra-short laser pulse through a microscope objective. It was confirmed that 
permanent refractive index change, photo-reduction of samarium ions, long lasting phosphorescence phenomenon and 
precipitation of micro-crystals with excellent nonlinear optical functions can be produced only in selective internal areas 
with a femtosecond pulse laser. We investigated optical waveguides formed by using photo-induced refractive index change 
produced with an ultra-short pulse laser in the femtosecond region, and demonstrated that permanent optical waveguides 
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could successfully be formed in various types of glass through our novel method. Because of the presence of a threshold for 
photosensitivity of each modifications, it is possible to make microscopic modifications three-dimensionally in glasses by 
using a nonresonant femtosecond laser. In addition, it was confirmed that multiple photo-induced structures can be formed 
in the same area by the use of the difference of thresholds Our findings have opened up new possibilities in the production 
of novel functional optical materials and devices. 

ACKNOWLEDGEMENTS 

We acknowledge helpful discussions with Y. Kondo, H. Inouye, S. Fujiwara and T. Suzuki of the Hirao Active Glass 
Project, ERATO, JST, Japan. We thank N. Nishimura of Central Glass Co., Ltd. for his help in fluoride glass fabrication. 

REFERENCES 

1. N. F. Borreli and B. Wedding, J. Appl. Phys. 63,15, 1988. 
2. D. C. Boyd and J. F. MacDowell, Commercial Glasses, Advance in Ceramics 18,165, 1986. 
3. N. F. Borrelli, J. B. Chodak, D. A. Nolan, and T. P. Seward, J. Opt. Am. 69,1514, 1979. 
4. K. O. Hill, Y. Fujii, D. C. Johnson, and B. S. Kawasaki, Appl. Phys. Lett. 32,647, 1978. 
5. P. Cordier, J. C. Doukhan, E. Fertein, P. Bernage, P. Niay, J. F. Bayon, and T. Georges, Opt. Commun. Ill, 269, 1994. 
6. K.Hirao, J. Non-Cryst. Solids 196,16,1996. 
7. M. Terao, T. Nishida, Y. Miyauchi, S. Horigome, T. Kaku, and N. Ohta, Proc. SPIE 695,105, 1986. 
8. E. N. Glezer, M. Milosavljevic, L. Huang, R. J. Finlay, T.-H. Her, J. P. Callan, and E. Mazur, Opt. Lett. 24, 2023, 1996. 
9. Y. Kondo, T Suzuki, H. Inouye, K. Miura, T. Mitsuyu, and K. Hirao, Jpn. J. Appl. Phys. 37,94, 1998. 
10. K. M. Daivis, K. Miura, N. Sugimoto and K. Hirao, Opt. Lett. 21,1729,1996. 
U.K. Miura, J. Qiu, H. Inouye, T. Mitsuyu and K. Hirao, Appl. Phys. Lett. 71,3329, 1997. 
12. K. Miura, H. Inouye, J. Qiu, and K. Hirao, Nuclear Instruments and Methods in Physics Research B 141,726, 1998. 
13. J. Qiu, K. Miura, H. Inouye, Y. Kondo, T. Mitsuyu and K. Hirao, Appl. Phys. Lett. 73, 1763, 1998. 
14. M. Kusaba, N. Nakashima, Y. Izawa, C. Yamada, and W. kawamura, Chem. Phys. Lett. 221,407, 1994. 
15. Y. Yamada and S. Ohno, Chemistry Lett. 465,1991. 

151 



Fiber Bragg Grating Writing by Interferometric or Phase Mask Methods 
Using High Power Excimer Lasers 

Eric E. Mayer, David A. Gillert, and Sergei Govorkov 
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ABSTRACT 

This paper reports the development of high power excimer lasers with enhanced spatial and temporal coherence. These 
excimer lasers are applicable to writing fiber Bragg gratings by interferometric or phase-mask techniques. An excimer laser 
with a novel unstable resonator will be analyzed with respect to its suitability to the production of passive fiber optic 
components and in terms of production flexibility, efficiency, and reliability. A survey of applicability of this tool to short 
and long period fiber Bragg gratings will be presented. 

Keywords: excimer laser, optical fiber, fiber Bragg grating, interferometry, phase mask 

1. INTRODUCTION 

The emergence of fiber technologies in the telecommunication and sensor industries has made fiber Bragg grating (FBG) 
production economically important. The demand for FBGs in step-indexed, germanosilicate-core fibers has seen exponential 
growth in the telecommunication industry. FBGs are applicable to band pass filters and wavelength division multiplexers 
(WDM) as well as used for gain flattening in amplifiers and dispersion correction. FBGs have also been applied as pressure, 
temperature, and stress sensors. This large demand has fueled growth in the development of passive optical devices and laser 
technology. 

A FBG is a longitudinal index modulated diffractive element, which selectively reflects a design wavelength. The FBG is 
produced by patterning the zones of refractive index change along the fiber core. For the reflection of a set of harmonically 
related wavelength the core is patterned with a period that satisfies the Bragg condition, 

V=2Aneff/N ,     N=l,2,3..., (1) 

where Xb is the wavelength, A is the period, and neff is the effective index of refraction, and N is the order of the reflection. 
For instance, a typical design wavelength would be 1.55 um. The reflectivity of the grating is a function of the length of the 
fiber and the wavelength dependent coupling strength of the light to the grating, 

R=tanh2(KL), (2) 

where R is the reflectivity, L is the length of grating, and K is coupling strength. 

The photoinduced refractive index change in germanium doped fibers to produce a FBG was first observed over 20 years 
ago.1 Standing wave interference features were produced with the 488 nm line of an Argon ion laser. It was later shown that 
the photoinduced change was the result of a two-photon process.2 Further work has shown the process has a photosensitivity 
between 240 nm and 260 nm. 

There has been a continual growth in understanding of the mechanisms of photoinduced change in index of refraction. These 
models are important in understanding the photosensitivity, permanence of index change, and mechanical stability of FBGs. 
Additionally, accurate models offer further strategies of FBG production, such as hydrogen loading of fibers. One theory is 
the color center model.3 In the color center model, oxygen deficit cites are ionized to produce free electrons. These electrons 
then relocate to produce new absorption bands.  These new absorption bands produce a wavelength-specific change in the 
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index of refraction. Another theory is the stress relief model.4,5 In the stress relief model, stress is induced in the fiber core 
by photolytic bond breaking. Although one model may describe the dominant mechanism under moderate illuminations, 
another model may better describe the mechanisms involved in high power density illuminations. 

2. METHODS OF FGB FABRICATION 

The required beam qualities and degree of coherence needed for writing fiber Bragg gratings depends upon the method. For 
example, amplitude mask-imaging techniques have little need of well-correlated photons. On the other hand, a high degree 
of coherence is needed for writing fiber Bragg grating with interferometric techniques or techniques that detract the beam. In 
amplitude-division interferometric techniques, the beam is split and recombines at a selected angle to produce an interference 
pattern on the target. The requirements of coherence for these techniques depend upon the experimental setup. The temporal 
coherence requirements depend upon the precision of beam path compensation, and the spatial coherence requirements 
depend upon the symmetry of the beam paths and precision of overlap alignment. Additionally, factors such as air current 
induced refractive index changes and optics induced wavefront distortions need to be accounted for. Amplitude-division 
methods require a homogeneous laser beam profile, high spatial coherence (~1 mm desirable), high temporal coherence 
(~ 10 mm desirable), high pulse-to-pulse energy stability, and high beam pointing stability. 

Another common interferometric method involves wave-front division. In this method a phase-mask is used to diffract the 
beam to produce a designed-interference, intensity modulation at the target. Usually the first orders of diffraction (-1 and +1) 
are recombined at the target to produce the specific interference pattern. The simplicity and less critical dependence on 
alignment makes phase-mask methods the most applicable to production level demands. Phase-mask methods require a 
homogeneous laser beam profile, high spatial coherence (~1 mm desirable), high pulse-to-pulse energy stability, and high 
beam pointing stability. The quality or contrast of the interference pattern behind the mask is a function of the spatial 
coherence of the laser. Additionally, higher spatial coherence allows the interference pattern to persist further behind the 
mask. This allows for the fiber to be moved away from the mask to minimize the fluence on the mask, minimize the 
contamination of the mask, and minimize the cross contamination of the fiber. These factors contribute to high quality 
gratings, increased reliability and consistency. 

3. LASER PERFORMANCE AND APPLICABILITY OF FBG PRODUCTION 

3.1. Experimental 
In our experiments, we used a LAMBDA 1000 excimer laser with a krypton fluoride (KrF) gas mixture. The LAMBDA 
1000 was optimal due to its external resonator optical design, high long-term stability, high power, and reliability. The 
krypton fluoride mixture delivers high peak power, pulsed, 248 nm output, which is in the appropriate range to produce an 
index of refraction change in step-indexed, germanosilica-core fibers. The peak power delivered is in the order of 106 Watts, 
while the average power is on the order of 15 Watts. This allows short fiber exposure times (from one shot to a few minutes) 
with large induced effects and with a minimal amount of fiber heating. 

Spatial coherence properties of the excimer lasers were measured using shearing interferometer (Figure la). In the shearing 
interferometer, the entire laser output was split by a beam splitter and recombined with independent control of the temporal 
delay and temporal displacement of the beams. The contrast of fringes (Figure lb) was measured and quantified in terms of 
visibilities. Visibilty of the interference fringes was defined as (Imax-Imin)/(Imax+Imin)- We defined spatial and temporal 
coherence length or radius as a displacement or a path length difference at which the visibility of the interferometric pattern 
drops to 0.5. 

153 



Laser Output 

Roof Prism 

Translation 
Stage 

(Figure la) (Figure lb) 

Figure la: The shearing interferometer used in used to measure the interference fringe contrast. Translation of the lower roof prism 
provides the differential in path length and displaced overlap. Figure lb shows typical fringes generated with a shearing interferometer. 

3.2. Spatial Coherence 

High spatial coherence is critical for producing high contrast interference features and is needed to increase the offset 
between the fiber and phase-mask. Unstable resonators are commonly used to reduce divergence and increase spatial 
coherence in lasers with large-volume gain media, such as in excimer lasers. The high gain of the excimer can sustain the 
high loss per round trip, and the short pulse limits the number of attainable round-trips. However, typical unstable resonators 
may still have deficits in low conversion efficiency, low pulse-to-pulse energy stability, high levels of amplified spontaneous 
emission (ASE), and poor beam profiles. A detailed study of spatial coherence of the beam produced by conventional 
unstable resonators reveals negative effects of amplified spontaneous emission (ASE) on spatial coherence. The interference 
fringe contrast variation of a conventional unstable resonator with the lateral displacement of the two beams of the shearing 
interferometer (Figure 2) shows the negative effect of high ASE. The sharp drop in the contrast of interference fringes at 
displacements greater than ± 0.2 mm in this conventional, unstable-resonator laser is indicative of ASE. 
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Figure 2: Spatial coherence of laser with conventional unstable resonator yields a much lower spatial coherence radius. 
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This indicates a need to remove the ASE from the excimer laser output. However, classical spatial filtering of the beam by 
focusing the beam and bounding the beam waist at the focal point is not easily applied to a high-energy excimer laser system. 
The difficulty in classical spatial filtering is that the high power densities at the focal point may lead to air break down and 
damage to the aperture. Given the single dimensional requirement of the modulated periodicity of the FBG, we chose a 
similar single axis approach in resonator design and spatial filtering (Figure 3). We chose the long axis of the laser to be the 
critical axis for this application. The long axis offers a stable, flat-top beam intensity profile that is independent of discharge 
conditions and aging of the electrodes. We chose a cylindrical unstable-resonator oscillator (CUR) design to provide a high 
degree of spatial coherence along the long critical axis, while minimizing gain losses. The CUR oscillator reduces losses by 
an order-of-magnitude when compared with a spherical unstable resonator of the same magnification. Consequently, the 
CUR oscillator achieves gain saturation. This efficient design combined with an integrated single axis spatial filter provides 
unsurpassed pulse-to-pulse energy stability, a superior beam profile, and a minimum of ASE. 

Cylindrical Unstable Resonator 

n a 
Spatial Filter Assembly 

Output 
Coupler 

Slit Aperture Laser Output 

Figure 3: Schematic of the laser resonator and beam processing. 

Measurements of the visibility for known beam displacements in a shearing interferometer (Figure 4) show a radius of spatial 
coherence is more than 1 mm in the long (critical) axis of the beam and approximately 0.25 mm in the short (non-critical) 
axis. The divergence was measured to be less than 0.3 mrad along the critical-long axis of the beam and 1.5 mrad along the 
short (non-critical) axis. 
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Figure 4: Spatial coherence of the spatially filtered CUR laser along critical (long) axis of the beam. The visibility is plotted as a function 
of the lateral beam displacement in a shearing interferometer. Note that the coherence radius is greater than 1 mm. 

3.3. Uniformity of Beam Intensity Distribution 

The uniformity or the beam homogeneity is important for producing even illumination along the exposed fiber. The intensity 
distribution of the beam (Figure5) shows that the beam intensity is nearly constant along critical (long) axis. The choice of 
the long axis as the coherently enhanced axis allows for the most consistent homogeneity with regards to the lasers gain or 
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tube aging. This offers a very reproducible beam intensity profile along the long axis, which is important in insuring a 
minimal variation in the illumination envelope along the fiber. The long-term consistency of the beam profile is essential for 
a highly reproducible writing process. A 48-hour continuous run test showed no observable change in the intensity 
distribution. 

Figure 5: Near field beam intensity distribution of the beam after spatial filtering. 

3.4. Short- and Long-Term Pointing Stability 

Pointing stability is important for minimizing the shot-to-shot interference variation and for maintaining sensitive optical 
alignments. High pointing stability can increase contrast in FBG and improve reproducibility of FBGs. Figures 6 and 7 
show measurements of pointing stability of the spatially filtered laser. In Figure 6, the standard deviation of the far field 
center of gravity (centroid) of the beam (calculated within the sample of 256 pulses) is plotted against time in 48-hour 
continuous run. This short term pointing stability test shows that the sigma stays within 0.02 mrad. Long term beam pointing 
stability is plotted in Figure 7. In this extended 48-hour test, the center of the beam remained within an angle of ±0.04 mrad. 
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Figure 6: Short term pointing stability of the CUR resonator with spatial filtering. Each point represents the standard deviation within a 
sample of 256 laser pulses. 
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Figure 7: Long term pointing stability of the CUR resonator with spatial filtering. Each point represents the average position of 256 laser 
pulses. These points were taken at even intervals over a 48 hour period. 

3.5. Pulse-to-Pulse Energy Stability 

High pulse-to-pulse energy stability is important for maintaining strict dose tolerances. The laser was operated at a repetition 
rate of 50 Hz and with a servo-controlled, constant pulse-energy of 130 mJ. Figure 8 shows that the standard deviation of the 
pulse energy (in samples of 1000 pulses) remained below 2.5% over 48 hours, whereas the standard deviation of moving 
average over 50 pulses was as low as 0.1%. Additionally, a 5.5 hour test of the laser power with time shows a peak-to-peak 
variation of ± 1.2% (Figure 9). This data shows extremely high reproducibility of the representative dose of radiation 
accumulated in 50 pulses. 
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Figure 8: Pulse-to-pulse energy stability in 48 hours run. Each solid point represents the standard deviation of 1000 laser pulses. Each 
hollow point represents the standard deviation of a moving average of 50 pulses within a sample of 1000 laser pulses. 
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Figure 9. Long-term power stability of the spatially filtered CUR excimer laser recorded at 50 Hz with a servo-controlled 
constant pulse energy of 130 mJ. 

4. PERFORMANCE AND APPLICABILITY OF LINE NARROWED CUR EXCIMER LASER TO FBG 
PRODUCTION 

An additional advantage of the cylindrical unstable resonator (CUR) design described above is the possibility of line 
narrowing the output. The single axis aspect of the CUR resonator provides high spatial coherence along the long, critical 
axis while allowing for intracavity line narrowing of the beam on the short, non-critical axis. This offers the possibility of 
using single axis beam processing elements such as lenses, prisms, and gratings. We line narrowed the cavity by expanding 
the short axis of the beam onto a Littrow-orientated, retroreflecting grating with two fused silica, 37° prisms. The prisms 
provided a magnification of 8 times, a beam deviation of 35.5 degrees per prism, and an effective aperture of 3 mm. 

This line-narrowed configuration of the CUR with spatial filtering delivered both high spatial coherence and high temporal 
coherence. Figure 7 shows that the high spatial coherence of more than 1 mm of the spatially filtered CUR oscillator is 
maintained with the addition of the line-narrowing components. Figure 8 shows that the line-narrowing produces an 
observed temporal coherence of more than 10 mm. The addition of the line-narrowing optics produces additional output 
characteristics, such as a highly linearly-polarized output, which may be beneficial in the production of certain FBGs. A 
summary of these characteristics can be found in Table 1. 
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Figure 7: Spatial coherence of the spatially-filtered, line-narrowed CUR oscillator. The visibility is plotted as a function of the lateral 
displacement in a shearing interferometer. 
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Wavelength 248 nm 
Temporal coherence length (at 50% visibility) >10 mm 
Spatial coherence radius (at 50% visibility) > 1 mm 
Maximum energy per pulse > 50 mJ 
Maximum repetition rate 50 Hz 
Divergence (long x short axis) <0.5 mrad x 2.0 mrad 
Beam size 22 mm x 5 mm 
Pulse width 40 ns typical 
Polarization ratio (short axis / long axis) >60:1 
FWHM bandwidth) < 1 cm"1 

Table 1 Summary of line-narrowed CUR excimer laser characteristics 

5. CONCLUSION 

A spatially-filtered, cylindrical unstable resonator, krypton fluoride, excimer laser has been designed for the production of 
fiber Bragg gratings in an industrial environment. The spatially-filtered CUR provides low divergence and high spatial 
coherence in the critical long-axis dimension. The laser output has a homogeneous, flat-top, intensity distribution along the 
long axis of the beam profile. This laser possesses long-term stability of key parameters, such as the beam intensity 
distribution, pulse energy, and power. These features, along with the high pointing stability, make this system optimal for 
FBG production with phase-mask methods. A spectral line-narrowed version of the spatially-filtered CUR has been shown to 
increase the temporal coherence by several orders of magnitude while maintaining high spatial coherence. This line-narrowed 
system is optimal for FBG production with interferometric techniques. 
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Abstract 

Refractive index modification in optical multimode fibers was firstly demonstrated, as a fabrication 

method of double cladding structure, using plasma channeling excited by a high intensity femtosecond 
(HOfs) Ti: sapphire laser (Ä.p=790nm). The induced refractive index modification in a pure silica 

multimode fiber (step index) with 100/110 (Am core/cladding diameter was reached to the length of 
approximately 9~ 10 mm from the end of optical fiber with the diameters ranging from 5 to 8 um at more 

than input intensity of 1.5xl012 W/cm2. It had graded refractive index profile that was a symmetric form 

from the center of a multimode fiber and the maximum values of refractive index change (An) was 

1.6xl0"\ According to the ESR spectroscopic measurement, it was observed that the concentration of 

defect of SiE' center was heavily increased in refractive index modification refer to that of non- 

modification region. It was suggested that the defect was induced by the multiphoton absorption process 

through plasma channeling. Near-field pattern and beam intensity profile of a modified multimode fiber 
showed that bulk modification played a role as a double cladding structure. The fabrication method of 

double cladding structure in the end of multimode fiber can be useful tool for mode converter and 
single-mode connector in the fields of optical communication and optical sensor. 
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1. Introduction 

Several type structures of silica glasses based optical fibers with high efficiency, high functionality 

have been developed in the fields of optical communication, medicine, optical sensor because of their high 

transmission from UV to IR.[1] Among one of them, much attention has been paid to the multimode 

optical fiber with double cladding structure as powerful tools for fiber lasers, fiber amplifiers with high 
pumping efficiency, and sensitive mode interferometer in optical fiber sensors.[2-4] In particular, 

single-mode structure in the end of multimode optical fibers has been expected as a useful device of 

mode-converter from propagated multimode beam to single-mode one in an multimode fiber.[5-7] 

Therefore, it is heavily favored to connect to single mode fiber with high single-mode coupling efficiency 

in the fields of optical amplifier and optical sensor because of their capability of an essentially propagating 

diffraction-limited optical beam. [8] Although it was used with the methods of MCVD (Modified 

Chemical Vapor Deposition, OVD (Outside Vapor Deposition), VAD (Vapor-phase Axial Deposition) to 

fabricate the double cladding structure of optical fibers at fiber deposition stage, it was known a little 

problem to make double cladding structure in the limited end of optical fibers in view of high cost and 

fabrication technologies.[9] And, to date it have not been reported for the fabrication methods of the 
double cladding structure in the preformed optical fibers. If it can be easily fabricated the refractive index 
modification with single-mode waveguide structure in the end of preformed multimode optical fibers, it 
can be used with low cost in the various application of mode-interferometers, mode-converters in 
multimode fibers, and optical connectors between multimode fiber and connected single-mode optical 

fiber with high mode coupling efficiency. 
In recent, it was reported that the plasma-induced bulk modification occurred at tightly focused laser 

beam spot of bulk silica glasses in sub-picosecond laser applied experiments for three-dimension optical 

memories and micro-structurings.[10-12] If the stable plasma channeling, the nonlinear phenomenon of 

interaction between propagating beam and matter occurred when high intensity laser beam was 

propagated into transparent materials[13], were formed following the axis of an optical fiber, double 

cladding structure could be obtained in multimode fibers by change of refractive index induced by the 

interaction between the plasma and the core. 
In this letter, as a new simple fabrication method of double cladding structure, we demonstrate the 

plasma-induced refractive index modification in the end of optical multimode fibers using a stable plasma 
channeling excited by a high peak-intensity femtosencond laser. In experiment, step index optical 

multimode fibers composed of pure silica usually used in the fields of optical communication and optical 

sensor are used to study the properties of the plasma channeling-induced modification. 

2 Experimental 

The schematic diagram of experimental setup for plasma channeling-induced refractive index 

modification is shown in Fig. 1. The laser used in our experiment was a Tirsapphire oscillator-amplifier 

laser system (?ip=790nm) based on the chirped pulse amplification technique with 110 fs pulse duration, 

1W output power, and 1 kHz repetition rate, as a pumping source. The linearly polarized laser beam with 
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gaussian profile was focused through a quartz lens with focal length of 60 mm and incident onto the end 

of the optical fiber located away from breakdown point to avoid optical damage at input surface. The step 

index optical multimode fiber composed of pure silica core with 100/110 urn core/cladding diameter 

(Newport F-MCB-T, NA: 0.22) was used. The transmitted power was recorded by the optical power meter 

connected to the computer. The various formations of plasma channeling and plasma-induced refractive 

index modification were observed by the microscope with CCD camera. 

3. Experimental results and Discussion 

Intense ultrashort laser excitation into optically transparent materials cause a change in the refractive 
index of the intensity-dependent material, which is written as n = n0 +n2E

2, and thus influences self- 

focusing. n0 is a linear refractive index, n2 is a Kerr coefficient. It was generally known that self-focusing 

in pure silica glass occurred at input intensity of lxl012W/cm2.[14] 

In our experiment, the first plasma spot was observed at 70 urn from the end of optical fiber by 

self-focusing effect at input intensity of 8x10" W/cm2 on the input surface of optical fiber. The first 

self-focusing point could be controlled by the change of input beam angle on the fiber end surface using 

the different focal range lenses. When input intensity exceeds 1.5xl012 W/cm2, stable plasma channeling 
with a diameter of 10~12 um was observed and reached to the length of 10 mm from the first self- 

focusing point in a multimode fiber.(Fig. 2) Beam intensity at where self-channeling occurred in an 
optical multimode fiber would be reached to ~ 1014 W/cm2, approximately 102 times higher than the input 

intensity on the end surface of an optical fiber. Those plasma channeling was attributed to the balance of 

refractive index profile between self-focusing caused by the optical kerr effect and self-defocusing due to 

diffraction from created plasma within single-shot laser irradiation.[15] Some visible modification was 

observed in the center of optical fiber after plasma channeling occurred and it proceeded to the deep 

distance from the first self-focusing point as the number of laser pulses was increased. No more procedure 

was observed at more than approximate lxlO4 irradiation shots. Modification was formed onto the 

distance of 9 mm with a diameter of approximately 5 um after laser shot of 1 x 104 irradiated. (Fig. 3(a),(b)) 
When Input intensity was2.Ox 1012 W/cm2,the refractive index modification that had the diameter of 6 um 

and a length of 10 mm was obtained. The bulk modification with a diameter 8 um and the length of 10 mm 

was also formed at input intensity of 3.0xl012 W/cm2. The diameter of induced-modification was 
dependent on input intensity, however, almost no variance of length was observed at more than input 

intensity of 3.0xl012 W/cm2. The variance of induced-modification profile related to distance was within 

5 % in the diameter of refractive index modification. The observation of bulk modification by the use of 

microscope showed that stable, uniform refractive index change occurred by the infrared femtosecond 
laser. (Fig. 3(b)) 

However, when input intensity exceeded 3.5xl012 W/cm2, the induced modification which have cracks, 
so called the optical damages, occurred. In this case, the transmitted beam power was decreased to 35% 
because of the scatter and diffraction from cracks. 

In order to measure refractive-index change of bulk modification induced by plasma channeling, the 

perpendicular Fresnel reflection was chosen. This technique, as devised by Eickhoff and Weidel, relies on 
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the Fresnel relation between the materials refractive index and its reflectivity. [16] 

At normal incidence we have 

R = 
(        _      \ 

nfiber      nair 

ynfiber + nair J 

A linearly polarized He-Ne laser incident upon a lOx beam expander and is focused on the end surface of 

a cutted fiber of bulk modification by a 20x microscope objective. Approximately minimum spot of 

focused beam on the end surface of fiber are 2 urn. Reflective beam was detected by aphotodiode and its 

signal was recorded by computer through a lock in amplifier. Refractive index profile was shown in Fig. 

4 obtained by the use of parabolic fit.[17] The refractive index in the center of induced modification was 

increased to 1.479, referred to 1.457 in non-induced modification. The maximum value of reflective 

index change was 1.6xl0"2and ithad a symmetric graded index profile around the center of amultimode 

optical fiber. The facts of center location of induced refractive index profile suggested that plasma 

channeling was a little effected by waveguide structure of an optical multimode fiber. Uniform 
photoinduced refractive index change in pure silica glass after plasma channeling occurred appears tobe 

new observation. 
From the ESR (Electron Spin Resonance) spectroscopic measurement]; 18], before laser irradiation, no 

defect was observed in an optical fiber (Fig. 5(a)), however as a result of plasma channeling, the defect 
concentration of SiE' (= si ■ ,E' center) was heavily increased in refractive index modification (Fig. 5(b)). 

Another types of defects beside F center were not observed in refractive index modification. 

When plasma channeling occurred within single laser shot, free electrons were generated by energy 

coupling from the ultrashort laser pulse into optical fiber through a combination of multiphoton 

absorption and avalanche ionization. However, after laser pulse was passed, those were shortly recombined 

with surrounding atoms caused by the plasma rapid quenching. It was explained that the concentration of 

SiE' defect was increased around the regions formed of plasma channeling. 
The ultrafast energy deposition under plasma channeling also would induce high temperature and 

pressures inside the region. It was suspected that main reasons of the increase of refractive index are the 
heavily increase of defects concentration in bulk modification region by rapid plasma quenching and 
structural rearrangement to different state by localized melting and pressing although we do not yet direct 
evidence of densitification. More studies for the physical mechanism of structural rearrangement induced 

by plasma formation in transparent materials are needed. 
Fig. 6 showed the NFPs (near field pattern) and beam intensity profiles of transmitted laser beam of 

800 nm measured before laser irradiation and after induced bulk modification in an optical multimode 

fiber. It was found that the mode coupling from high-order multimodes beam into low-order multimodes 
one in an miltimode fiber during the propagation through refractive index modification occurred. Beam 

intensity was increased around the center of a modified multimode fiber (Fig. 6 (a),(b)), referred to an 

unmodified multimode one. (Fig. 6 (c),(d)) It means that double cladding structure was formed and 

refractive index modification could play a role as a single mode coupler from propagated multimode 
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beams. The beam diffraction range from the end of an optical fiber was found that the measured NA of 

transmitted beam of 800nm through a modified fiber was 0.11 that it was smaller than that of unmodified 

multimode one with the NA of 0.22. It is expected that more high mode coupling can be happened in a 

refractive index modified fiber, if a multimode fiber with relative small core diameter is used. 

In general, single-mode fibers have a core diameter with the range from 4 to 10 um, according to the 

applied laser wavelength regime. By the consideration of the diameter of plasma channeling-induced 

refractive index modification, from 5 um to 8 um, it could be used as a double cladding structure in the end 

of a multimode fiber that has a single-mode waveguide in the range of applied laser wavelengths from 

visible to infrared of 1.3-1.5 um for light communication. 

4. Conclusion 

In conclusion, uniform refractive index modification with the length of 9~10mm, 5~8 urn diameter 

induced by the plasma channeling was demonstrated in pure silica multimode fibers as a new fabrication 

method of double cladding structure in the end of an multimode fiber. The double cladding structures 

with a single-mode waveguide enable to make high coupling from multimodes beam into single-mode 

one during the propagation in a multimode fiber and will be useful tools for various application in optical 

sensors and optical communications. 
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Fig. 1. Schematic of the experimental setup for laser-induced plasma channeling and refractive 
index modification in an optical fiber. L: Focal lens, MOF: Multimode optical fiber, 
O: Objective lens, F: Filter 

Fig. 2. Microscopic side view during plasma channeling in a multimode fiber with 
100/110 fim core/cladding diameter excited by input intensity of 1.5xl012 W/cm2. 

500 um 

(a) 

;'S|M 
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Fig. 3. Microscopic side view of refractive index modification induced by stable plasma 
channeling in a multimode fiber with 100/110 |im core/cladding diameter, (a) x 150 
(b) x 1500 magnified views. The diameter of refractive index modification is 5 |im. 
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Fig. 4. The profile of laser-induced refractive index in a mutimode fiber. After laser 
irradiation of the pulses of lxlO4 at 1.5xl012 W/cm2, the maximum value of increase 
refractive index was 1.479 and the refractive index of unmodified region was 1.457. 

The laser-induced refractive Index modification have a graded index profile which is 
symmetric form the center in a multimode fibers. 
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Fig. 5. ESR spectroscopic measurement of optical fiber (a) before laser irradiation (b) 
after laser irradiation in laser-induced modification. SiE' ( = si •) center was paramagnetic 

defects,where = represents a silicon atom bonded to three separated oxygens and • 
represents a nonbridged electron. 
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Fig. 6. The output properties of transmitted laser beam of 800nm. (a) near-field pattern 
and (b) beam intensity profile of an unmodified multimode fiber, (c) near-field pattern 
and (d) beam intensity profile of a modified multimode fiber. The sample was the same 
as that observed in Fig. 3. 

169 



Laser Induced Non-Thermal Surface Modification of 
Aluminum 

David P. Taylora and Henry Helvajianb 

Mechanics and Materials Technology Center 
b Center For Microtechnology 
The Aerospace Corporation 

2350 El Segundo Blvd. 
El Segundo, CA 90245, USA 

ABSTRACT 

Low fluence UV laser stimulated desorption of ions from metal surfaces leads to the production of high 
kinetic energy species and also modifies the surface left behind. Both of these effects are small for an 
individual laser shot. The number density of the desorbed ions by the laser is very low -- much less than a 
monolayer per pulse. The changes in the crystal surface are also subtle. However, in both cases there are 
cumulative effects after many laser shots which cannot be attributed to thermal or plasma plume laser 
interaction processes. There is no evidence for thermal ions in the TOF mass spectrum. A laser ionization 
experiment was performed to measure the kinetic energy distribution of the desorbed neutral aluminum 
species (and thereby ascertain the attained peak surface temperature). The high kinetic energy Al+ ions 
were used as monitor for insuring that the laser induced desorption process was always in the non-thermal 
regime during the surface modification experiments. We observe, via SEM, surface modification only after 
exposure to a large number of laser shots (>10K). Examination of the laser exposed surface with electron 
microscopy reveals quasiperiodic patterns made up of sub-micron scale ridges. After exposures to more 
than 100K laser shots, the quasiperiodic patterns break-up into irregular nodule-like shapes. Our data 
indicates the surface modification occurs without desorbing significant amounts of material. 

Keywords: Non-Thermal Surface Modification, Laser, Sputtering, Sub-micron Texturing, Aluminum 

1. INTRODUCTION 

Lasers have increasingly been used as a processing tool in the modification of materials. The ability to 
focus the laser and precisely control the deposition of energy offers desirable processing capabilities over 
many different energy regimes, from industrial cutting or welding through the melt texturing of hard drive 
surfaces to the direct write "editing" of integrated circuits, hi general, aside from photolithography, laser 
texturing of surfaces can usually be regarded as a thermal phenomenon. Thermal processes leading to the 
modification of surfaces include cratering [1] associated with laser ablation, the build-up of ejected material 
on the surface analogous to sand dune formation [2] and the patterning of melt zones. [3] 

"Desorption Induced by Electronic Transition" (DIET) stimulated desorption behavior has been observed 
for photons (PSD), electrons (ESD) and ions (SIMS). Some laser desorption experiments exhibit a product 
yield which is linear with the laser power ~ as is usually the case for Photon Stimulated Desorption (PSD). 
On the other hand, many other laser desorption experiments exhibit a superlinear laser power dependence 
which commonly results in the desorption of high kinetic energy ions via a non-thermal process. [4,5] 
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Relatively little work has been done which evaluates the surface changes in morphology which might 
accompany low fluence laser desorption experiments. One reason for this is that it can be difficult to do 
these experiments in the non-thermal regime. Exposure to the laser can often build up defects near the 
surface and reduce the power threshold for laser ablation and thermal effects, so a superlinear absorption 
experiment can easily shift from the non-thermal to thermal regime. Another reason is that the known 
applications drive the practical research into other areas, such catalysis or thermal processing. Laser 
experiments on metal surfaces have tended either to study the low-fluence linear behavior characteristic of 
MGR-type processes involving adsorbates or the high-fluence thermal behavior characteristic of laser 
ablation. Intuitively, one would not expect a laser stimulated desorption process, which produces only a 
few ions per laser shot, could also result in a significant change in the surface structure - but yet it does. 

Our UV laser stimulated desorption experiments at 355nm, 266nm and 248nm produced desorption of high 
kinetic energy ( most probably KE =15eV, 4 eV FWHM) aluminum ions from a single crystal polished 
aluminum sample (<111> orientation). [6] We have also observed that there are cumulative changes in the 
surface morphology as a result of the non-thermal laser stimulated desorption process. The modified 
aluminum surface had a quasiperiodic pattern of ridges and nodules of on a scale of about 400nm. The 
surface morphology change was noticeable to the unaided eye after the surface had been exposed to almost 
a million laser shots.. 

The experiments reported here were designed to investigate the observed surface modification process in 
two ways. First, the desorbed species were monitored. At the laser fluences we employed, the kinetic 
energy of the aluminum ions was always found to be in the non-thermal regime. It was initially presumed 
that the observed number of aluminum ions was small relative to the number of neutral atoms desorbed 
from the surface by the laser. The kinetic energy distribution of the neutrals desorbed by laser ablation 
from an aluminum surface has been reported several times and we anticipated that the kinetic energy 
profile of the neutral desorbates would provide a good indication of the peak surface temperature. Second, 
the number of laser shots applied to a region of surface was systematically reduced as a UHV manipulator 
moved the region of the sample surface exposed to the laser. 

2. EXPERIMENT 

1.   Laser Ionization of Neutral Desorbates 
The Time of Flight (TOF) UHV experimental apparatus used in this work has only been slightly changed 
from the system reported previously. [7] The TOF mass spectrometer has been lengthened, the ion 
extraction region has been modified to allow for zero field extraction and the accelerator plate stack was 
modified so that a pulse extraction mode could be used. This feature was not used, since the kinetic energy 
of the desorbed ions observed is higher than we anticipated and isotope separation problems are not an 
issue. 

The UV stimulated desorption laser was an MPB PSX-100 operating at 248nm. It was loosely focused to 
about a 300 micron diameter spot on the surface and the laser fluence was typically 100 mJ/cm2 ± 50 
mJ/cm2. The kinetic energy profile of the desorbed neutral species was measured with a time delayed 
Quantel 581C Nd:YAG laser pumping a TDL dye laser mixed with the IR fundamental to reach 394 nm. 
Aluminum atoms could be ionized at this wavelength by using a (1+1) Resonance Enhanced Multiphoton 
Ionization scheme through the Al(4s) excited state. [8,9] Wavelength calibration was done using a hollow 
cathode lamp and a 1/3 meter monochrometer. The two laser beams were aligned using HeNe lasers and 
fast photodiodes were used to set the time delay between the laser pulses. Using this pump-probe 
technique with a variable time delay, it is possible to measure the kinetic energy distribution of the 
desorbed neutral aluminum species. From the measured kinetic energy distribution an estimate can be made 
of the attained peak surface temperature. [10,11] 

The TOF ion signal is detected by a microchannel plate stack and recorded using a 100MHz dsp Transiac 
2001 transient digitizer in a CAMAC system under PC control. The laser power was measured by a Laser 
Precision Rj-7200 Energy Radiometer or a Molectron P3 pyroelectric detector which could be digitized 
though a boxcar system and recorded by the PC.  All though most of this experiment was conducted at 
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248nm laser irradiation, the kinetic energy of the desorbed aluminum ions is the same for laser stimulated 
desorption at 355nm, 266nm and 248nm. [12] 

2.    Evaluation of the surface 
The aluminum sample is a single crystal about 1cm in diameter and about 1mm in height cut to the (111) 
crystallographic direction. The aluminum crystal was polished with aluminum oxide and washed with 
acetone. In an antechamber of the of the vacuum system, the Al(lll) sample was cleaned by sputtering 
with 3kV Argon. This cleaning process for aluminum had previously been evaluated by taking an Auger 
spectrum showing less than 1% oxygen just after the sample had been transferred to the main chamber. 
The experiment was conducted at a background pressure between 2xl0"10 Torr and 2xl0"9 Torr and as a 
result of the duration of the experiment (hours) some oxidation is expected. 

A sequence of adjacent spots were irradiated. The sequence began with the largest number of laser shots 
applied (~106). Although the laser fluences were commensurate with ion desorption, the high dose 
exposure spot leaves a mark which is visible to the unaided eye. Using a UHV manipulator, the sample 
was displaced a fixed distance and the process was repeated. After two spots were visible, the UHV 
manipulator was used to move the sample the same amount and ~3xl05 laser shots were applied to the 
surface. This process was repeated with progressively smaller numbers of laser shots applied across the 
surface. The sample was removed from the chamber, exposed to the atmosphere for about an hour, and 
moved to another vacuum chamber where the surface was examined by a Scanning Electron Microscope. 

3. RESULTS 

1.   Neutral Desorbates 
Figure 1 shows the nascent kinetic energy distribution of the desorbed aluminum ions measured by the 
TOF mass spectrometer. The data clearly shows that the ions are desorbed with high kinetic energy which 
cannot be described by a thermal desorption process. In our experiment this KE distribution served as the 
probe of the non thermal photodesorption process. The laser fluence was set all the while monitoring the 
desorbed ion kinetic energy distribution. 

Laser ionization is a sensitive scheme for detection of atomic species and it can even be used to detect 
specific quantum state populations. In gas phase photochemistry, laser ionization schemes can be 
problematic in the case of neutral atoms with several electron volts of kinetic energy, particularly if then- 
number density is low. In this experiment, the ejected neutral species are primarily forward directed and, 
by orienting the ionization laser normal to the velocity vector of the desorbed species, the effects arising 
from Doppler broadening are minimized. The rate limiting step in a (1+1) experiment is the initial 
excitation. Because of the size of the UHV chamber, we are forced to use a lens with a half meter focal 
length. Another issue in the laser ionization detection efficiency is that our 1.8 meter TOF design has a 
relatively small solid angle of acceptance. Although there is an extraction plate only about 2.5cm from the 
sample, the multichannel plate stack is only 18mm in diameter. We use an estimate that our TOF apparatus 
allows us to detect perhaps one tenth of the ions produced simply because of the length of the flight tube, 
the number of grids and the efficiency of the multichannel plate stack. Our collection efficiency is further 
reduced if the initial angular distribution of the neutrals is a cos 0. The expected signal from the laser 
ionization of the neutral aluminum desorbates depends linearly on their number density in the laser focus 
region. We can roughly estimate the ion yield using a single photon absorption cross section of 10"19 cm2 

and 10ns for ionization laser pulse of about 3mJ. For a local pressure of about 10"7 Torr, we would expect 
on the order of 103 neutral species Torr in the ionization laser focus. This leads to an estimate of about one 
ion count collected per laser shot under these conditions. We would have to change the conditions of this 
experiment to have a good signal to noise below about 10"7 Torr local pressure in the ionization region. 

There are two other issues which further complicate the TOF pump - probe measurement of the kinetic 
energy distribution. Stimulated desorption experiments are sensitive probes of certain trace species on the 
surface. Ion signals from K+ and other trace species are often observed -- even from freshly cleaned 
surfaces. There is also always a background electronic noise in the experiment If the ion peaks produced 
by the ionization laser are separated in time from the ion peaks produced by the desorption laser, there is 
little change in the noise of the TOF experiment. However, the time delay to firing the ionization laser is 
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scanned in order to map out the velocity distribution of the neutrals. For very small ionization laser signals, 
the trace background ion peaks from desorption laser can degrade the signal to noise. This is most 
troublesome when the signal time-window passes through these background ion peaks as the relative delay 
of the ionization laser is scanned. Moreover, scanning the ionization laser significantly decreases the 
average signal collected. Although it is possible to increase the length of time the experiment runs, there is 
still a practical constraint on maintaining operations over longer times. 

It was possible to detect a signal we could attribute to aluminum ions produced by the ionization laser. 
However, although we observed a signal, the signal to noise ratio was too small to produce a meaningful 
kinetic energy distribution. Confirmation that the correct laser wavelength was being used is provided by 
the ion signal wavelength dependence of the ionization laser. (Refer to Figure 2.) From these results we 
can conclude that a very small fraction of a monolayer is desorbed as neutral aluminum species. This result 
is consistent with the very low peak temperature increase expected in the sample for the desorption laser 
fluences used in this work. It also supports the contention that the laser spatial intensity profile on (he 
sample does not contain intensity "hot spots" which could induce local thermal melting since the 
evaporated products from these sites would have been detected. 

2.    Changes Surface Morphology (SEM and White Light Interfermeter) 
The UV laser induced surface modification has been previously observed in our other desorption 
experiments. The unaided eye could find the spots on the polished crystal which had been exposed to a 
million laser shots, regardless of the laser wavelength used (e.g., 266 nm or 248 nm). Under magnification, 
the altered region of the laser is also identifiable by a color change. This visible change in the crystal 
associated with the laser surface modification is currently under study. The apparent diameter of the 
altered surface associated with this color change is more than two times larger than the spot diameter 
measured using the electron microscope. If the laser spot area estimate from the optical microscope is 
used, then the laser fluences of this experiment are about 4 times lower than the numbers reported above. 

Figures 3 through 5 are scanning electron micrographs (SEMs) of the 248 nm irradiated Al(l 11) surface. 
The SEMs shown under several magnifications show a progression in the surface topology as a function of 
laser shot. An SEM image of the polished Al(lll) crystal is also shown in Figure 3A. For the lowest 
exposures the SEM images show long narrow "solitary wave" features between 5 and 10 |xm in length and 
about 0.4 |im in width. These features as well as a quasiperiodic structure in the surrounding region can be 
seen in Figure 3B,. The small dark rectangular region in the center of Fig. 3B is a consequence of surface 
charging during the SEM scan. Similar dark boxes appear in other electron micrographs. 

Figure 4 shows a clear progression of changes with increasing laser exposure. The SEM image in Figure 
4A indicates that the surface is modified in the upper right corner after about 50K shots. The bottom part 
of Figure 4A is also covered in the SEM of Figure 4B where the surface had been exposed to about 100K 
laser shots. The region imaged by Figure 4C was exposed to about 200K shots while the heavy surface 
texturing shown in Figure 4D is the result of 1000K shots. 

Figure 5 shows a sequence of SEM images taken at 10,000X magnification. Again, an image of the 
polished aluminum surface taken far from the part exposed to the laser is shown in Figure 5A. Figure 5B 
shows a modified area on the surface exposed to the lowest number of laser shots that we were able to 
locate with the SEM (15K shots). The SEM reveals significant surface modification after only 15 K shots. 
This change in surface morphology occurred even though surface melting should not have been possible at 
the laser fluences used. At 50K shots a pattern appears which is shown in Figure 5C. With more laser 
shots (100K shots) this pattern becomes more complex as that shown in Figure 5D and after 200K shots 
(Figure 5E) all surface regularity is lost. No new pattern emerges even after 1000K shots have been 
delivered (Figure 5F). This progressive change in the surface topology from what appears to be a pattern, 
to a more complex pattern and finally to disorder is not only prevalent for 248 nm excimer laser irradiation 
but also for 266 nm Nd-Yag radiation. Figure 6 shows a set of SEM images taken with progressively higher 
magnifications following 1000K shot 266nm irradiation. 

In an effort to get a handle on the depth of the features observed with the SEM, we used a WYKO white- 
light interferometer to take 3D images of the various regions. An interferometric processed image of both 
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the polished crystal surface and a region subject to >10s shots at 248nm is shown in Figure 7A and with 
increased magnification in Figure 7B. The WYKO gives an estimate of about 2nm as the total height of 
the features within the laser spot and only about 300nm (including scratches) for the polished region on the 
right of the image. 

From the 100K shot region, we observe that the ridge structures are quasiperiodic. The SEM indicates the 
width between wave-like features to be in the 300nm to 400nm range. The WYKO indicates that the total 
height across the image in the 100K shot region is 200nm, while adjacent triangular features seem to differ 
by about 50nm in depth. This set of WYKO white light interferometer images for the 100K shot region 
appears in Figure 8 at different magnifications. 

Figure 9 provides WYKO white light interferometer images at 100X from two other regions after exposure 
to the pulses from the 248nm laser. Figure 9A is believed to be a region of the Al(l 11) surface exposed to 
>200K laser shots and the WYKO (VSI) estimates the structures to be 2 urn to 3 pm in height. Figure 9B 
is believed to be a region exposed to 50K laser and the WYKO (PSI) estimates the central feature to be 
300nm in height and other features to be about 50 nm to 80 nm in height 

4. DISCUSSION 

1. Non-Thermal Laser Interaction With the Surface 
The laser fluence provides an indication of the sort of peak temperature increase we can expect in this 
experiment. For a 20 ns pulse of 248 nm light at about 150mJ/cm2, a one dimensional calculation indicates 
that the peak rise in surface temperature of aluminum should only be about 25K. [14] This calculation 
ignores the possible presence of an oxide layer on the sample. Since our crystal was polished to X/2 and the 
polishing process introduces scratches and other defects, it is also possible that there are local variations 
ignored by a ID calculation. 

Both the calculated estimate of peak surface temperature and the fact that no significant neutral species 
desorption is measured make it unlikely that the changes we observe in the surface morphology are due to a 
thermal process or melting. Another piece of supporting evidence is that high kinetic energy ions are 
observed. The measured Al+ ion kinetic energy distribution is narrow, about 3 eV, has a most probable KE 
at 15eV and does not fit a Maxwell-Boltzmann distribution. Since, the ion desorbates were monitored 
throughout the experiment it would have been evident if a thermal or a plasma process ensued on a 
particular laser shot. 

2. Surface Changes 
The surface changes imaged in Figures 5B, 5C and 5D in the sample show a quasi-periodic pattern. This 

suggests, though does not prove, that a cooperative process might be at work. If we rule out melting and 
other thermal processes as we have argued above, then the rearrangement of the surface must be explained 
in some other way. 

The atoms on the surface can be displaced in two ways. First, patterning could occur by removing the 
metal atoms from the surface and then redepositing them. We reject this picture outright based on the 
failure to observe neutral desorbates, the low estimated peak temperature of the sample and the rather high 
cohesive energy (3.4eV/atom) to form separated neutral aluminum atoms in their ground state.[K] The 
second and remaining alternative is that the changes in surface morphology can occur without removing 
atoms and redepositing them on the surface. 

The simplest way to arrive at a quasi-periodic structure is if the lattice is somehow distorted. The observed 
5pm to lOpm long "solitary wave-like" structures are 300 to 400 nm in width. These structures appear to 
have formed via a cooperative process. Again, one immediately thinks of melting and related local stress 
relief to produce surface texturing. However, the estimated peak rise in temperature here does not support 
this physical picture and another process must be found which could lead to surface rearrangement. The 
"plucked lattice model" might explain our results [15].  The model describes the dynamics for a hard 
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Stretch and soft-compression anharmonic potential lattice subject to local impulses. This mathematical 
model permits soliton wave solutions. This picture depends on assuming soliton-like waves can freeze out 
as vertical displacements and that they can annihilate each other. Over a number of repeated impulses 
(>10K shots) these small vertical displacements could be additive to produce a macroscopically measurable 
alteration of the surface. In this "plucked lattice" picture, the apparent patterning in the surface could be 
associated with surface crystallographic orientation. Although these results are preliminary, the patterning 
exhibited in Figure 5C has some of the same symmetry to the (111) surface. In a more careful experiment 
we plan to evaluate if there is a coincidence between the crystallographic axes and the observed three-fold 
pattern. 

5. CONCLUSION 

Low fluence pulsed UV laser irradiation can texture a metallic surface on the sub-micron scale without 
resorting to the removal of a large density of matter. Our estimate is that less than 0.1% of the surface 
atoms are removed for the large surface topology changes observed. From the material processing 
perspective, this surface texturing is done with a minimal "heat affected zone" and without the need for 
surface annealing. This work suggests that it is possible to pattern a surface with a laser in a non-thermal 
manner. The "plucked lattice" model comes closest to explaining all our experimental results. The model 
provides a convenient scheme by which surface morphology may be altered without the need for a large 
density surface migration. A set of experiments are planned using different crystal faces. 

The laser-induced surface textures generated on the aluminum surface open an interesting area of future 
material processing applications. Cooperative-effect low fluence laser patterning of a surface could be 
useful for generating a patterned "seed" layer for a sub-micron atomic/molecular self-assembly process. 
Alternative applications could exploit enhanced chemical reactivity at modified specific sites. Perhaps the 
most interesting potential application of this work is that non-thermal laser processing might present an 
entirely new set of approaches to future materials processing. 
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AI+ Desorbed f rom Al(111) With 266nm A Laser 
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Figure 1:     A.   Kinetic Energy Distribution of A1+from Al(l 11) 
B.   Time of Flight Raw Data (2.5V Extraction and lOns/channel). The large peak at about 

2800 channels is Al+. 
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A. Ionization laser delay spectrum. The time indicated is the delay between the desorption laser and the 
ionization laser. The small difference between this spectrum and the background indicates that the 
number of neutral aluminum atoms ionized by the laser was too low to construct a kinetic energy 
distribution. 

B. Background laser delay spectrum. The peaks depend only on the desorption laser and appear as the 
time gate is scanned through the arrival time of background ions in the laser stimulated desorption 
experiment. 

C. The wavelength dependence of the small signal associated with the ionization laser signal is included in 
the insert. 
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Figure 3. 
A. The polished Al(l 11) surface without exposure to the laser. SEM magnification is 2.500X. 
B. The same Al(lll) surface after modification by exposure to approximately 50,000 laser shots at 

248nm. SEM magnification is 2,500X. 
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Figure 4. 
A. Al(l 11) exposed to 50,000 laser shots @248nm SEM magnification 100X, affected zone circled. 
B. Al(l 11) exposed to 100,000 laser shots @248nm SEM magnification 100X, affected zone circled. 
C. Al(l 11) exposed to 200,000 laser shots @248nm SEM magnification 100X. 
D. Al(lll)exposedto>l,000,000 laser shots @248nm SEM magnification 100X. 
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Figure 5. 
A.  Polished Al(l 11) surface, 0 laser shots (10.000X SEM image). 

Al(l 11) surface after approximately 15,000 laser shots @ 248nm (10.000X SEM image). 
Al(lll) surface after approximately 50,000 laser shots @ 248nm (10.000X SEM image). The features 
appearing in B and C are typical of quasiperiodic patterning over a larger region. 
Al(lll) surface after approximately 100,000 laser shots @ 248nm (10.000X SEM image). 
Al(l 11) surface after approximately 200,000 laser shots @ 248nm (10.000X SEM image). 
Al(lll) surface after >106 laser shots @ 248nm (10.000X SEM image). The quasiperiodic structures 
which appeared in Figures B and C, break up in D and in E feature periodicity almost completely lost. 

B. 
C. 

D. 
E. 
F. 
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SR3 

A   Simuar behavior for Al(lll) exposed to more than 106 shots at 266nm and imaged with an SEM at 
100X. Al(l 11) exposed to more than 106 shots at 266nm and imaged with an SEM at 250X. 

B    Al(l 11) exposed to more than 106 shots at 266nm and imaged with an SEM at 2.000X. 
C.   Al(l 11) exposed to more than 106 shots at 266nm and imaged with an SEM at 10,000X. 

A Wyko white light interferometer (VSI) image of the laser affected region of the Al(lll) crystal at 25x 
magnification  The region on the left side of the image has been exposed to >10 laser shots at 248nm and 
the total feature height is 2pm. The region on the right side of the image is consistent with the polished 
Al(l 11) crystal which was determined to have better than A/2 roughness using this instrument. 
B Wyko white light interferometer (VSI) image of the same region at 50X magnification. 
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Figure 8. 
A. The white light interferometer (PSI) image of the polished Al(lll) crystal surface at 100X. 
B. Another (PSI) image at 100X magnification, this time of a region on the same surface processed by 

exposure to about 100K shots with the 248nm laser. 
C. Same region at 50X magnification. Adjacent triangular features typically differ in height by about 

50nm, while the maximum height difference is estimated to be 200nm in this image. 
D. Same region at 25X magnification. The laser processed region is in the upper right hand corner. 
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Figure 9. 
A. White light interferometer (VSI) 100X image of another region of the Al(l 11) crystal exposed >200K 

laser shots at 248nm. The total height of the surface features is estimated to be 2 to 3 urn. 
B. White light interferometer (PSI) 100X image of a region of the Al(l 11) crystal believed to be exposed 

to 50K laser shots at 248nm. The central feature is estimated to be about 300nm in height and the 
other triangular features are 50nm to 60nm in height. 
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Time- and space-resolved imaging and numerical simulation of 
laser zone texturing of Ni-P disk substrates 

Shaochen Chen, Mengqi Ye and Costas P. Grigoropoulos1} 

Department of Mechanical Engineering, University of California, Berkeley, CA 94720-1740 

ABSTRACT 

This work investigates the transient process of melting and microscale surface deformation upon pulsed Nd:YLF 
(FWHM=15 ns, X.=l,047 nm) laser heating of Ni-P hard disk substrates. The laser pulse energy is in the range of 1.0 uJ to 5.0 
(jj. The features produced by laser heating have a diameter of approximately 15 um and height in the tens of nanometers 
range. A laser flash photography system is developed to visualize the transient topography development during the laser 
texturing process. The system has a nanosecond time resolution and sub-micron spatial resolution. A numerical analysis 
based on finite difference method is conducted to simulate the microscale energy transport and fluid flow. Comparison 
between the numerical and the experimental results helps to understand the physical mechanism of the process. 

Keywords: Laser flash photography, transient melting and deformation, imaging, surface tension, numerical simulation. 

1. INTRODUCTION 

Laser zone texturing (LZT) of Ni-P hard disk substrates has attracted a lot of interest both in academic research and 
industrial development.'"3 Extensive research has been focused on developing various shapes of feature ("Bump") such as a 
single-crater, sombrero, and double-rimmed-craterto meet a specific tribology requirement.4"5 The mechanism of the feature 
formation was investigated by numerical simulation.3 However, all these studies were based on the final topography. To well 
understand the mechanism of bump formation in the LZT process, time and space-resolved experimental investigations and 
numerical simulation are necessary. 

In the LZT process, a laser pulse is delivered to the target to initiate melting. The molten pool has a diameter of 
several micrometers and the melting duration lasts only several hundred nanoseconds. Since the heating laser beam has a 
Gaussian profile, a temperature gradient is established in the laser affected zone. The temperature gradient-induced surface 
tension, which increases as temperature decreases, drives a fluid flow outward from the center of the molten pool, causing the 
free surface deformation. 

In this paper, a laser flash photography (LFP) system is developed to visualize the transient topography development 
during the laser texturing process. The system has a nanosecond time resolution and a sub-micron spatial resolution. LFP has 
been an efficient tool to study the transient process of laser materials interaction, such as pulsed laser ablation of absorbing 
liquid 6 laser melting and ablation of solid thin film. 7_s One advantage of this technique is that it is able to visualize the 
transient growth process of the entire feature. 

In the numerical simulation of unsteady, incompressible, free surface fluid flow problems, the location of the free 
boundary is not known a priori. Therefore, in addition to including a method for solving the Navier-Stokes equations, any 
solution procedure for free surface fluid flow problems must also include methods for locating and advancing the free 
surface, as well as for treating the free surface boundary conditions. In this paper, a numerical analysis based on finite 
difference method was conducted to simulate the microscale energy transport and fluid flow. A highly simplified marker and 
cell method is used to deal with the free surface deformation. 9 
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2. EXPERIMENTAL PROCEDURES 

A Nd:YLF laser (X= 1,047 run, FWHM=15 ns) is used as the heating beam. The beam is expanded, attenuated and 
focused onto the Ni-P sample (12 wt. % of P) with a focal diameter of approximately 17 \im measured using knife-edge 
profiling. The pulse energy is adjusted to create smooth bumps with similar sizes and shapes to those used in the disk 
industry. 

In order to visualize the dynamic process of bump growth, a LFP system is developed as shown in Fig. 1. A pulsed 
nitrogen laser-pumped dye laser (k=650 nm, FWHM=4 ns) provides illumination on the sample surface through a long- 
working distance objective lens. The reflected heating beam is blocked out by a filter. The time-resolved images are captured 
in the CCD camera. Since the technique can produce only a single image for each firing of the heating laser pulse, the image 
sequences are obtained by repeating the experiment under the same conditions based on the fact that the pulse-to-pulse 
instability of the heating laser is small, and the sample is uniform, thus yielding highly reproducible laser texture. A function 
generator externally triggers both the Nd: YLF laser and the dye laser. The time interval between the two lasers is varied by 
the pulse generator. The spatial resolution of the imaging system is limited by the numerical aperture of the microscope 
objective lens and the pixel size of the CCD camera. The time resolution is within several nanoseconds, limited mainly by the 
pulse width of the dye laser. 

3XBE  f 

Dye laser (65C 
(FWHM=4 ns 

nm) 
) 

Microscope 
(LWD) 

3XBE 
\ 

 *7  ►> 
 »H —►- 

Nd: YLF laser 
(1,047 nm) 

AT Lens 

60 

X -60- 

-120 

Fig. 1      Experimental setup of the laser flash photography system 
(AT: attenuator, BE: Beam Expender, BS: Beam Splitter, LWD: Long-Working Distance) 
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Fig. 2      Bump shape (cross section, measured by AFM) variation due to the incident heating beam energy change 
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3. EXPERIMENTAL RESULTS 

The dependence of the bump shape (measured by AFM) on the incident energy of the IR heating beam is shown in 
Fig. 2. The diameter of the bumps is about 15 urn, and the bump height varies from 50 nm to 10 nm. When the incident 
heating beam energy is 4.3 \ü, the bump has a deep crater at the center and a low peripheral rim. As the pulse energy 
decreases, the center of the crater starts to move up, forming shapes of "double ring" or "W". When the laser energy reaches 
2.0 nJ, a rounded, smooth central dump is formed, which is called 'Sombrero' shape. At even lower laser intensity, the 
central dome shrinks and decreases in height to eventually disappears, forming a bowl type of bump. 

13 ns 25 ns 38 ns 

63 ns 127 ns 209 ns 

100 Mm 

Fig. 3      Asequenceofimagesofbumpsatlaserpulseenergyof3.3(xJproducedbytheLFPsystem 

The visualization of the entire bump growth has been conducted for various pulse energies. As an example, Fig. 3 
shows the sequence of images for the case with laser pulse energy equal to 3.3 \ü. A rim and a central hole become visible in 
the early stage, having formed right after melting. The melt pool expands and the hole diameter keeps increasing and 
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deepening until 127 as. The photos from 127 ns to 438 ns show that there is some recovery at the central hole. After 438 ns, 
no change is discernible and the solidification process has concluded. 

Thermal emission contribution to the images has been examined by blocking the dye laser illumination. No 
significant thermal emission image can be captured even at the pulse energy of 6 ^J. Therefore, images in Fig. 3 are mainly 
due to the reflection of the dye laser beam. 

4. NUMERICAL MODELING 

A numerical model, solving the finite difference form of the governing equations with the Highly Simplified Marker 
and Cell method, is conducted to study the surface deformation of materials under pulsed laser heating (Fig. 4). The incident 
laser power is assumed to have a Gaussian distribution in the radial direction and is absorbed in the region very close to the 
surface. The surface evolution is determined by solving the kinematically derived equation for height function. 

Nd:YLF laser beam 
(X,=l,047 nm, FWHM=15 ns) 

Ni-P Disk Substrate Molten Zone 

Fig. 4    A schematic representation of the pulsed laser melting system 

The governing equations consist of the continuity equation, the momentum equations and the energy equation. 
Assuming two-dimensional flows, the system of equations in non-dimensional form in cylindrical system is stated as 
followings: 

1±(RU)+W=0 
RdR dZ 

(1) 

dU    TTdU   „rdU       dP 
 + U + W— = + p, 
dr        dR        dZ       8R dR 

(i±{RU)\?u 
RdR dZ' 

(2) 

8T        8R        8Z       dZ 
1  d (RdW\   d2W 
RdR dR J    dZ2 (3) 
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er  TTdT urdT 
dt       dR       dZ 

1  d (BdT\   d2T 
K-— | + 

RdR dR)    dZ2 + AiQv (4) 

where W and U are dimensionless components of velocity in the axial and radial directions, Pr is the Prandtl number, x is the 
dimensionless time, Ra is the Rayleigh number, Qv= qvl q0= (\-Rs) I(r,t) dA I dVI q0, Rsis the surface reflectivity; A ,=Af= 1 
in the molten zone, and^;=as/ am, A2= (aj aJQ^I X,) in the solid zone, a, and am, are thermal difiusivity of the solid and 
the melt while K and Xs are the thermal conductivity. The incident laser power intensity is assumed to be of Gaussian 
distribution: 

/(M) = /.(0 
8 ( 

nd 
-exp 8r 2\ 

(5) 

where I (r,t) is the laser intensity distribution, Io (t) is the total incident laser energy, d is the laser beam diameter. 

The radial velocity and pressure boundary conditions in the molten zone are determined from the surface stress 
condition, and are given by the following equations: 

dyr =       dT   dyN (6) 

rint ~~ In Pg = 2P. 
dVN       MaPr } 

dN     Ca(T) 
(7) 

where Vt and VN are the tangential and normal velocities on the melt surface, H, is the Marangoni number, Ca is the 
Capillary number, K is the curvature, and P^ is the interface pressure. The axial velocity boundary condition on the molten 
zone is determined from the continuity equation. At the solid-liquid interface, U and W are zero. At the center (R=0), U and 
dWIdR are zero. 

It is assumed that all of the laser energy is absorbed on the surface, and that heat loss on the surface by radiation and 
convection is negligible. At the solid-liquid interface, the temperature is equal to the melting point of the material, At the gas- 
solid interface, the temperature of the side and bottom disk walls is equal to the ambient temperature, 300K. At the center 
(R=0), dT/dR is zero. 

Table 1 Thermophysical properties of Ni-P 

Item Physical properties Units 
Density 8000 Pcg/m*] 
Viscosity lxlO"3 [Pas] 
Thermal conductivity 18.5 [W/(m-K)] 
Specific heat 600 p/kg-K)] 
Melting point 1200 [K] 
Volumetric expansion coefficient 1.51X10"4 [1/K] 
Surface tension constants y -l.OxlO"3 [N/(m-K)] 
do -0.7667 [N/m] 

Reflectivity 0.65 M 

The Highly Simplified Marker and Cell method is used to deal with the free surface deformation. The surface height 
is determined from: 

dh    _.    .. d2h 
dt dR2 (8) 
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where Ws and Us are the axial and radial velocities on the surface. 

The computational results are obtained for a thin Ni-P disk (P: 12% by weight) heated by a Nd:YLF laser (X=l,047 
nm). The physical properties of Ni-P are shown in Table 1. 

Figure 5 shows the radial variation of the surface temperature for the laser pulse energy E=3.3 uj. The initial disk 
temperature is uniform at ambient temperature (300 K). The peak temperature is 3450K, which occurs at 30 ns. The transient 
velocity vectors are shown in Figure 6. The higher melt temperature results in lower surface tension near the center region. 
The gradient of the surface tension across the disk induces the melt to flow outward from the center. The resulting mass 
deficit near the center results in a crater with a downward velocity component. The melt flow turns upward when 
approaching the edge of the molten zone. Figure 7 shows the transient surface deformation. Significant surface movement 
begins at about 40 ns. The molten duration is about 150 ns, which is consistent with the experimental observation. 

The laser energy dependence of peak surface temperature, molten duration, rim height, rim diameter and crater 
depth is shown in Figure 8. The numerical simulation helps to optimize the design of the LZT process, for instance, the 
choice of the laser peak heating time and diameter of the heating laser beam. A parametric study in Figure 9 shows the 
dependence of the bump rim height and crater depth on the heating laser beam diameter and the peak heating time. 
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5. CONCLUDING REMARKS 

The transient process of pulsed laser-induced melting and surface deformation in LZT process has been investigated 
experimentally and theoretically. The nanosecond-time-resolution laser flash photography system is able to visualize the 
transient melting, surface deformation, and resolidification process of the Ni-P disk substrates upon nanosecond laser heating. 
A numerical model has been developed to solve the energy transfer and fluid flow in a nanosecond timescale within several 
micrometers. Both the melting time and surface deformation predicted in the model are comparable to the experimental 
results. 
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Semiconductor laser array fabricated by Nd:YAG laser-induced quantum well 
intermixing 

J.J. Dubowski, G. Marshall, Y. Feng, P.J. Poole, C. Lacelle, J.E Haysom, S. Charbonneau and 
M. Buchanan 

National Research Council of Canada, Ottawa, Ontario K1A 0R6, Canada 

ABSTRACT 

Selective area CW Nd:YAG laser annealing of GalnAsP/InP quantum well (QW) structures has been 
investigated as a possible route towards the fabrication of monolithically integrated photonic circuits. Laser 
irradiation of a 5 QW laser structure, originally designed to yield lasers emitting at 1.5 urn, yielded 
material having a continuously changing band-gap ranging from 1.5 to 1.38 pm over the distance of about 
3 mm. Bars with arrays of broad area lasers, having lengths from 300 to 600 pm, were fabricated from the 
processed material. An individual bar (2 to 3 mm long) comprised lasers operating typically between 1.4 
and 1.5 pm. The lasers showed stable threshold current density and quantum efficiency as function of the 
operating wavelength. This demonstration indicates that the applied technology has the potential to realize 
the cost-effective fabrication of advanced photonic devices and photonic integrated circuits. 

Keywords: photonic integrated circuits, quantum well intermixing, laser processing 

1. INTRODUCTION 

Selective area post-growth processing of semiconductor heterostructures is the subject of intense 
investigations due to the potential of this approach in the fabrication of advanced devices and photonic 
integrated circuits (PIC). For quantum well (QW) microstructures, the spatially selective intermixing of the 
QW and barrier material, referred to as quantum well intermixing (QWI), has been suggested as a feasible 
route to this end. This approach has the potential to enable device engineers to realize monolithic 
integration of optical devices with different functions and properties on a common substrate.1 The most 
frequently investigated methods of QWI include impurity induced intermixing, impurity-free vacancy 
diffusion and ion implantation induced QWI. There is also an increasing interest in QWI induced with 
powerful lasers (Laser-QWI). Lasers, such as KrF excimer (X = 248 nm), Ar-ion (A, = 514.5 nm) and 
Nd:YAG (X = 1064 nm) have been successfully applied for the purpose of demonstrating QWI in 
microstructures consisting of GaAs/AlGaAs, InP/GalnAs,' GalnP/AlGalnP, and Si/SiGe.8 Since high- 
temperature annealing is the basis of any QWI technique, the choice of lasers as a heating source is highly 
attractive due to the ease with which a laser beam can be delivered to a well defined spot. Generally, the 
lateral resolution of Laser-QWI is expected to depend on the geometry of both the target microstructure and 
the laser beam used for processing. It has been claimed that this approach makes it possible to modify 
band-gap structure on a lateral scale better than 25 um. Other results demonstrate the successful use of 
laser annealing for writing 100 urn-wide lines of QWI material in InP/GalnAs, lateral modulation of band 
levels with a 380-nm period in GaAs/AlGaAs, and writing 70 nm-diameter dots of p-doped GaAs/AlGaAs 
heterostructures. Fabrication of lasers blueshifted from 1.59 pm by up to 160 nm has been demonstrated 
following Nd:YAG laser annealing of InP/GalnAs QW microstructures. Those results were illustrated 
with individual semiconductor lasers, each fabricated from a sample processed in a separate laser annealing 
experiment. The value of any technology investigated for manufacturing monolithically integrated devices 
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can only be assessed if it is used for demonstration of a truly integrated device. This issue has been 
addressed by our experiments. In this paper, we discuss results of the successful application of the Laser- 
QWI technology for the fabrication of a monolithically integrated array of lasers emitting between 1.5 and 
1.4 um. 

2. EXPERIMENTAL DETAILS 

The investigated sample, which was grown by chemical beam epitaxy, comprises 5 Ino.53Gao.47As 
QWs (6 nm thick) separated by Ino.74Gao.26Aso.57Po.43 barriers (20 nm thick), a confining layer of 
Ino.74Gao.26As0.57P0.43 (70 nm thick), a cladding layer of InP (1.59 ^m thick), a contact layer of Ino.53Gao.47As 
(0.2 urn thick), and an InP cap (0.2 urn thick). The composition of QWs was chosen to have the as-grown 
material suitable for the fabrication of lasers operating at room-temperature at the wavelength of 1.5 pjn. 
Other details concerning the sample structure are given in Table 1. 

Table 1. Parameters of QW semiconductor laser structure used for the fabrication of monolithically 
integrated arrays of lasers. 

Sample     Substrate       Buffer Well Barrier/Confining       Cladding Cap 

98029 (001)InP 
S-doped U7 

InP 
Si:6xl0' 
0.6 nm thick 

Ino.53Gao.47As 
undoped 

Li0.74Gao.26Aso.57P0.43    InP InGaAs 
undoped Be:lxl018        Be: 1x10 19 

The surface of a rectangular sample, approximately 15 x 6 mm, used in this experiment was coated 
with a 200 nm thick layer of Si02 to protected it from decomposition (desorption) during laser irradiation. 

The annealing was carried out with a CW NdrYAG laser (Quantronix 116) operating at the 
wavelength of 1064 nm. The near-Gaussian laser beam, 0.8 mm in diameter, was shaped with the use of an 
optical expander to give a 10 mm in diameter spot on the sample. The surface temperature induced with the 
laser power density of 0.5 W/mm2 was about 800 °C and the annealing time was 120 sec. Sample 
temperature was monitored with an infrared pyrometer (Mikron Instrumentes M680) using a focussing 
lens, which gave an estimated 2 mm diameter detection area. 

The extent of QWI was measured with a FTIR-based room-temperature PL mapping system. A 
CW Nd:YAG operating at 1064 nm was focus on the sample to spot with a diameter of- 0.25 mm, with a 
a power density of- 0.15 W/mm2. Sample luminescence was analysed using an FTIR spectrometer with 
an InGaAs detector. The sample was placed on a computer-controlled x-y stage, which was moved in 0.5 
mm steps, such that one PL spectrum was acquired for each 0.5 mm square of the 15 x 6 mm sample. The 
computer software then analysed each spectrum and created a 2-dimentional map for peak wavelength as a 
function of x-y position (the software was also capable of analysing multiple peaks, as well as creating 
maps of peak intensity, FWHM of a peak and other useful spectral information). 

The fabrication of an array of broad area lasers started with metalization (Ti 25 nm /Pt 55 nm /Au 
300 nm) of p-type contact stripes with widths, w, ranging from 40 |jm to 200 jjm. The sample was thinned 
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and polished to about 100 um thick, and a n-type metal (Ni 25 nm /Ge 55 nm / Au 80 nm) was then 
deposited at the back side of the sample. A rapid thermal annealing at 350 °C for 30 seconds was carried 
out to ensure good ohmic contact on both top and bottom surfaces. Finally the sample was cleaved into 
laser bars with cavity lengths ranging from 300 urn to 600 jam. 

The lasers were characterized using a 1 kHz current source that could operate at bias voltages up 
to 50 volts. The laser light output was detected by a InGaAs photodiode, the signal from which was input 
into a boxcar integrator. In the second configuration that was dedicated for spectral measurements, a fiber 
tip was positioned close to the laser aperture and captured light pulses were transmitted to a high-resolution 
spectrometer with lock-in amplifier detection. 

3. RESULTS AND DISCUSSION 

QWI is a strong function of local temperature since it is a thermally activated diffusion process. 
Following laser irradiation, PL mapping measurements showed that the central area of the sample, 5 mm 
along the longer axis and its entire 6 mm width, displayed varying degree of band-gap shifting. The band- 
gap of the intermixed material gradually changed over a distance of 2.5 mm along the longer axis of the 
sample from 1380 nm, in the center of the laser annealed zone, to about 1500 nm, the latter of which 
compares to the band-gap of the as-grown material. A moderate temperature gradient applied in this 
experiment was necessary for the preparation of a sufficient area of material to be used for the fabrication 
of the integrated laser arrays. 

A separate experiment indicated that no band-gap shifting for similar QW microstructures takes 
place at 720 °C and annealing times of ~ 60 sec. This suggests that in the current experiment, material at 
distances greater than 2.5 mm from the center of the laser annealed zone (along the longer axis of the 
sample) was at temperature of less than ~ 700 °C. It should be noted that background wafer heating, in 
addition to the laser beam shaping approach, offers increased control over laser-induced temperatures. If 
needed, more moderate temperature gradients could easily be obtained with this technique. A distribution of 
the wafer area as a function of the material band-gap, determined by the PL signal corresponding to QW, is 
shown in Fig. 1. It illustrates that the QWI material, characterized by 1380 < Lg < 1480 nm, constitutes 
about 39% of the wafer area. The result also indicates that in this particular case 1490 < Lg < 1510 
characterizes most of the as-grown material. 

FIG. 1. Distribution of the wafer area as a 
function of the material band-gap following 
Nd:YAG laser irradiation. 

1360  1M0  1400  1420  1440  1460  1480  1500  1520  1540 

Wavelength (nm) 
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Several bars of broad area lasers operating between 1400 and 1500 nm were fabricated from this 
material. Figure 2a shows the location of a series of lasers on the 500 um cavity length bar. As an 
illustration, normalized spectra of 4 lasers from this bar are shown in Figure 2b. The spectrum from laser 
A corresponds to as-grown material (Ju« = 1498 nm, w = 100 um), while spectra B (Xm» = 1476 nm, w = 
40 um), C (Xmax = 1440 nm, w = 60 um) and D (Xm» = 1405 nm, w = 40 um) were obtained from the QWI 

I 

32 mm 

1400 1410 1420 1430 1440 1450 1460 1470 1480 1490 1500 1510 

Wavelength (nm) 

a) b) 
FIG. 2. A schematic drawing illustrating positions of broad area 500 /jm cavity lasers on a 3.2 
mm long bar (a), and corresponding emission spectra for the indicated lasers (b). 

material. Lasers B to D are located at distances of 1.9, 2.4 and 3.2 mm from the laser A. In addition, an 
example of a bar with 400 um cavity lasers is shown in Figure 3a. Spectra characteristic of the lasers 
indicated in this figure are shown in Figure 3b. Spectrum from laser A (w = 60 um) exhibits maximum 
emission at X™« = 1494 nm. Other lasers located to the right from A (not shown in Fig. 3a) were 
characterized by Xmax « 1496-1498 nm, which is close to the expected value for such lasers made from the 

400 nm W 

'S 

15 mm 

1400 1410 1420 1430 1440 1450 1460 1470 1480 1490 1500 1510 

Wavelength (nm) 

a) b) 
FIG. 3. A schematic drawing illustrating positions of broad area 400 jum cavity lasers on a 1.9 
mm long bar (a), and corresponding emission spectra for the indicated lasers (b). 
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as-grown material. Spectra B (X™* = 1478 nm, w = 40 um), C (X™* = 1445 nm, w = 60 urn) and D (Ju« 
= 1412 nm, w = 100 urn) were obtained at distances of 0.8, 1.4 and 1.9 mm to the left from the laser A. 
Similar results, with lasers emitting between 1.5 and 1.40 urn, were obtained for 300 and 600 um cavity 
length bars. Typically, the laser emission spectra were 6 nm wide irrespective of the blueshift. An example 
of the laser emission spectrum obtained for the as-grown material is shown in Figure 4. 

1.0 1                              »fc_=1497nm 
3 \      1 
n 
tr; o.» 
£ 
8 
1   0.6 "                                    l I CO 

8.04 

k 
"8 .8 °2 

a I I"| 
\ 

£  o.o _~/N/V/ v_ 
■        .       I                l                l I 

1««    1490    1492    1494    1496    1498    1500    1502    1504    1506    15C 

Wavelength (nm) 

FIG. 4. Emission spectrum for a broad area 
laser (Lcav = 400 /jm, w = 100 fjm) fabricated 
form as-grown material. 

An investigation of the threshold current density, Jth, and quantum efficiency for the fabricated 
lasers (about 40 lasers were tested) was carried out to provide a more qualitative analysis. The analysis 
was made based on the results limited to the lasers with lowest threshold current values and highest 
quantum efficiencies. After this qualification process we were left with several lasers that operated in the 
range of 1400 < X < 1500 nm for each cavity length. The laser quantum efficiency was found to be 
constant, and equal to about 0.33. For 300, 400 and 500 urn cavity lasers the threshold current density 
increased by 11-13 % for lasers operating at Xm« ~ 1400 nm. The initial values of Jth corresponded 
respectively to 1970, 1550 and 1330 A/cm . Given the uncertainty of these measurements, it is difficult to 
conclude if the increase in the threshold current concerns all the lasers fabricated from the QWI material, or 
only those made from the most blueshifted material. Although it could only be qualitatively assessed, it is 
worth of mentioning that for comparable bias conditions the spectra of lasers obtained from the material 
shifted up to 60 nm did not show any measurable differences in their intensity. However, the most 
blueshifted ( Xmax ~ 1400 nm) lasers showed reduced emission intensity to about 50-30 % of the intensity 
characteristic of the lasers made from the as-grown material. Below 1400 nm, lasers were observed to emit 
semi-coherent light exhibiting weak mode structure over roughly a 20 nm band width. It seems reasonable 
to expect some increase in the threshold current density of a QW laser made from the QWI material, mainly 
due to the well shape changing and resulting reduced confinement of the electrons/holes. Reported earlier 
results showed a 20% increase in Jth (from 500 A/cm2) for lasers blueshifted by 141 nm from 1585 nm. 
For a 1263 nm laser, made from the 30 nm blueshifted material (made by ion-implantation induced QWI), 
the predicted device lifetime was reported to be in excess of 25 years.12 Lasers that were made from more 
blueshifted material, exhibited higher degradation rates and shorter lifetimes. The increased functionality 
and/or reduced manufacturing costs of an integrated circuit are key issues addressed by the QWI 
technology. Clearly, it remains to be shown what would be the maximum allowable blueshift, for a 
particular material system, without compromising the performance of integrated devices made from such 
material. 

An increase in threshold current from 1100 to 2200 A/cm2 was observed for the 600 um cavity 
laser blueshifted to Xnu« « 1410 nm. Non-uniformity of as-grown material and/or surmountable but 
currently present limitations in controlling the temperature gradient along the short axis of the sample, 
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which coincided with the direction of laser cavities, are feasible reasons behind such behavior. Those issues 
should easily be addressable at the more advanced stages of introducing the Laser-QWI technology for 
practical applications. 

The Laser-QWI approach offers the possibility of fabricating QWI material with continously 
changing band-gap (~ 1 nm blueshift per 15 um of lateral distance) along one direction. This feature, which 
seems to be unique to Laser-QWI can find applications in, e.g., the fabrication of broad-spectrum light- 
emitting diodes. Of particular relevance to manufacturing PICs is that the slow continuous grading of the 
QW band-gap (e.g., 36 nm across a region of 550 um as it can be seen in Fig. 2) would make it possible to 
chose, by purely geometrical means, any wavelength of a laser in that spectral range. It could also be used 
to produce a dense array of ridge lasers (w < 5 um) with wavelengths covering the full range in a single 
bar. The usefulness of such a device for DWM applications has yet to be demonstrated: its success will 
mostly depend on the ability to fabricate different pitch gratings within small areas. 

4. CONCLUSIONS 

A Nd:YAG laser-induced quantum well intermixing approach was investigated for selective 
modification of the band-gap of semiconductor quantum well laser structures. A small portion of as- 
grown GalnAsP/InP material, which was designed to yield lasers emitting at 1.5 um, was successfully 
intermixed into a material with a uniaxial band-gap gradient of about 1 nm wavelength per 15 um 
distance. 

Broad area lasers were fabricated on four bars, each 300 to 600 urn wide and 2-3 mm long, from the 
laser-processed material. Each bar comprised a series of lasers operating between 1.5 and 1.4 um. To 
the best of our knowledge, this is the first demonstration of a successful use of the laser-induced 
quantum well intermixing process for manufacturing of a single device consisting of monolithically 
integrated multi-wavelength semiconductor lasers. 

The analysis revealed that the laser threshold current for 300, 400 and 500 um cavity lasers increased 
by 11-13 % for the most blueshifted ( Xmax * 1410 nm) lasers. However, a 100 % increase in the 
threshold current density, from 1100 to 2200 A/cm2, was observed for the 600 um cavity laser 
operating at near 1410 nm. The increase of Jth for the longer cavity laser may be an indication of non- 
uniform properties of material along the cavity of the device. 

It remains to be shown what would be the maximum allowable blueshift, for a particular material 
system, without compromising the performance of integrated devices made from such material. 

Laser-QWI offers a possibility to fabricate QWI material with its band-gap continuously changing 
along one direction. This feature appears to be unique to Laser-QWI. It can find applications in, e.g., 
the fabrication of broad-spectrum light-emitting diodes. 

It is suggested that the investigated Laser-QWI technology could be applied for the manufacturing of 
densely packed arrays of multiwavelength ridge waveguide lasers at a rate of approximately 100 lasers 
per 1 mm long bar. Each laser would operate at a fixed wavelength from the spectral range available 
within the bar. The usefulness of such an array of lasers for DWM applications has yet to be 
demonstrated, as it will depend mostly on the ability to fabricate different pitch gratings within small 
areas. 
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The ability to address individual semiconductor lasers, as well as laser facets, with a Nd:YAG laser has 
the potential application for fine tuning of the lasers optical properties (an analog to, e.g., laser 
trimming of resistors applied in microelectronics). 
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ABSTRACT. 

The laser combined express technique has been applied to high temperature (T < 3000 °C) measurements optical 
(reflectivity, transmission, absorptivity, volume absorptivity) and thermal (heat capacity, temperature conductivity and heat 
conductivity) properties of different ceramics (A1N, Si3N4, SiC, A1203). It was found that the ambient atmosphere (neutral, 
oxidizing or reduced pressure) noticeably affects the physical properties of the heated ceramics that marks a noticeable 
structural and chemical modification of the material. 

Keywords: reflectivity, transmission, absorptivity, heat capacity, temperature conductivity, heat conductivity, high 
temperatures, CW Nd:YAG laser heating 

1. INTRODUCTION. 
Due to the unique resistance to high temperatures (thousands of degrees) and harsh environmental conditions, 

ceramics are widely used in modern technologies. Therefore, it is quite important to know how the intrinsic physical 
properties of the ceramics vary with temperature and how the thermal action in conjunction with aggressive ambient 
atmosphere influences the structure and chemical composition of the materials. Besides, being very hard stuff, ceramics are 
usually processed with "thermal" tools, e.g. with different pulsed or CW lasers. Hence, the information on optical (e.g. 
absorption coefficient, reflection coefficient) and thermal (e.g. heat capacity, heat conductivity) properties is the clue point 
in the development of laser processing technologies. 

Meanwhile, there are quite limited and fragmentary data on physical properties of the ceramics at high temperatures. 
Moreover, as a rule, there is no information at all concerning newly made ceramic materials. Basically, this lack of 
information is explained by the essential experimental difficulties arisen at extremely high temperature measurements when 
the conventional methods either do not provide the reasonable accuracy or can not be applied at all. 

Therefore, the development of the relevant methods and techniques permitting such measurements is a very important 
task. 

2. EXPERIMENTAL SET-UP. 
We present here a laser based express technique and results of investigations of optical and thermal properties of 

semitransparent scattering solids - ceramics - heated by an intense laser radiation to high temperatures (up to 
melting/sublimation points) in the presence of different ambient atmospheres: argon, air at 1 arm and 0.5 Torr pressure. 

The designed set-up for high speed (103+104 K/s), high temperature measurements (800 °O3000 °C ) allowed us to 
record simultaneously reflectivity Rx, transmission Jxand absorptivity Ax as a function of surface temperature T, so as their 
heat capacity Cp, temperature conductivity a and heat conductivity %. Namely the simultaneous measurements of the 
physical parameters of the materials provide valid and reliable data obtaining and its unambiguous interpretation. 

A principal scheme of the experimental set-up is shown at Fig.l. CW Nd:YAG laser operated at 1064 run wavelength 
with the output power up to 100 Watt is applied to heat the tested specimens. The same laser radiation is used also as a 
probing beam, i.e. the reflection and transmission of the same high power laser beam were recorded during the heating 
processes. 
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The diameter of multimode top-flat laser beam onto a target surface was about 5 mm. The tested specimens (5 mm in 
diameter and 100-500 urn in thickness, depending on the particular task) were placed into the integrating sphere (for 
reflectivity measurements). The integrating device designed for transmission measurements is mounted exactly under the 
specimen. Because the tested ceramics are the high-melting-point materials, tungsten wires were applied for the samples 
fixing. 

The measurements of temperature were performed with the optical pyrometer. 
A computer acquisition/processing system was used for data control. 

3. STRUCTURAL AND CHEMICAL MODIFICATION OF THE CERAMICS. 
A wide variety of different ceramics (A1N, Si3N4, SiC, A1203 ) and CVD diamond films [1] have been tested. For 

majority of ceramics the ambient atmosphere (neutral, oxidizing or reduced pressure atmosphere) strongly affects the optical 
properties of the heated ceramics that marks a noticeable structural and chemical modification of the material (mainly the 
specimen surface, but also its bulk). As an example, Fig.2 demonstrates the temperature/chemical induced modifications of 
the A1N ceramics in "specific points" of its reflectivity temperature curve. 

At the analysis of the dependences one should pay attention on the variations of the chemical composition of 
irradiated surfaces. We undertook an elementary analysis of A1N ceramic using a method of X-ray-electron spectroscopy 
allowing to record spatial-energy distribution of electrons being emitted from a surface under X-ray irradiation. The obtained 
electron spectra provide one with information on: an element presence; its concentration and its chemical form. It allowes 
fairly sensitive and informative diagnostic of tested objects. 

Four main elements composing the A1N ceramic have been traced - Aluminum (Al), Nitrogen (N), Oxygen (O) and 
Yttrium (Y). The point #1 at the plot exhibits the non-irradiated surface. The subsequent heating to about 1600-1700 C° 
(point #2) leads to a noticeable change of element concentration. Thus, Y contamination increased in ten times, so as N 
decreased by an order of magnitude. As to aluminum, its atomic concentration was changed and the chemical form was 
modified. Instead of being bounded with N it became bounded with oxygen in the form of aluminum oxide. The heating to 
the temperature close to (point #3) and equal to the melting point (point #4) led to further noticeable increase in Y 
concentration (in times) and also caused essential nitrogen contamination growth. 

4. EXPERIMENT. 

4.1. Method of the heat capacity determination. 
The proposed optical method of heat capacity CP(T) measurements consists in recording the target temperature 

behavior, when the heating laser radiation is periodically turned on and off, so that the target starts to be repeatedly heated 
and cooled (look at Fig.3). The slope of the corresponded temperature curve (growth /fall) depends on: i) the laser power 
P(t), ii) the thermal energy accumulated in a specimen body (that is proportional to the Cp and the mass) and iii) the total 
value of heat losses. 

To evaluate the heat capacity CP(T) one need to measure the slopes of the temperature curve at "heating" and 
"cooling" periods just before and just after the laser radiation is blocked and to use the following relationship: 

m Cp(T) [(dT/dt)hMt - (dT/dt)C00l] = [ 1- Rx(T,t) - J,(T,t)] P(t). (1) 

Here, (dT/dt)heat is the slope of the temperature curve, when both heating and cooling processes take place; 
(dT/dt)C00| is the slope, when only cooling occurs. 

The estimated accuracy of CP(T) determination in our experiments was about 5-10%. 
More detailed description of the heat capacity determination is presented in reference [2]. 

4.2. Results of heat capacity and optical properties measurements for SiC ceramics in different atmospheres. 
As is seen, both the temperature and the oxidizing ambient atmosphere can influence optical and thermal properties 

even for such resistant material as SiC (Figs.4-5}. Chemical and structural modifications of surface layers result in heat 
capacity decreasing of the whole specimen. 

It is interesting to note that the reducing of the ambient gas pressure from 1 arm to 0.5 Torr causes the temperature 
shift of the phase transition (see the typical peak at the Cp curve) associated with material melting in according with the 
Klaiperoune -Klasius law: 
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dT/dP = T-(AV/AH), (2) 

where T and AH are, respectively, the temperature and the heat of phase transition; AV - the change of substance 
volume at the transition; P - the pressure. 

4.3. Method of the temperature conductivity and the heat conductivity determination. 
We propose also optical method of temperature conductivity and heat conductivity measurements (Fig.6). It is based 

on the recording the temperature respond onto the back surface. Indeed, just after the beam is blocked, the temperature of the 
back surface of a "thick" target continues to increase because of heat flowing through the sample (heat conductivity); reaches 
the maximum and only after that begin to fall due to the heat losses. The time interval At between the moment of blocking of 
the laser beam and the temperature reaching the maximum, depends on i) the temperature conductivity a(T); ii) the specimen 
thickness x; and iii) the heat (radiation) losses L as: 

At = f(L)-x2/a(T), (3) 

where, f(L) is a function of heat losses and geometrical parameters of the target. Taking into account that in our 
experiments the temperature gradient along the sample thickness is quite small (specimens are still thermally and 
geometrically thin) and the heat losses are linearly dependent on time within the short "cooling" interval, we can evaluate 
f(L) within the whole range of the experimental parameters and to determine the temperature conductivity a(T). 

Besides, we can determine the heat conductivity %: 

X(T) = a(T)-Cp(T)-p, (4) 

where p is the density. 
Fig.7 demonstrates a heat conductivity decrease about 4 times in the range from 1200 °C to 2000 °C. 

5. CONCLUSIONS. 
1. We presented the optical combined express method for investigation of optical (reflectivity R(T), transmission 

J(T) and absorptivity A(T)) and thermal (heat capacity CP(T), temperature conductivity a(T) and heat conductivity x(T» 
properties of ceramics at high temperatures. The advantages of the applied method are: 

- simultaneous detection of optical and thermal properties of materials; 
- broad range of investigated temperatures (up to 2500°C); 
- convenience in the data obtaining; 
- high temporal resolution (0.5 microsecond). 
2. Optical and thermal properties of ceramics (A1N, Si3N4, SiC, A1203) have been investigated. 
3. It was shown that the ambient atmosphere (neutral, oxidizing or reduced pressure) noticeably affects the physical 

properties of the heated ceramics that marks a considerable structural and chemical modification of the material. 
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A study of laser texturing processes by reflected light detection 

WJ. Wang, Y.F. Lu, and M.H. Hong 

Laser Microprocessing Laboratory of Electrical Engineering Department and Data Storage Institute 
National University of Singapore, 10 Kent Ridge Crescent Singapore 119260 

ABSTRACT 

Laser texturing technique has been established to provide low flying height and low stiction required for manufacturing high 
storage density media. The characteristics of the laser bumps can be precisely controlled, and are critically important for the 
excellent tribological performance. In the study, the hard disks have been textured successfully using the argon ion laser 
with the aid of an acoustic-optic modulator in the optical path. Alternative laser bumps can be formed with various bump 
shape and bump height. The topography of the laser bumps are observed using AFM. Laser bumps are formed because of 
the modification of laser beam on the substrate surface during the heating and cooling processes. In attempt to study the 
bump formation mechanisms, a photodiode was employed to detect the reflected and scattered laser light, which irradiates 
on the hard disk surface to form laser bumps. The detected signals were studied under various laser power and pulse 
duration. It was found that there is a good correlation between the detected signal and the laser bump characteristics. The 
system has been proved to be an effective and convenient method to study the laser bump formation processes, and to in situ 
diagnose the laser bump characteristics. 

Keywords: Laser texturing, topography, tribology, photodiode. 

1.   INTRODUCTION 

Laser texturing has been proved to be an effective way to improve the tribological problem of hard disk drive for higher 
recording density. Several studies have been reported on the laser bump formation processes, the dependence of laser bump 
on laser parameters and the tribological behavior of the laser textured surface "'51. The bump diameter is usually around 4 to 
25 urn, and bump height of 10 to 40 nm. The stiction performance depends on the bump characteristics, including the bump 
shape, bump diameter, bump height, and bump distribution. The control of the laser parameters is critically important for the 
excellent tribological performance. The characteristics of the laser bumps depend on the laser energy and the material 
properties of the disk substrate. It is known that the laser bumps are formed because of the micro capillary wave during the 
laser-induced surface modification processes [6?1. The local area of the hard disk surface absorbs the laser energy when the 
laser beam irradiates the hard disk surface, and is melted to become a melting pool when the laser energy reaches the 
melting point of the substrate material. The permanent surface deformation is caused when the molten material resolidifies 
during the cooling process. The final bump characteristics, including the bump shape, bump height and bump diameter 
depend on the laser energy and the substrate material properties. The surface deformation will cause the scattering of the 
probing light, and the intensity of the reflected probing light from the deformed local area will vary with the deformation 
features. The intensity of the reflected probing light varies with the laser bump formation processes. Therefore, the laser 
bump characteristics are expected to be presented by the detected light. The reflected light in the cooling process is critically 
important, and presents the final bump characteristics. By in situ monitoring the reflected laser beam, the laser bump 
formation processes can be studied and the laser bump quality can be diagnosed. 

The objective of the study is to develop a real time inspection system to study the laser modification processes and to in situ 
diagnose the laser bump quality. The zero order diffraction of the laser beam from the acoustic-optical modulator (AOM) is 
used as the heating and detecting source. Since the diffraction rate is adjustable, we set the pulse off energy at the level of 
15 to 20% of the pulse on energy level. The laser beam of the high energy level is used as working light to modify the 
substrate surface. While, the laser beam at the low energy level is used as the probing light, which should be low enough to 
avoid surface deformation. A photodiode is used for high-resolution (nanosecond time scale) detection of the reflected laser 
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Y.F. Lu, eleluvf@nus.edu.sg 

Part of the SPIE Conference on Laser Applications in Microelectronic and Optoelectronic 
Manufacturing IV • San Jose. California • January 1999 205 
SPIE Vol. 3618 •0277-786X/99/$10.00 



beam during the laser texturing processes. The bump shape and bump height changes in nanometer range can be detected. 
The detected signals will be presented, and the correlation between the laser bump characteristics and detected signals will 
be studied. The conventional photodiode detection method to study and in situ diagnose the laser modification processes is 
to use an additional CW light source, such as He-Ne laser etc., as the probing light l8]. The probing light must be well 
aligned and focused on the local area where the working light irradiates on, so as to make sure the true signal is detected. 
While, the argon ion laser is the only light source used in the established system as both the working and probing light, 
which makes the light alignment easy and accurate. Mean while, the detected signal contains rich information, such as the 
absorption information during the heating process, and reflection and scattering information during the cooling process. It is 
expected to be an effective and convenient way to study and monitor the laser texturing processes. 

2.   EXPERIMENTAL SETUP 

The schematic of the experimental setup is shown in Fig. 1. A TEMoo mode output of a CW Ar+ laser with a wavelength of 
514.5 nm is employed to rapidly melt microscopic areas on hard disk substrate surface, and to detect the bump 
characteristics. The hard disks are aluminum-magnesium substrates coated with a 10 to 20 u,m thick nickel-phosphorous 
(90-10wt%) layer to improve its surface hardness and smoothness. The coated surface is polished with a surface roughness 
of 2 to 3 nm rms. 
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Fig 1 Schematic of experimental setup for laser texturing and optical detection and modulated laser pulse profile 
AOM: acoustic-optical modulator; HWP: half wave plate; QWP: quarter wave plate; PBS: polarizing beam splitter. 
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An acoustic-optical modulation is used to generate pulsed laser beam with flexibly controlled pulse duration and pulse 
frequency. The diffraction efficiency is around 85% at a wavelength of 514 nm. The acoustic wave from the FR driver is 
modulated by a signal generator to control the laser energy, pulse frequency and pulse duration of the laser beam irradiated 
on the substrate surface. The zero order and the first order of the diffraction light can be used as the energy source to 
irradiate on the substrate surface. The zero order diffraction light was selected in our experiment. By adjusting the voltage 
level of the TTL modulating signal, the diffraction efficiency is controlled. The high and low energy level of the laser pulse 
can be controlled as shown in Fig. 1. The substrate surface is modified by high pulse energy, which is defined as the 
working light, with adjustable pulse duration and pulse frequency. The low energy pulse is defined as the probing light, and 
its energy lever should be lower enough so that the surface deformation is avoided. It is expected to detect the intensity 
variation of the reflected light during the laser bump formation processes. We will concentrate more on the study of the 
probing light at the falling edge of each laser pulse. The vertical polarized CW laser beam is modulated by the AOM, and 
becomes pulsed. The modulated laser passes through a half wave plate, a beam polarizing splitter, a quarter wave plate, a 
mirror, and finally is focused on to the substrate surface by an objective lens. The reflected light from the substrate surface 
passes back though the same objective lens, the mirror to the quarter wave plate where the polarization of the laser beam is 
changed with 90 degrees. The reflected laser beam is deflected by the beam polarizing splitter, and reaches to the 
photodiode detector. The intensity of the reflected laser light is then detected and the detected signal is sent to a digital 
oscilloscope, which is triggered by the synchronization TTL signal. The resolution of the detection system is 1 ns. The 
deformation of the substrate surface will cause the scattering effect, and therefore, the intensity of the reflected laser beam 
will be varied. It is known that the bump characteristics vary with the laser energy and/or substrate surface properties. The 
dependence of the detected signal on the topography of the laser bumps, including bump height, bump diameter and bump 
shape, will be studied. By the analysis of the detected signals, we can study the bump formation processes and the signal can 
also be used for the real time monitoring of the laser texturing processes. It is noticed that the detected signal has an offset at 
the rising and falling edge, correlating to the laser bump characteristics. 

The hard disk substrate is mounted on a motorized stage. When the stage reaches the desired speed and position, the shutter 
is opened for a certain time interval so that the laser beam irradiates on the disk surface. A video camera is mounted on the 
top of the optical system, and the video image is sent to a monitor for focusing adjustment and real-time monitoring. The 
landing zone texturing processes can be carried out by mounting a rotation stage on the linear stage. Therefore, a series of 
laser bumps with spiral distribution are formed. The textured surface is observed by using atomic force microscope (AFM). 
By adjusting the laser parameters, alternative bumps can be produced with various bump characteristics. The reflected laser 
light is probed in the real time by the photodiode detecting system, and the signal is recorded. By the analysis of the 
detected signal, it is found that there is a well correlation between the laser bump characteristics and the probing signals. It 
has been proved to be an effective and convenient method to study the laser modification processes and diagnose the laser 
bump quality. 

3.   DISCUSSION AND RESULTS 

Alternative laser bump features are observed by atomic force microscope (AFM) as shown in Fig. 2. The dome-like bumps 
as shown in Fig. 2(a) are formed when the laser pulse duration is 400 ns with a laser power of 0.5 W. The bump diameter 
and bump height is around 5 u.m and 10 nm respectively. With the increase of the laser power, the top of the bump is 
depressed with its rim growing up, resulting in the formation of the crater bump as shown in Fig. 2(b) with bump diameter 
of 5 u.m, bump height of 15 nm. The sombrero bump, with 4 u.m in diameter and 25 nm in height, is formed when the laser 
pulse duration is 1 |is and laser power of 0.5 W. With the increase of the laser power, the top of the central peak is 
depressed lower and lower. The double-rim crater bump, with 5 u,m in diameter and 30 nm in height, is formed when the 
laser power is 0.65 W. The AFM images of the sombrero bump and double-rim crater bump are shown in Fig. 2 (c) and (d) 
respectively. The bump shape is sensitive to the laser power at some energy levels. The surface profile changes of the laser 
bump profile are responsible for the scattering effect, resulting in the intensity variation of reflected laser beam. 

The probing light alignment is carried out before the measurement on a flat substrate surface with low laser energy to avoid 
the surface deformation. The detected signal shows the same energy level at the rising and falling part of the laser pulse. 
The signal profile is similar to that of the signal generator, which is used to modulate the AOM FR driver. When the laser 
pulse energy reaches the threshold of the substrate material, the local area of the substrate surface is molten. At the falling 
edge of the laser pulse, the molten material is cooling down to resolidify, causing the deformation of the substrate material. 
The probing light is scattered by the surface deformation. The dependence of the laser bump profile on laser pulse duration 
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Fig. 2 Two-dimonsional AFM images of laser bumps on hard disk surface, (a) dome-like bump with central peak, produced with laser 
power of 0.5 W and laser pulse duration of 400 ns (laser pulse energy 0.2 uJ); (b) crater bump with a peripheral rim, produced with laser 
power of 0.65 W and laser pulse duration of 400 ns (laser pulse energy 0.24uJ); (c) sombrero bump with central peak and a peripheral 
rim, produced with laser power of 0.5 W and laser pulse duration of 1 p. s (laser pulse energy 0.5 pJ); (d) double-rim crater bump, produce 
with laser power of 0.65 W and laser pulse duration lus (laser pulse energy 0.65pJ). 

and the laser power is shown in Fig. 3. The laser bumps in Figs. 3(a), (b), (c), (d) are produced with laser pulse duration of 
400 ns, and laser power of 0.5, 0.55, 0.6, and 0.65 W respectively. The bump (a) exhibits dome-like profile with bump 
diameter around 4 um and bump height of 10 nm. The probing light is scattered away from the beam center by the bump 
slop, the intensity of the reflected light is therefore reduced. It is noticed from the signal profile, as the solid line shown in 
Fig. 4 (a), that the voltage level of the detected signal is lower at the falling edge of laser pulse than at the rising edge. The 
flat tops are depressed lower and lower with the increase of laser power, as shown in Figs. 3 (b) and (c). The depressed 
center may enhance the intensity of the probing light. Therefore, the detected signals have higher signal voltage level as the 
dash and the dot lines respectively, as shown in the Fig. 4 (a). The crater bump is formed with the further increase of 
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Fig. 3 The dependence of the laser bump profiles on laser pulse duration and laser power. 
(a), (b), (c), (d) laser pulse duration lus with laser power of 0.5W, 0.55W, 0.6W, 0.65W respectively. 
(e), (f), (g), (h) laser pulse duration 400 ns with laser power of 0.5W, o.8W, LOW, 1.2W respectively. 

the laser power as shown in Fig. 3(d). The bump diameter is 4.5 u.m and bump height of 15 nm. The detected intensity is 
higher, since the profile of the crater bump has a sharper slop. The dash-dot-dash line shown in the Fig. 4(a) shows the 
detected light profile of the crater bump. The dependence of the bump profile on laser power at laser pulse duration 1 u. s is 
shown in Fig. 3 (e), (f), (g), (h) with laser power of 0.5,0.8, 1.0, and 1.2 W respectively. The sombrero bump with diameter 
of öum and bump height of 25 nm as shown in Fig. 3(e) causes the scattering effect to the probing light. The voltage level 
of the detected signal is the lowest as solid line shown in Fig. 4(b). With the increase of the laser power, the central peak of 
the sombrero bump is depressed. The slop of the bump profile is reduced, resulting in the weak scattering effect as the dash 
line shown in Fig. 4(b). Figures 3 (g) and (h) show the double-rim crater bumps with sharper profile slop, the scattering 
light intensity is increased as the dot line and dash-dot-dash line shown in Fig. 4(b). The detected signal is well correlated 
with the bump profile. It is known that there may have variations of the substrate material, substrate morphology, and laser 
energy, which will induce the variation of the bump characteristics. By monitoring the profile of the detected signal, the 
bump quality can be diagnosed easily with the setup. 
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Fig. 4 The dependence of detected signals on laser power (a) pulse duration 400 ns, with laser power of 0.5W, 
0.8W, LOW, and 1.2W respectively; (b) pulse duration 2us, 0.5W, 0.55W, 0.6W, and 0.65W respectively. 

The signal offset is defined as the deflection of the probing signal at the falling edge to the probing signal at the rising edge 
of the laser pulse. Figure 5 shows the dependence of the signal offset on the laser power at the pulse duration 1 u.s. It is 
found that the signal offset varies with the laser power. The negative offset refers to the sombrero bumps with central 
protrusion. The positive offset refers to the crater bumps with depressed bump center. The bigger offset refers to sharper 
slop of the bump profile, due to greater surface deformation. When the rim height of the bump is irregular as shown in Fig. 
6, which may be caused from the unsymmetry of the beam profile. The offset of the probing light will shift away from 
where it should be in the Fig. 5. 
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Fig. 5 The dependence of the signal offset on the laser power at pulse duration 400 ns. 

Fig. 6 Two dimensional AFM image and profile analysis of laser bump produced by laser beam with irregular profile 
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4.   CONCLUSIONS 

The experimental setup has been proved to be an effective and convenient method to study the processes of the laser 
modification, and the real time monitoring of the laser texturing processes. The hard disk can be textured successfully with 
the system and the topography was measured by AFM. Alternative bumps can be formed with the dome-like bumps, 
sombrero bumps, crater bumps, and double-rim crater bumps. The bump height, bump diameter, and bump distribution can 
be varied flexibly by the control of the laser parameters. The argon ion laser is the only light source used in the system as 
both working light and probing light. The detected signal profile depends on the features of the surface deformation. The 
detected signal profiles and the bump characteristics present good correlation. 
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ABSTRACT 
A pulsed UV laser based technique has been developed which permits the transfer, by direct-write exposure, of 
3D images into a photosensitive glass/ceramic material. The exposed latent image volume is developed via 
temperature programmed bake process and then etched away using HF in solution. The height of the 3D 
microstructures is controlled by the initial laser wavelength used during the exposure and the time duration of the 
etching cycle.   Using this technique we have fabricated large arrays of microstructures which have applications to 
microfluidics, microelectromechanical systems and optoelectronics.   The resulting master copy can be used either 
as is or by use standard injection molding techniques converted into a metallic or plastic copies (i.e. LIGA). We 
present these results and others which have specific applications to miniature lKg class satellites - nanosatellites. 

Key Words: MEMS, Nanosatellite, Laser Micromachining, Glass-Ceramics, Direct-Write 

1. INTRODUCTION 
It has been over 40 years since the Russian Sputnik satellite was launched1 heralding the strategic possibilities of 
space. Given its simple mission, that of broadcasting a simple signal, Sputnik, with its primitive technology, still 
has one commonality with modern satellites. Both are assembled the same way, one custom made piece at a time. 
There is now a move afoot in the aerospace industry to modernize satellite production and manufacturing 
operations by implementing a standardization of parts protocols and assembly-line methods. There is also the 
intent to integrate more of the satellite sub-systems, thereby saving the excess mass.   One outcome of this 
exercise is that particular space missions can be accomplished with a constellation of very small earth orbiting 
satellites. The mission of such tiny satellites might require various degrees of coordination. It might operate as a 
companion to a much larger satellite like the Space Shuttle or International Space Station. Such a unit would 
move about and providing images of damaged or questionable components and aid in repairs.   In larger numbers, 
a constellation in low earth orbit might provide global coverage, perhaps mapping cloud cover for civilian 
applications. Furthermore, a local cluster properly coordinated could form a sparse synthetic aperture with a 
baseline of many kilometers. 

The Nanosatellite or the "silicon" satellite is an Aerospace Corporation concept whereby all the 
subsystems are fabricated using microelectronics processing and advanced packaging techniques and are 
assembled as an integrated unit2. The result is a 1 kilogram satellite which should be mass-producible to the 
exacting standards set by the microelectronics manufacturing industry.    Initially, the Aerospace Corporation 
Nanosatellite will be assembled using multi-chip module (MCM) packaging techniques; however, future 
generations will integrate sub-systems using wafer-scale monolithic packaging techniques. Since most of the 
nanosatellite subsystems are electronic in nature, the fabrication, integration and packaging issues have been 
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addressed already by the microelectronics industry.   However, propulsion and attitude control systems are unique 
to space systems and the miniaturization, integration and packaging aspects require further study and 
development. 

The development of a micropropulsion system is required for nanosatellite production. This will require 
technology development in the area of processing of non-silicon materials including ceramics, glass, metal and 
specific space qualified polymers.   There is also a need to fabricate true 3 dimensional (3D) microstructures most 
of which would be difficult, if not impossible, using LIGA or DRIE techniques. For the specific case of 
micropropulsion systems, many elements may also have heights larger than 100 microns.   For this reason, The 
Aerospace Corporation is developing direct-write laser material processing techniques. Aerospace has developed 
a CAD/CAM laser based tool for rapid prototyping of micropropulsion components. The laser tool uses both 
ablative and volumetric exposure techniques3 to fabricate needed true 3D microstructures. Presently, the 
Corporation is both evaluating and developing prototype micropropulsion concepts for application to nanosatellite 
class spacecraft. The thruster types being considered here include the cold gas thruster and the "one-shot" micro- 
solids array. We are also investigating micro- ion propulsion, but that will not be discussed here.   Laser material 
processing plays an important role in the fabrication of all these devices. 

2. EXPERIMENTAL 
The primary material used in this work is a photostructurable glass ceramic available in wafer form from Schott 

glass under the trade name Foturan . This material is composed of a lithium aluminosilicate glass doped with 

trace amounts of silver, cerium and antimony . The cerium is a photosensitizer. In the presence of ultraviolet 
light, the Ce3+ion gives up an electron to become Ce4+ and the free electron finds a silver ion and then reduces 
Ag+ to Aga. In this work, pulsed UV laser light was introduced into our laser micromachining station. The beam 
was focused by a lOx objective into the work where it was moved by a computer controlled xyz stage. The 
computer also controls several shutters allowing the use of more than one illumination source. If the sample is 
exposed to a sufficient fluence of ultraviolet light, a latent image in the form of neutral silver atoms is recorded in 
the amorphous glass.   If the density of neutral silver species is too small, the latent image will not "develop" 
sufficiently to enable mass removal. 

The latent image is developed thermally. The sample is placed in a furnace and the temperature is 
ramped at 5°C/min to 500C and held for an hour. At this temperature, neutral silver atom diffusion permits the 
formation of silver clusters in the UV exposed regions. The temperature is then raised again to 605°C at 3°C/min 
and held for an hour. At this higher temperature, the glass can devitrify, nucleating a crystalline phase at the 
silver clusters. It is important to note that the crystalline phase (also called ceramic phase) is slightly less dense 
than the amorphous phase, so there is a small expansion associated with the devitrified regions, The temperature 
is sufficient for softening of the amorphous phase, so the glass warps slightly to accommodate the expanded 
volume. In some applications, after cooling to room temperature, the sample would be polished to remove any 
unwanted texture. 

After completing the nucleation and growth steps, the sample has a latent image consisting of crystalline 
regions in an amorphous matrix. It is a property of the crystalline phase that it is more rapidly soluble in 
hydrofluoric acid than the surrounding phase. In a 5% solution of HF, the etch ratio is 20 to 1. Typically, 5% HF 
at 40C will dissolve through a 1 mm thick polycrystalline region in under an hour. 

Fabrication of true 3D microstructures is achieved by varying the exposure conditions. In one strategy, 
we take advantage of the varying bulk absorption of Foturan. Figure 1 shows the UV transmission curve with the 
calculated penetration depth overlaid. Here the penetration depth is defined as the depth at which the intensity has 
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fallen to 1/e of the incident intensity. A one millimeter thick sample exposed to 355nm light would result in a 
latent image that is uniform through the thickness of the sample (assuming the incident fluence exceeds the 
minimum value for exposure.) On the contrary, if this sample were to be exposed to 248nm light the image will 
develop to only a depth where the critical fluence is maintained. Clearly, since exposed regions etch more rapidly 
than the surrounding areas, true 3D machining can be achieved by varying the photon flux and wavelength over 
different parts of the workpiece. 

Another strategy to 3D micromachining involves illuminating the sample with a laser beam and shaping 
the beam. Structures with straight walls are obtained with a columnated laser beam. Hyperboloids are formed 
with light that focuses or defocuses as the light passes through the material. One can also place the focus at the 
center of the material to create an hour-glass shaped latent image. Moving the workpiece in the XYZ direction 
during exposure increases the possible complexity of the produced part. 

An interesting consequence of the unique processing of Foturan, is the texture of the resultant parts. 
Because the crystalline phase nucleates and grows into the glass and then is etched away, one can achieve widely 
varying morphologies. In figures 2 below, the remaining structures look as if material is scooped out of the side 
surfaces. In fact, the surface conforms to the growth of the crystal into the glass. Where grains intersect and etch 
away, the amorphous phase that remained in the interstices can possess very sharp edges, which we hope to 
exploit in field emission devices. 

3. THRUSTER CONCEPTS 

3.1. Cold Gas Thruster 
The cold gas thruster is the most common. It typically consists of a pressurized gas chamber (propellant 

tank), a gas metering valve, a cavity chamber (gas plenum) and an hour-glass shaped exit nozzle. Cold gas 
thrusters usually possess low specific impulse and as a consequence great care is exercised in their design to 
insure the efficient conversion of the pressurized fuel to thrust.    The miniaturization of the cold gas thruster 
poses significant challenges in maintaining efficiency. As fluidic devices are miniaturized, the surface area to 
volume ratio increases which can result in larger drag forces.   The proper design of the exit nozzle is key to 
providing maximum thrust. A true 3D axis symmetric hour-glass shape nozzle is more efficient than an extruded 
2D hour glass nozzle. The use of photostructurable glass and laser direct-write processing permits the fabrication 
of 3D nozzles to a wide range of dimensions and an expansion ratios defined as the exit plane cross-sectional area 
divided by the throat cross-sectional area.6 The processing variables include beam shape and position in the 
workpiece as well as laser fluence metering. It is important to choose a laser fluence that enables the exposure of 
the sample, but not initiate thermal effects within the volume of the beam.   The Aerospace laser prototyping 
center was used to fabricate 3D axisymmetric micronozzles in 1mm thick Foturan with a throat diameter of 100 
microns and area expansion ratio of 10. Two nozzles, along with a laser fabricated gas plenum and a commercial 
silicon MEMs valve (IC sensors), were assembled into a bi-directional lmN class cold gas thruster. Figure 3 
shows a picture of the thruster and figure 4 shows the thrust data. The largest measured specific impulse was 50% 
of the ideal specific impulse expected for argon with a 10:1 expansion ratio. Without the MEMS valves, the 
thruster efficiency approached 80%. Comparison of the two configurations clearly shows that the gas flow is 
choked at the MEMS valve. This problem is mitigated by the use of a MEMS valve with a larger throat opening. 

3.2. Digital Thruster 
Another Nanosat propulsion concept is that of the digital single-shot thruster. Here MEMS technologies 

could be used to create an array of miniature single use thrusters. One might imagine 10,000 single shot thrusters 
on a single wafer. Each thrust chamber would be independently addressable and each propellant chamber would 
be sealed. This approach mitigates the use of valves that add complexity and are prone to leakage.   Satellite 
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trajectory calculations show that a large array of single-shot thrusters can be used to maintain attitude or 
maneuver 1kg class nanosatellites7 

Our embodiment of this concept involves 3 layers. The first layer is a silicon die with an array of heating 
elements or fuses which ignite the fuel. The second layer is the propellant array chamber, fabricated from 
Foturan. The propellant cylinders are fabricated by direct-write patterning with the UV laser and etched. The 
arrays of fuel cavities can be filled with any one of a number of fuels. The propellant chamber is capped with the 
third wafer layer. This layer contains an array of silicon expansion nozzles that are sealed at the throat by a 
silicon nitride diaphragm. The diaphragm array is produced from a silicon wafer coated on both sides with 5000A 
of silicon nitride. Laser ablation is used to create an array of breaches in the nitride film on one side of the wafer. 
The other side is left unpatterned. The breaches form the perimeter of the nozzle exit. The wafer is 
anisotropically etched in 35% KOH (60C) for a day leaving a silicon nitride membrane at the bottom of a 
truncated pyramidal pit. The square membrane forms the throat of the expansion nozzle. The fuel is ignited by 
delivering a pulse of electrical current to the heating element, which explodes a patterned wire. The pressure in 
the microchamber builds until the silicon nitride diaphragm bursts, producing a single pulse of thrust. 

In figure 5 we show the three layers of the prototype thruster array.    The first is the array of resistive 
polysilicon elements. The second figure is the Foturan propellant chamber. There are 15 chambers, each is 700 
microns in diameter. The four smaller holes are for alignment with fiducials on the wafer below. Lastly is the 
array of laser patterned and KOH etched die. 

Figure 6 shows frames from a high-speed video tape of a single cell ignition. In this experiment the 15 
element array thruster is mounted on an IC flatpack chip and placed in a test fixture to measure thrust. The visual 
burn time is just over a 1 millisecond. Thrust measurements show that an average of 80 millinewtons is achieved 
for a propellant chamber 1mm long and 900 microns in diameter. The single ignition produces an equivalent 
power of 60 W. 

The use of direct-write laser processing for the fabrication of the digital thruster chip provides several 
advantages, given below. 

Table 1. 
thrusters 

Beneficial capabilities of direct-write laser processing for digital 

- Rapidly prototype test chips with various chamber diameters. 
- Individually alter the fuel chamber shapes and positions. 
- Rework prior fuel chambers. 
- Laser direct-write techniques can selectively seal individual chambers. 
- Fabricate non cylindrical chamber shapes and circular nitride membranes. 

4. CONCLUSION 
A direct-write laser micromachining volume exposure technique has been developed to fabricate true 3D 
microstructures in a photostructurable glass. This new technique, in conjunction with traditional direct-write 
ablation techniques, has been used to fabricate two types of microthrusters for applications to lKg class satellites. 
The results of the thrust measurements are promising and they open the door for fabricating microthrusters out of 
glass/ceramic materials that have certain advantages for space use.   Laser based processing offers the rapid 
prototyping capability that is advantageous in the development of microthrusters, where the physics of fluids in 
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microchannels is still an exploratory science.   Another advantage is that this processing is relatively clean with 
minimal debris for contamination.   Further experiments will be conducted to refine the volumetric exposure 
technique and to develop microtextured surfaces which are amenable to ion emission thruster applications. 
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Figure 1: Transmission curve and penetration depth versus wavelength for Foturan. 
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ABSTRACT 

GaN surface is clear etched by combination of KrF excimer laser irradiation and post chemical wet treatment using 
hydrochloric acid. KrF excimer laser irradiation ablates GaN surface and turns the ablated surface to Ga-rich 
layer. The Ga-rich layer is etched off by the hydrochloric acid treatment. X-ray photoelectron spectroscopy (XPS) 
analysis reveals that the chemically etched surface has similar composition and chemical bonding to untreated GaN. 
The average roughness amazingly decreases to ~48 % compared to the untreated GaN sample at the laser fluence 

increases beyond 1.5 J/cm2. 

Keywords: GaN, KrF excimer laser, ablation, planarization, X-ray photoelectron spectroscopy (XPS), Atomic force 

microscope (AFM) 

1. INTRODUCTION 

III-V nitride semiconductor crystals (GaN, InN and AlN) have Wurzite structure at normal state and these materials 
show direct band-gap. Alloys can be formed with same crystal structures, By changing alloy composition, band- 
gap can be changed in the range of 1.95-6.0 eV continuously, these materials are most promising for light emitting 
devises covering from infrared to ultraviolet. In resent year, the processing techniques for III-V nitride such as GaN 
are successfully established especially on crystal growth, while the etching method is not still concrete because of 
their chemical stability or high hardness. Plasma etching1 and reactive ion etching (PJE),2 3 are mainly applied for 
etching of III-V nitride crystals. In those manners, damages by ion or plasma bombardment will be serious problems. 
Photoassist wet etching,4 5 and electrochemical etching,6 7 based on conventional wet etching method, and melt-back 
etching8 based on technique of liquid phase epitaxy (LPE) is reported. 

Laser processing has the advantages in preventing damages and contaminations, and has the spacial selectivity 
with high resolution while there is few report on laser processing of III-V nitride crystals. ArF excimer laser-assisted 
ablation using HC1 gas,9 microfabrication using multiwavelength light source for direct machining of GaN.10 Excimer 
laser is thought to have the advantages of photon-cost and processing speed. Recently, KrF excimer laser etching of 
GaN and AlN11 was demonstrated to show high efficiency of the direct-laser etching, where the etching rate was ~ 
1400 A/pulse, high surface roughness was obtained. Obtaining flat surface at the etching area is an important issue, 
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for example, in the pre-treatment for homoepitaxial growth or metalization, however, it is difficult to obtain with 
high etching rate. In this paper, we characterize KrF excimer laser ablation of GaN, and report the planarization 

effect. 

2. EXPERIMENTAL 

Samples used were Mg-doped 700 nm-GaN/10 nm-AlN/Al2O3(0001) grown by gas-source molecular beam epitaxiay 

(GSMBE) using Ga metal, RF plasma-cracked N2 and Mg metal as Ga, N and Mg source, respectively. Hall 

concentration of GaN epilayer was lxlO18 cm-3. 

The experimental setup are depicted in Fig. 1. Base pressure of the chamber was ^lxlO"6 Torr. KrF excimer 
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Mirror 
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IG Substrate 
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Fig.  1.  Schematic diagram of the experimental setup. 

laser (A=248 nm, FWHM=34 ns, Lambda Physik: LPX200) was employed for a light source. The laser beam was 
homogenized and projected into 2.2x2.2 mm2 area. Ambient was 760 Torr N2. The laser fiuence (Ed) was ranged 
from 0.2 to 3.5 J/cm2 and number of laser pulse was set at 1. After laser irradiation, damaged layer at the ablated 
area was etched by 35 %-hydrochloric acid for 5 min-dipping. Etched depth was measured by stylus profiler. Surface 
morphology was observed by optical microscope and atomic force microscope (AFM) in the tapping-mode operation. 
Surface state of laser-irradiated area was evaluated by X-ray photoelectron spectroscopy (XPS). 

3. RESULTS AND DISCUSSION 

As-irradiated samples exhibited metallic color and soft surface with cracks, which infers that nitrogen effuse from 

the ablated surface and forming of Ga-rich layer (crystal decomposition). 

Ablation of GaN surface was confirmed above the laser fiuence of 0.3 J/cm2. Figure 2 shows the laser fiuence 
dependence of the ablation/Etched depth. The filled triangles and opened squares represent the ablation depth of 
as-irradiated sample and total etching depth after hydrochloric acid treatment, respectively. High etching rate of ~ 

130 nm/pulse (nm/s) was attained at 3.5 J/cm2. 

Generally, laser fiuence penetration depth profile is given by 

I(z) = 70exp(-az), (1) 
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Fig.  2. Laser fluence dependence of the ablation/Etched depth, irradiated number of pulse is 1. 

where I(z) is the laser fluence at depth z, I0 is the laser fluence at surface and a is the absorption coefficient. Since 
the ablation depth zab gives ablation threshold fluence I(zab), the laser fluence at ablation depth is expressed by 

I(zab) = Ioexp(-azo6), (2) 

therefore, 

zab   — a 

iln 
a 

(ln/o - In I(zab)) 

I(Zab)J 
(3) 

thus, zab linearly depends upon ln/o with the slope 1/a. Equation (3) is fitted to plots in Fig. 2 to evaluate 
a. The a was obtained to be 1.91xl05 cm-1 and 2.52xl05 cm-1 for plots of after hydrochloric acid treatment 
and as-irradiated, respectively. Recently, absorption coefficient of GaN film was determined to be 2.0xl05 cm-1 

for 5 eV-photon by transmission measurement.12 Absorption coefficient obtained from samples after hydrochloric 
acid treatment shows well agreement with the reported value (a = 1.91xl05 cm-1), i.e., the crystal decomposition 
proceeds with 1 photon absorption. While, absorption coefficient obtained from the as-irradiated samples (2.52xl05 

cm-1) shows slightly large value compared to the reported value (2.0xlO5 cm-1). This may mean that the ablation 
of GaN proceeds with 1 photon absorption and attached thermal effect. 

Figure 3 shows Ga3d XPS narrow-scan spectra obtained from as-irradiated samples (as-ablated surface) with the 
(b) Ed = 0.4 J/cm2, (c) 1.0 J/cm2, (d) 1.5 J/cm2, (e) 2.0 J/cm2 and (f) 3.0 J/cm2. Spectrum (a) was obtained from 
an unirradiated sample. As the Ed increase (> 0.4 J/cm2), XPS spectra of ablated surfaces can be decomvoluted 
by GaN and off-stoichiometric (Ga-rich) peaks, which indicating that an increase of laser fluence causes Ga-N bond 
dissociation at the ablated surface. At laser fluences over 2.0 J/cm2, peaks corresponding to metal-Ga are detected. 

XPS spectra in Fig. 4 obtained from the samples after dipping in hydrochloric acid showing with some Ed as a 
parameter, (a) Ed — 1.0 J/cm2, (b) 2.0 J/cm2 and (c) 3.0 J/cm2. It is obvious that the Ga-rich layer is completely 
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removed by 5 min hydrochloric acid treatment at the every Ed- 

Figure 5 (a)-(d) illustrate AFM images of the samples after hydrochloric acid treatment, with (a) no laser 
irradiation, (b) Ed = 0.7 J/cm2, (c) 2.0 J/cm2 and (d) 3.5 J/cm2. The scanning area was 5 pm D. From these AFM 
images, it can be said that the surface of GaN is flattened with the increase of Ed- The Ed dependence of average 
roughness (Ra) is summarized in Fig. 6. Ra saturates with the Ed increase beyond 1.5 J/cm2, and Ra is lowered to 
~4.9 nm from 10.2 nm for the untreated sample, i.e., ~48 %, at Ed = 3.5 J/cm2. Thus, higher Ed is desirable for 
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obtaining flat surface. Higher fluence irradiation usually causes surface roughening, however, in this case, the Ga-rich 
layer is consider to disperse heat with higher conductivity compared to GaN, which may averages the distribution 
of heat penetration depth in GaN caused by the roughness of an as-grown surface. 

Here, we define the successive process of 1 pulse irradiation and post 5 min-hydrochloric acid dipping as "one 

cycle". Fig. 7 shows Ra reduction with the number of the cycles increases in case of Ed — 1.5 J/cm2. This result 
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reveals that the repetition of KrF-irradiation and hydrochloric acid treatment can also make GaN surface flat. 

Crystal quality is evaluated by five crystals X-ray diffraction. Ed dependence of FWHM of GaN(0002) locking 
curve is shown in Fig. 8. Distribution of the unirradiated crystal's FWHM is shown as an error bar at Ed = 0 J/cm2. 
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Fig. 8. FWHM of GaN(0002) locking curve as a function of the Ed. 

No increase of FWHM is observed with increase of Ed- Thus, crystal structure was maintained with increase of Ed 

at the range of 0.4-3.5 J/cm2. 
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4. CONCLUSION 

In conclusion, surface of GaN crystals was successfully flattened by the combination of KrF excimer laser irradiation 
and post hydrochloric acid treatment. GaN is ablated by KrF excimer laser irradiation and ablated surface was 
changed to ofF-stoichiometric Ga-rich layer. The Ga-rich layer is completely removed by the hydrochloric acid 
treatment and etched surface is flattened dramatically with the Ed increasing. No severe degradation of crystal 

structure was found in samples irradiated with high laser fluence (3.5 J/cm2). This method should be proposed for 

high quality etching and planarization of GaN surface. 
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ABSTRACT 

This paper explains current status and technological trends in laser materials processing applications in electronics and 
optoelectronics industry in Japan. Various laser equipment based on solid state lasers or gas lasers such as excimer lasers or 
C02 lasers has been developed and applied in manufacturing electronic and optoelectronic devices to meet the strong 
demands for advanced device manufacturing technologies for high-performance, lightweight, low power-consumption 
portable digital electronic appliances, cellular mobile phones, personal computers, etc. Representative applications of solid- 
state lasers are, opaque and clear defects repairing of photomasks for LSIs and LCDs, trimming of thick-film chip resistors 
and low resistance metal resistors, laser cutting and drilling of thin films for high-pin count semiconductor CSP packages, 
laser pattering of thin-film amorphous silicon solar cells, and laser welding of electronic components such as hard-disk head 
suspensions, optical modules, miniature relays and lithium ion batteries. Compact and highly efficient diode-pumped and Q- 
switched solid-state lasers in second or third harmonic operation mode are now being increasingly incorporated in various 
laser equipment for fine material processing. Representative applications of excimer lasers are, sub-quarter micron design- 
rule LSI lithography and low-temperature annealing of poly-silicon TFT LCD. 

Keywords: repairing, trimming, cutting, drilling, patterning, welding, lithography, annealing, laser equipment 

1. INTRODUCTION 

Laser materials processing has several excellent features, which are increasingly satisfying industry's requirements such as 
for high-speed, high-precision, clean and flexible processing technologies for swift delivery of high-value added 
innovative products with reasonable or minimized costs. According to the questionaire survey conducted in the summer of 
1998 in Japan, the number of lasers installed per manufacturing company has considerably increased during recent ten 
years1. Exceeding ten thousand laser systems are estimated to be currently in operation in electronics industry. 

Various laser materials processing technologies have been developed and been applied for manufacturing electronic and 
optoelectronic devices, because of their widely different requirements for treating thin-films, thick-films, metals, ceramics, 
polymers, etc. Owing to the recent increased demands for light-weight, high-speed portable electronic appliances, such as 
cellular phones, digital still cameras, note PCs (personal computers), PDAs (portable digital assistants), fine laser materials 
processing based on short-wavelength- or short-pulse lasers are becoming vital and indispensable technologies for the 
development and manufacturing leading-edge products in electronics and optoelectronics industry. Compact and highly 
efficient diode-pumped and Q-switched solid-state lasers in second or third harmonic operation mode as well as in 
fundamental wave mode are now being increasingly incorporated in various laser materials processing systems such as for 
repairing, marking, drilling and patterning. Excimer lasers are being extensively utilized in lithography and annealing. 

This paper briefly summarizes what parts or devices are utilizing what kinds of laser materials processing and what kinds of 
lasers are currently preferably utilized. Detailed explanation will be given on the technological state of the arts and trends in 
some representative application fields in electronics and optoelecrtronics industry in Japan. 

2. SUMMARY OF REPRESENTATIVE APPLICATIONS 

Some representative applications of laser materials processing in electronics and optoelectronics industry are summarized in 
Table 1. With a glance at Table 1, it can be safely said that almost all present-day leading-edge portable or multimedia 
electronic appliances are at least utilizing some devices treated with laser material processing. For example, key devices 
such as LSIs, TFT(thin-film transistor )-LCDs, multi-layer build-up circuit boards, lithium ion batteries, are increasingly 
utilizing some kinds of laser materials processing. 

* Correspondence: E-mail: washiofgilam sgm.nec.co.jp: Telephone: +81-42-771-0655; Fax: +81-42-771-0823 
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Table 1. Representative applications of laser materials processing in electronics and optoelectronics industry 

Classification Components or devices Applications of laser materials processing Typical lasers used 

Semiconductor 
devices 

Photomasks (reticles) 
Si wafers 
LSIs 

DRAMS 
Optical modules 
IC Packages 

CSP IC packages 

LSI photomask repairing 
Wafer marking 
Excimer laser lithography 
Memory repairing 
High precision spot welding 
IC package marking 
Interposer micro-via drilling 

Q-switched solid-state lasers 
Q-switched solid-state lasers 
KrF or ArF excimer lasers 
Q-switched solid-state lasers 
Pulsed Nd:YAG lasers 
Q-switched solid-state lasers 
Q-switched solid-state lasers 

Display devices Photomasks for LCDs 
TFT-LCDs 
Poly-Si TFT-LCD 

TV tubes 

LCD photomask repairing 
TFT-LCD repairing 
Low temperature excimer laser annealing 
High precision electron-gun spot welding 

Q-switched solid-state lasers 
Q-switched solid-state lasers 
XeCl excimer lasers 
Pulsed Nd: YAG lasers 

Circuit 
components 

Chip resistors 
Quartz oscillators 
Printed circuit boards 
Relays 
Component packages 

Resistor trimming 
Quartz oscillator tuning 
Build-up circuit board via drilling 
Assembling by laser spot welding 
Component package marking 

Q-switched solid-state lasers 
Q-switched solid-state lasers 
Pulsed C02 lasers 
Pulsed Nd:YAG lasers 
Nd:YAG or CO, lasers 

Peripheral 
devices 

Hard disks 
Hard disk sliders 
Ink-jet printer heads 
Key boards, key pads 

Hard disk (HD) laser texturing 
HD slider suspension spot welding 
Ink-jet printer nozzle drilling 
Laser marking 

Q-switched solid-state lasers 
Pulsed Nd:YAG lasers 
KrF or ArF Excimer lasers 
Q-switched solid-state lasers 

Energy devices Lithium ion batteries 
Amorphous silicon solar- 
cell modules 

Seam welding of battery cases 
Laser patterning of amorphous silicon 
solar cell modules 

Pulsed Nd:YAG lasers 
Q-switched solid-state lasers 

3. TYPICAL LASERS USED IN ELECTRONICS AND OPTOELECTRONICS INDUSTRY 

Figure 1 shows typical lasers used in electronics and optoelectronics industry and relevant applications in accordance with 
their typical average power. Solid state lasers used are either Nd:YAG, Nd:YLF, or Nd:YV04 lasers. They are used either 
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Fig. 1 Typical lasers used in electronics and optoelectronics industry and relevant applications in accordance with their typical average 
power. Solid state lasers are either Nd: YAG, Nd:YLF, or Nd:YV04 lasers. 
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in fundamental (IR) operation mode or in second -harmonic (green) , or third and higher harmonic (UV) operation mode. 
For Q-switched laser applications with average laser power less than 20W, compact and highly efficient diode-pumped 
solid-state lasers in second or third harmonic operation mode as well as in fundamental wave mode are now being 
preferably utilized than lamp-pumped lasers. For low power application of C02 lasers, RF-excited waveguide type lasers are 
dominantly utilized. 

4. REPRESENTATIVE APPLICATIONS AND TECHNOLOGICAL TRENDS 

4.1 Photomask Repairing 

The masks used for lithography are required to be entirely defect-free. There are mainly two different application fields for 
masks, namely, LSIs and LCDs. Minimum feature sizes for LSI masks are becoming very small. For 0.25 n m design rule 
devices such as 256M DRAM, for example, minimum line and space of 1 [i m and linewidth accuracy of 0.04 ß m are 
required for a mask to be used with a stepper having four times magnification. Therefore, high-precision repairing is 
absolutely necessary for LSI masks. For LCD applications, mask sizes are becoming larger and larger, well exceeding 
600mm. Therefore, high-thoughput repairing is necessary for large size defects in LCD masks. Table 2 shows trends of key 
specifications of NEC's mask repairs for LSIs and LCDs since 1983 2. 

Table 2 Trends of key specifications of NEC's mask repairs for LSIs and LCDs 

Year of product release 1983 1991 1995 1998 
Product models for LSIs SL452 A SL453C SL453X SL458A 

Accuracy (|im) ±0.3 ±0.2 ±0.1 ±0.1 

Repairing function Opaque defect repair Opaque defect repair Opaque defect repair Opaque and Clear 
defect repair 

Laser wavelength (nm) 1064 532 532 355 and 349 
Pulse width (ns) ~6 '***' A Subns. Subns. (Zapping) 

50 ns (4kHz, CVD) 

Product models for LCDs SL465B SL465C SL465D 
Substrate size (mm) 610X510 900X870 900X870 
Lasers for zapping 532nm, 4ns 355nm, 4ns 355ns, 4ns 
Lasers for CVD 532nm, 6kHz 266nm, 4kHz 355nm, 4kHz 
Methods of CVD Chamber type Chamber type Gas curtain type 

(Chamberless type) 

Figure 2 shows an external appearance of a recently developed LSI mask repair SL458A capable of repairing both opaque 
and clear defects2. In order to obtain high throughput for clear defect repair by laser CVD (Chemical vapor deposition), a 
unique gas curtain type scheme has been developed to eliminate bulky and time consuming gas chamber. 

Examples of   observed mask patterns, before and after 
repairing,    for repairing clear   and opaque defects are | 
shown in Fig. 3. Average operating times required for 
repairing a defect are about 2 seconds for opaque repair 
(zapping) and about 6 seconds for clear defect repair (laser 
CVD), respectively. 

To completely eliminate glass substrate transmission 
deterioration due to laser-caused surface damage during 
opaque-defect repair and to improve edge sharpness of 
opaque defect repair, lasers having shorter pulsewidths are 
strongly preferred. Recently commercialized mask 
repairs are incorporated with sub-nanosecond Q-switched 
lasers. Experiments are in progress to investigate for the 
capability of ultrashort pulses for repairing chromium 
masks and comparisons are being made on quality of 
repairing for pulses in the range from 30 ps to 150fs3. 

Fig. 2 External appearance of LSI mask repair SL458A. 
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Fig. 3 Examples of observed mask patterns, before and after repairing, for repairing clear and opaque defects. 

4.2 Excimer Laser Lithography 

Today's dominant DRAM (Dynamic random memory) in market size is 64Mbit DRAM. Owing to recently attained 
significant progress in 248nm KrF excimer laser lithography technologies, share of shipment of KrF excimer laser exposure 
systems is rapidly increasing world-wide and seems to have exceeded 60% in 1998 as shown in Fig. 44. With introduction of 
KrF excimer laser exposure systems, minimum design feature size has shrinked to 0.25 ß m or below and sample production 
of 256Mbit DRAM has already started. Figure 5 shows example of NEC 256Mbit SDRAM (Synchronous DRAM)5. With 
introduction of upgraded exposure systems in 1998 having large NA (Numerical aperture) around 0.68-0.7 and KrF excimer 
laser spectral bandwidth of less than 0.6pm, mass production of LSIs having 0.18 ß m design rule is expected to start in 
1999. Mass production of 0.13 ß m devices by using 193nm ArF excimer laser lithography is expected to start by 2001. Line 
and space patterns as narrow as 0.09 ß m has been already demonstrated by using an ArF excimer laser exposure system6"7. 
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1um 

Fig. 4 Trends of world-wide quarterly shipment market share of 
KrF excimer vs. i-line exposure systems. After Nikkei Market 
Access,  © 1998 NIKKEIBP. 

Fig. 5 Example of 256Mbit SDRAM5. Design rule: 0.22 ß m. 
Die size: 244.6mm2. Cell size: 0.55 ß m2. KrF scanner was used. 
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4.3 Memory Repairing 

Memory repair system is becoming increasingly necessary for improving yields of highly-integrated memory devices 
designed with shrinked feature sizes and having large number of bits per chip, such as 64Mbit DRAM and 256Mbit DRAM. 
Figure 6 shows an external view of NEC's novel memory repair system SL550A in development. This equipment is 
incorporated with a diode-pumped and high-repetition Q-switched Nd:YV04 laser and is capable of cutting fuses on the fly 
with maximum pulse rate up to 20kHz, realizing high throughput for wafers up to 300mm in diameter. Throughput depends 
on fuse layout. Minimum laser beam spot size on the wafer surface is 2 u m. Overall positioning accuracy ( I X I +3 a) is 
equal to or better than 0.3 ß m for 200mm diameter wafers. Figure 7 shows arrays of fuses before and after laser cutting. 

(a) 

**fc     *    t       *»*     T 

>  .        *»'.      **     #»  ' 

*»    ' ! 
(b) 

Fig. 6 External view of memory repair system SL550A Fig. 7 Arrays of fuses before (a) and after (b) laser cutting. 

4.4 Excimer Laser Annealing 

Low-temperature poly-Si (LTPS) TFT LCD has several advantages of capability of integrating a peripheral driver circuit, 
achieving higher pixel density and realizing larger aperture ratio as compared with amorphous silicon TFT LCD, owing to 
its higher electron and hole mobility realized by excimer laser annealing (ELA) process8'9. ELA can convert amorphous Si 
layer to polycrystalline Si at low substrate temperature under 430t, much lower than high-temperature poly-Si (HTPS) 
technology which requires quartz substrates, thus enabling use of inexpensive, large-size glass substrates. LTPS TFT LCD 
has found rapid and wide spread application such as digital still cameras and digital video camcorders. Figure 8 shows an 
example of digital still camera having 2-inch LTPS TFT LCD. Figure 9 shows a B5 size note notebook computer having 
10.4-inch XGA (1024 X 768) LTPS TFT LCD. 

Fig. 8   Digital still camera (SANYO DSC-SX1Z) incorporated 
with 110,000 pixel 2-inch light collecting LTPS TFT LCD. 

Fig. 9 Notebook computer (SONY VAIO [PCG-505RX]) 
incorporated with 10.4-inch XGA (1024 X 768) LTPS TFT LCD 
and separately sold digital video camera PCR-PCI]. 
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4.5 Laser Marking 

Laser marking seems to be the largest application segment in electronics industry, if installed number of laser systems are 
compared among various laser material processing applications. Continuously pumped and Q-switched Nd: YAG lasers are 
preferably utilized for marking various IC molded packages than C02 lasers because of their capability of fast and flexible 
marking with good visibility. For example, Nd:YAG laser based package marker NEC SL575CL has realized marking 
speed exceeding 330 characters per second for 1mm height alphanumeric characters on plastic molded packages. New types 
of package markers, CSP (chip size package) markers, have recently been commercialized by several manufacturers by 
incorporating diode-pumped and frequency-doubled Nd:YAG lasers. Figure 10 shows examples of CSP marking obtained 
with a CSP laser marker NEC SL576A. Laser markers incorporated with RF (radio-frequency) excited waveguide-type C02 

lasers are separately finding wide range of applications such as marking colored plastic packages and printed circuit boards. 
Scanning type laser markers incorporated with galvano-mirrors are preferably utilized than mask type markers because of 
their ease and flexibility in changing marking contents swiftly 

There are two types of laser marking methods, namely, soft 
marking and hard marking, for marking silicon wafers. For 
hard marking, 1.06 ßm fundamental wavelength Nd:YAG 
lasers are used to obtain deep engraved marking exceeding 
100 ß m. For soft marking without splash and debris, 
frequency converted green (0.53 ß m) laser beams are 
utilized. Diode-pumped Nd:YAG lasers have been 
preferably utilized because of their excellent beam quality, 
reliability and compactness. 

0123456789 
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Fig. 10 Examples of CSP marking: Enlarged photos of black 
character marking and white character marking. 

4.6 Laser Trimming 

Owing to the increased demands for portable and compact 
electric appliances such as cellular mobile phones, digital 
cameras, notebook PCs, etc. laser trimming markets such 
as for smaller chip size resistors, ultra-low resistance chip 
resistors for current monitoring, and VCOs (Voltage 
controlled oscillators) are steadily expanding. Currently, 
dominantly mass-produced thick-film resistor chip size 
seems to have shifted from 2012 (2mm X 1.2mm ) toward 
1608 (1.6mmX0.8mm ) size and the production share of 
1005 (1mm X 0.5mm ) size is also increasing considerably. 
A high speed and high precision laser trimmer NEC 
SL436G has been developed for small chip size resistors10. 
This laser trimmer is capable of trimming resistance as low 
as 10m ß (optional)10. Figure 11 shows a SEM (scanning 
electron microscope) photograph of laser trimmed thick- 
film 1005 type resistor. 

<ß&M ifllllPliPiliillllllll 

le.Bkv     296 

Fig. 11 SEM photograph of laser trimmed thick-film 1005 type 
chip resistor. Kerf width: ca. 30 u m. Trimming speed: 50mm/s. 
Q-switched pulse repetition frequency: 10kHz. 

4.7 Laser Via Drilling 

Adoption of CSP packages and build-up printed circuit boards is preferable for both miniaturization and performance 
enhancement of electronic appliances. Build-up printed circuit boards are extensively utilized in portable and personal 
digital electronic appliances such as cellular mobile phones, digital video cameras (DVC) and digital still cameras (DSC)11. 

Figure 12 shows an example of compact cellular mobile phone Digital MOVA N206S for NTT DoCoMo and printed board 
NEC's DV-MULTI used in it11. Laser process and photographic process are two methods practically utilized for drilling 
small vias less than 150 ß m in diameter, which are too small to drill mechanically12. Laser process has advantages in 
flexibility for selection of materials to be drilled and ease in obtaining excellent cross sectional via shape. Laser via drilling 
is increasingly and preferably utilized for drilling smaller vias less than 100 ß m in diameter13. Figure 13 shows example of 
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Cross-sectional view of blind vial by laser process12. 
Currently, pulsed C02 lasers are mainly utilized for 
drilling vias having diameter in the range 75-150 ß m 
because of their high power availability above 100W 
average power for obtaining high throughput allowing 
drilling exceeding 500 holes per second14. 

Fig. 13 Cross sectional view of blind vias by laser process12. 

Fig. 12 Digital MOVA N206S for NTT DoCoMo and NEC DV- 
MULTI printed board11 with vias drilled by laser process. 

For C02 lasers, it becomes very difficult to drill micro-vias smaller than 50ju m, because of occurrence of strong diffraction 
for 9.4 ß m or 1.06 ßm infrared laser beams. For high pin count fine-pitch LSI packages, such as CSPs, substrates having 
build-up layers and having micro-vias holes with diameter much smaller than 50 ß m, are increasingly being incorporated as 
interposers for interconnecting signal lines from LSI chips to ball grid arrays. To make such micro-via holes, the drilling 
scheme employing repetitively pulsed UV lasers such as frequency tripled (THG) or frequency quadrupled Nd:YAG Q- 
switched lasers are well suited15"16, owing to their excellent focusability and higher absorption coefficients of metal film and 
organic substrate materials. Continuously diode-pumped and repetitively Q-switched Nd:YAG lasers can emit much shorter 
pulses with higher peak power than relevant lamp pumped lasers if compared at the same average power. Therefore, diode- 
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Figure 14 Blind via drilling speed dependence on via diameter and irradiated THG power measured for copper-laminated 25 ß m 
thickness polyimide films having 18Mm thickness copper layer and 20^m thickness adhesive epoxy resin layer for both sides of 
polyimide films16. 
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pumped and Q-switched Nd:YAG lasers are desirable pumping sources for efficient generation of higher harmonic coherent 
waves 

355nm THG beam as high as 4.5W maximum average power has been obtained from 20W average power fundamental 
beam at Q-switch repetition rate of 10kHz16. Pulsewidth is about 35ns. Drilling characteristics of copper-laminated 
polyimide films have been extensively studied by using such UV laser beams. Figure 14 shows blind via drilling speed 
dependence on via diameter and irradiated THG power measured for copper-laminated 25 ß m thickness polyimide films 
having 18/2 m thickness copper layer and 20 ß m thickness adhesive epoxy resin layer for both sides of polyimide films16. 
Clean blind vias with very little smear have been obtained, enabling subsequent smear removal processing much simpler as 
compared with vias drilled by C02 lasers. In case of making blind via-holes with 50 # m diameter, drilling speed of 76 holes 
per second has been so far obtained at an average power of 2.8W at 10kHz16. Efforts to increase drilling speed is in progress. 

4.8 Laser Patterning of Solar Cells 

Solar cell technology for generating electric power is a promising technology for alleviating so-called greenhouse problem 
caused by infrared light absorbing gases exhausted when fossil fuels are burnt. NEDO (New Energy and Industrial 
Technology Development Organization) is conducting research and development on thin-film solar-cells, focusing on the 
improvement of energy conversion efficiency and the development of mass production technology. Figure 15 shows an 
example of building-integrated solar cell modules for private housing17. 

Amorphous silicon thin-film solar cells have several 
advantages over conventional crystalline silicon solar cells. 
For, example, they require a small amount of silicon and 
less energy in manufacturing, they can be fabricated into 
modules with large surface area17"18. Amorphous silicon 
thin-film can be deposited on various materials such as 
glass, polyimide, etc. Therefore, they are also suitable for 
obtaining see-through and flexible solar cell modules18 to 
be utilized for building windows, car sunroofs, etc. 

Laser pattering is becoming a standard technology for 
realizing large area thin-film solar cell modules18. 
Repetitively Q-switched Nd:YAG lasers at 1.06 ß m 
fundamental wavelength is used to scribe TCO (transparent 
conductive oxide) thin-film made of Sn02. Repetitively Q- 
switched and frequency-doubled Nd:YAG laser is used to 
selectively scribe amorphous silicon thin film on TCO 
without causing any damage on TCO thin film. 

4.9 Laser Welding 

Laser welding is well suited for assembling precise 
electronic or optoelectronic components accurately with 
high throughput. Laser welding is useful not only for 
miniaturization but also for accurate and secure connection. 
Laser spot welding has been extensively utilized for 
assembling electronic guns for TV tubes, fiber-optical 
devices19"20 such as LD (laser diode) modules, miniature 
power relays21, ultra-light and thin suspensions for hard- 
disk head sliders, etc. Figure 16 shows an example of 
optical module assembled by laser spot welding. In 
assembling optical modules to efficiently couple diode 
laser power into a single-mode optical fiber, average 
coupling loss due to misalignment caused by pulsed laser 
irradiation for spot welding has been reduced to within 

Fig. 16 Optical module for fiber-optic communications. 

Fig. 15 Building-integrated solar cell modules for private 
housing17. (Photo: courtesy of NEDO) 

0.1 dB20. Compact pulsed Nd.YAG lasers with average 
power in the range from 20W to 100W are predominantly 
used for these high precision spot welding. 
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High-power, high-repetition rate pulsed-Nd:YAG laser 
enables high-precision seam welding. Pulsed Nd:YAG 
laser based seam welding has been extensively utilized in 
assembling rectangular lithium ion battery cells, fuel 
injectors, pressure sensors, etc. Figure 17 shows an 
example of seam welding of rectangular battery cell. Leak- 
free, excellent welding quality has been obtained with good 
surface bead appearance, without causing any serious 
deterioration of heat sensitive chemical components. 
Methods for penetration instability prevention has been 
investigated for seam welding of A3003 aluminum alloy22.   .  
For seam welding for joining various electronic parts,       R    n Seamweldingofrectangular battery cell 
Nd:YAG lasers having average power in the range from 
200W to 1200W are dominantly utilized. 

5. CONCLUSION 

This paper presented a review on current status and technological trends in laser materials processing applications in 
electronics and optoelectronics industry in Japan. Various laser systems based on solid state lasers or gas lasers such as 
excimer lasers or C02 lasers have been developed and applied in manufacturing electronic and optoelectronic devices to 
meet the strong demands for high-performance, lightweight, low power-consumption portable digital electronic appliances, 
cellular mobile phones, personal computers, etc. Representative applications of excimer lasers are sub-quarter micron 
design-rule LSI lithography and low-temperature annealing of poly-silicon TFT LCD. Representative applications of solid- 
state lasers are opaque and clear defects repairing of photomasks for LSIs and LCDs, trimming of thick-film chip resistors 
and low resistance metal resistors, laser cutting and drilling of thin films for high-pin count semiconductor CSP packages, 
laser pattering of thin-film amorphous silicon solar cells, and laser welding of electronic components such as hard-disk head 
suspensions, optical modules, miniature relays and lithium ion batteries. 

Progress in high-average power light-sources capable of generating high-repetition-rate, short wavelength or short optical 
pulses, together with advancement in optics for high-precision materials processing, is expected to increasingly play a vital 
role for electronic and optoelectronic device performance improvement and manufacturing technology innovation. 
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ABSTRACT 

Photonics Research Ontario (PRO) is an Ontario Provincial Center of Excellence supporting a broad range of laser- 
processing activities within its photonics program. These activities are centered at the University of Toronto, and split 
between an industrial-user facility and the individual research programs of principal investigators. The combined effort 
furnishes forefront laser systems and advanced optical tools to explore novel processing applications in photonic, biomedical, 
and microelectronic areas. Facilities include laser micromachining stations, excimer-based mask-projection stations, 
extremely short wavelength lasers such as the molecular fluorine laser (157 nm), and ultrafast laser systems (100 fs - 1 ps). 
The latter two advanced lasers offer interesting advantages and contrasts in processing 'difficult' materials through linear and 
nonlinear absorption processes, respectively. These laser systems provide fine precision and strong interaction with a wide 
range of materials, including 'transparent' glasses, and also ceramics and metals. Applications fall broadly into several areas: 
wafer-level circuit trimming (electronics), high-resolution ultrasonic transducers (biomedical devices), and the shaping of 
optical waveguides and Bragg-gratings for photonic components (telecommunications). This paper summarizes the laser- 
processing infrastructure and research activities at PRO. 

Keywords: laser micromachining, ablation, laser trimming, photonics, Bragg gratings, photosensitivity, ultrafast lasers. 

1. INTRODUCTION 

Laser systems and optical tools for laser-material processing are advancing rapidly on several evolutionary fronts. Both 
diode-pumped lasers and direct-diode lasers are now firmly entrenched in industrial processing. Sub-micron optical-tool 
beds routinely offer l-|im accuracy, key for new application areas in electronics, photonics, and micro-electromechanical 
structures (MEMs). Compact laser systems offer a wide assortment of wavelengths (ultraviolet to infrared), pulse durations 
(femtoseconds to continuous), and power levels to precisely control laser-matter interactions and provide the special 
capabilities needed for exploiting a much broader base of industrial applications. Short-wavelength excimer lasers (248, 193, 
and 157 nm) define the smallest features (200 nm) on today's electronics semiconductor wafers. Science developments in 
the last decade have also brought reliable ultrafast lasers, and affordable electro-optical controls to shape pulses arbitrarily 
and adjust their duration. With both these advanced technologies, we now have the option of choosing between 'multi- 
photons' and 'big photons' in driving physical or chemical processes on material surfaces. These, and many other 
developments, have been instrumental in shaping a new generation of laser processing tools. 

Photonics Research Ontario1 (PRO) is an Ontario Centre of Excellence committed to enhancing the competitiveness of 
Ontario's industrial sector by focusing R&D on specific and defined industry needs, and with the objective of transferring key 
photonics technology to industry. PRO supports a broad base of research activities at Ontario's universities that include 
biophotonics, laser source development, light-matter interaction, optical communications, and nano-optics and materials. 
PRO also supports three resource facilities that interface with both industry and academic researchers: the Biomedical 
Facility, the Photonics Facility, and the Laser Micromachining Facility. Laser processing is a rapidly expanding activity at 
PRO, emerging from many years of basic studies in laser-matter interactions and laser source development at the University 
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of Toronto. The goals in this program are to capitalize on these early developments and create a center of forefront laser 
systems and tools for emerging new applications in processing photonic, electronic, and biomedical devices. 

This invited paper provides a broad overview of the laser-processing activities and infrastructure supported, in part, by PRO. 
Conventional laser-processing systems include CO2, Nd:YAG, diode-pumped lasers, and excimer lasers. Diode-pumped- 
laser applications offer general micromachining capabilities with ~l-um precision. One application area is the ablation of 
micron-size aluminum conductors, in order to trim microwave electronic circuits. In another, contact masks are laser-cut, and 
then used in an excimer-laser process to imprint long-period fiber gratings that flatten the gain of fiber-laser amplifiers. An 
excimer-laser mask-projection system has been optimized for cutting arrays having 10-15-|xm slots on piezoelectric ceramic 
surfaces. The array provides ~40 MHz ultrasonic imaging for high-resolution medical applications.2 At the cutting edge of 
laser technology, ultrafast lasers and very short-wavelength F2 lasers have been developed at the University of Toronto to 
exploit novel material-processing applications. These lasers offer two 'extreme' approaches — multiple photons and big 
photons, respectively — to micromachining and to controlling the refractive index in glass. The advantages and limitations 
of these approaches are considered here for shaping photonic devices in fused silica. 

2. LASER PROCESSING AS A TOOL 

In the PRO facilities, staff scientists and a variety of academic and industrial partners have developed state-of-the-art laser- 
processing tools. This section describes three currently active project areas that involve laser trimming, laser-write cutting, 
large-area projection etching, and laser-induced refractive-index changes in glass fibers. These are prime examples of the use 
of mature laser technologies as tools to conduct research and development projects 

2.1       Circuit Trimming 

Laser micromachining finds widespread use in trimming and isolating electronic components on silicon-based integrated 
circuits. High-speed and microwave circuits are often laid out in a versatile architecture with test points, and several extra 
connections to optional components such as capacitors and resistors. During circuit testing and tuning, connections must be 
severed and/or others made, to better address the specific functionality of the final product. Laser processing is often used for 
this. Laser micromachining has the following attributes in severing connectors: 1) it is a non-contact and gentle etching 
process well-adapted to fragile chips, 2) features as small as a few microns can be ablated on highly convoluted surfaces with 
a tightly focussed laser beam, 3) precise-depth control of the ablation can be exercised, and 4) ablation plumes carry away 
much of the etched material, minimizing surface debris and contamination. 

Figure 1: Enlarged detailed view of a radio-frequency mixer circuit on a silicon wafer before (left) and after (right) 
laser trimming. The aluminum wires (smallest are 3-u.m wide) linking the coil to a series of five capacitors of 
different values (darker squares) can be selectively cut by the laser (four holes of -15-u.m dia. on right) without 
affecting nearby structures. (The poorer resolution on right was due to lower lens magnification.) 

Figure 1 shows part of a high-frequency mixer circuit containing several capacitors (squares of various sizes) initially 
connected to the circuit with 3-u.m wide aluminum conductors (left photo).   By selectively cutting the aluminum lines, 
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individual capacitors can be isolated and the total capacitance of this part of the mixer circuit tuned to the desired value. On 
the right is shown the same circuit with four lines ablated by the laser while neighboring structures remain untouched. The 
laser used in this case was a diode-pumped, air-cooled Nd:YAG (Spectra-Physics T40-X30-106QA) at 1.06-um wavelength. 
In this particular exercise, each ablation hole was produced using 50-mW power in a 500-ms burst of 30-ns pulses at 4-kHz 
repetition rate. The etched holes are larger than the 3-um wide connectors and collateral damage extends to ~7-um 
radius—less than the 10-um spacing between adjacent aluminum lines (5-um diameter spots were also produced). Collateral 
damage consists mainly of microcracked surfaces in the underlying 5-um thick silicon-oxide layer. The laser pulse-train 
removed the entire 2-um thickness of aluminum and -2 urn of silicon oxide. Depth control was particularly important to 
ensure complete electrical isolation of the capacitor without breaking into a buried conducting layer below the silicon-oxide 
insulator. A laser fluence of-10 J/cm2 was found to be optimal in maximizing the etching rate (~2-nm per pulse) without 
generating debris or substantial collateral damage. Circuits were successfully laser trimmed both before and after packaging. 

2.2       Ultrasonic Transducers 

Small high-frequency (>30 MHz) ultrasonic transducers, made from piezoelectric ceramics, are used in medicine to resolve 
small tissue-features in the skin and eye, and in intravascular imaging applications. Normally, a fixed-focused single-element 
transducer is physically scanned to capture a 2D-depth image. Linear-array transducers are more attractive, offering features 
such as variable focus, variable beam steering, and permitting more advanced image construction algorithms. For >30 MHz 
array-transducers, this means structuring the surface of 50-um thick ceramic slabs into 20-um wide rectangular ribs with -15- 
um wide grooves — sizes that separate the fundamental lateral and thickness resonance modes while also suppressing side 
lobes of the acoustic beam. Excimer lasers supply high-energy photons that drive photochemical decomposition during 
ablation of many materials. Such short wavelengths readily etch 'difficult' ceramic materials such as the lead zirconate 
titanate (PZT) used in such transducers. This beneficial process supports good surface morphology and high resolution 
without deleterious microcracking and incubation effects. Further, the large and uniform output beam of the excimer laser is 
most advantageous for beam-projection applications. PRO has established a 248-nm laser micromachining station for large- 
area etching (~3 mm x 10 mm) of ~3-um resolution — ideal characteristics for shaping small array structures on high- 
frequency ultrasonic transducers. 

1 mm 

Figure 2: An angled close up view of the surface of 
an unpolished PZT ceramic etched with a first- 
generation 17-element laser micromachined array 
pattern. The width and depth of the cuts is 15 and 60 
urn, respectively. The sides are straight with sharp 
edges. The sample was cleaned in an ultrasonic bath. 

Figure 3: A second-generation 16-element linear- 
array structure designed with a single-wavelength 
pitch for use at 40 MHz. Each array element (in the 
center) fans back to a large bond pad on one side of 
the device. The array elements are 23-um wide 
separated by 15-um wide laser-cut trenches. 

The projection-etching system at PRO applied a 50-Hz excimer laser (Lumonics Pulsemaster 844; 248 nm) delivering a pulse 
energy up to 350 mJ to a 10:l-demagnification optical-tool bed. To prevent damage to the Cr-quartz mask the incident 
fluence was reduced to 65 mJ/cm2 providing on-target fluence of 6.5 J/cm2. The beam was smoothed and collimated with a 
beam homogenizer and field lens, respectively, in order to provide a uniform etch depth of ~6 urn.  Since the whole mask 
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could not be illuminated at once, the mask and the sample were moved synchronously with sub-micron precision such that 
the complete ceramic array could be machined in a seamless fashion. This approach permits the complete fabrication of a 
complex array-structure in ~5 minutes, with minimal thermal and mechanical collateral damage. The SEM photograph in 
Figure 2 shows the high aspect-ratio slots milled into the PZT ceramic; the full transducer array is shown in Figure 3. Such 
devices are now being tested for medical applications. 

2.3        Long-Period Fiber Gratings 

In this example, a combined laser process is applied to fabricate long-period gratings (LPG) in photosensitive fibers. Such 
gratings serve an important function in long-haul optical networks, by spectrally attenuating the output of Er-doped fiber 
amplifiers (EDFAs) in order to maintain equal gain across many different wavelength-channels.3 The gain flattening is 
achieved by laser-inducing a refractive-index modulation of 100's-of-microns period along a few centimeters of optical fiber. 
This period spacing permits the use of a contact amplitude-mask to pattern an ultraviolet-excimer-laser beam in a side-writing 
geometry. The design of a LPG involves the interplay between a number of dynamic variables, including the photosensitivity 
response of the fiber, the laser beam intensity, the shape of the loss peak, and the wavelength shift after fiber annealing. As 
such, the production of a particular grating to meet specific criteria often results in an iterative procedure, where a number of 
variables need to be optimized, including the period and shape of the amplitude mask. 

The LPG amplitude masks were fabricated with the diode-pumped laser-micromachining station described in Section 2.1. 
For this, a 2000-Hz repetition rate was used to cut through 26-um-thick brass strips. The 1.75-W laser beam was beam- 
expanded lOx to 10-mm dia. before being focused to a spot <10-um diameter, by a 60-mm focal-length Gradium lens. 
Individual slots were excised at 1-mm/s cutting speed, moving the sample with an x-y pair of linear-motor stages (Newport 
PM500). A 10-cm travel range and 0.1-urn resolution were essential for generating the appropriate stop-band in each optical 
fiber. The mask was laser-cut in 2 min and then lightly etched in acid solution to remove ablation debris and dross. 

These amplitude masks were then illuminated with a 248-nm KrF laser (Lumonics Pulsemaster 844) to induce refractive- 
index patterns in optical fibers. The laser beam (8-mm V x 20-mm H) was tightly focussed onto a static mask/fiber pair with 
a cylindrical lens. A second cylindrical lens expanded the beam to up to 50-mm length for full-length exposures of the fiber. 
Laser exposures of 1-2 minutes duration were applied, while simultaneously monitoring the reflection spectrum of the 
developing grating with an optical spectrum analyzer. Figure 4 shows the spectral gain of an EDFAs plotted together with 
the spectral loss of a LPG. Gain flattening with the EDFAs-LPG pair to +0.20 dB can be obtained across the full 1530—1560- 
nm optical-communication band. This dual laser-processing procedure supports design, creation, and testing of amplitude 
masks with ~30-min. turnaround times, correcting for subtle changes in period or duty cycle that cannot be fully controlled in 
a manufacturing environment. 

Figure 4: Spectral gain of an EDFA 
plotted with the spectral loss of a LPG. 
The LPG loss compensates the non- 
uniform gain of the EDFA to provide 
uniform amplification in wavelength- 
division multiplexing optical networks. e> •'■ 
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3.    SHAPING PHOTONIC DEVICES: ULTRAFAST PULSES VS. ULTRASHORT WAVELENGTH 

Optical systems are rapidly evolving to incorporate more complex miniature optical components that directly accelerate the 
speed of our long-distance communication networks. This optical technology is also pushing into traditional electronic-based 
communication applications such as local area networks, computer back planes, and chip-to-chip links. Demand for low-cost 
and more functional optical devices is pressuring the photonics industry to integrate more optical components into smaller 
packages. The analogy is similar to the early development stage of the planarization and integration of electronic 
components onto the silicon wafer in the 1950's, out of which was born today's formidable microelectronics industry. 

In the photonics industry today, the miniaturization and integration of many optical devices is only just beginning—requiring 
brand new approaches in fabrication, packaging, and assembling of components. Rapidly growing demand for photonic 
components is also adding pressure to develop high-volume manufacturing techniques on a scale never before experienced by 
this industry. Laser technology will be key to many aspects of this development, enabling high-volume manufacturing of 
precision optical circuits, components, and opto-electronic assemblies, paralleling the widespread use of lasers in current 
electronic and semiconductor manufacturing industries. 

Meeting the increasing need to laser-process optical materials is fundamentally difficult simply because these are optical 
materials, having high transparency to radiation from traditional laser sources. The future evolution of photonics processing 
applications is therefore centered on emerging discoveries in laser science. At the University of Toronto, a decade of F2- 
laser-interaction studies with optical materials4"8 has shown exceptional promise in micromachining smooth and precise 
surface structures and in inducing rapid changes to refractive index. The key here is the F2-laser's short 157-nm wavelength, 
or 7.9-eV photon energy, which encroaches on the absorption band edge of fused silica materials, driving new absorption 
channels in this most important optical material. Ultrafast lasers are another promising approach where high fields access a 
new and unusual realm of physical and chemical interactions. Laser energy can be deposited into exceptionally small (~1- 
u.m3) volumes, affording an unprecedented degree of control and precision in sculpting material surfaces9-13 or changing the 
refractive index of optically transparent materials14,15. We have recently shown16 that moderately smooth and shallow holes 
of 1.7-um diameter can be reproducibly etched with a 1-ps laser, offering excellent prospects for 3-D-surface-structuring 
applications. In 100-fs laser interactions with microscope slides, we have demonstrated17 the rapid imprinting of volume 
holograms with 20% efficiency into the both first orders. In the sections below, we present examples of laser processing as a 
science, using these leading-edge laser technologies to develop new processes and devices in photonics. 

3.1. Micromachining Photonic Materials 

In past work, this laboratory demonstrated4 that 157-nm F2-laser radiation couples strongly into amorphous silica and other 
wide-bandgap materials, furnishing smoothly etched surfaces free of microcracks or significant ablation debris. Etching 
proceeds at much lower fluences than with longer-wavelength ultraviolet lasers and 'incubation' processes were not 
observed. Deep-ultraviolet photochemical decomposition provides precise depth control to ~20-nm, more than adequate for 
shaping optical surfaces or photonic devices to better than Ä/20-figure accuracy. This strong optical coupling involves 
radiation-induced defects since the small-signal absorption coefficient of 10 cm"1 is too weak to directly account for the 
ablation. One defect candidate with absorption near 157 nm is the Si-Si wrong bond, known to form in vitreous silica under 
prolonged exposure to VUV lamp radiation.18 Sugioka et al.19 have also observed the critical role played by vacuum- 
ultraviolet (VUV) radiation for smooth etching of fused silica with a multi-wavelength laser source. Radiation at 160-nm 
was pivotal in dissociating Si-O and creating excited-state absorption centers that coupled the longer-wavelength laser 
radiation into the silica. The single-pulse etch depth, D, for uv-grade fused silica (Corning 7940) follows a logarithmic 
fluence dependence, (l/aeff) ln(F/Fa,), where the effective absorption coefficient, c^ff, has a value of 1.7 x 105 cm"1—17,000 
times larger than the small-signal absorption coefficient. The threshold ablation fluence, F,h, is 1 J/cm2. In contrast, ablation 
studies4 at 193-nm have shown poor surface morphology, swelling phenomena, substantial ablation debris, susceptibility to 
microcracking, and the need for much higher laser fluence to remove material. 

One promising platform for the development of two-dimensional photonic circuits is germanium-doped glass, from which 
waveguides may be produced. These optical circuits offer low loss and efficient coupling into optical communication fibers. 
Deep-ultraviolet laser ablation is one approach to smoothly structuring or trimming miniature optical components for use in 
optical communication networks.   Typically, one begins with a single-mode planar-slab waveguide (PIRI SMPWL; 8-um 
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germanosilicate on 20-um fused silica) overgrown on a silicon wafer. Smooth two-dimensional structures with sub-micron 
resolution are then etched in relief, to define optical 'wires', filters, interconnects, multiplexers, etc. Figure 5 compares 193- 
nm laser etching of a PIRJ waveguide with 157-nm etching. In the 193-nm case, a 28-^m deep hole of-225 x 225-u.m2 area 
was ejected by a single pulse at 3.6 J/cm2 fluence. High transparency of the underlying glass led to substantial heating of the 
silicon-silica interface, mechanically lifting the complete glass coating in the laser irradiated area. In contrast, the 157-nm 
etching proceeded linearly with pulse number, yielding a smooth surface uniformly 6-(im deep after 100 pulses at similar 
fluence. No damage to the underlying silicon substrate was observed beneath the smooth -125 x 180-u.m2 depression. The 
60-nm/pulse etch rate offers excellent control in precisely shaping photonic components. As an example, Figure 6 shows a 
microscope photograph of a single-mode rib waveguide of 8-(im width etched into the planar glass waveguide—the first such 
demonstration5 with any laser source. The 1-cm long rib waveguide provided a modest loss of 4 dB/cm to 0.635-u.m laser 
light, losses attributed to a ~40-nm surface roughness. Further refinements to the 157-nm laser source and optical tools 
promise decreased losses and numerous additional applications in shaping optical and photonic components. 

Figure 5: Optical microscope photograph of a planar-optical waveguide etched by 193-nm (left) and 157-nm lasers (right). A 
single pulse at 3.6 J/cm2 fluence applied on the left mechanically ejected the whole 28-|im thick glass layer leaving a damaged 
silicon surface and gross cracks in the adjacent glass coating. An optically smooth, 6-p.m deep recess was formed with 157-nm 
radiation (right) with 100-laser pulses at 3.0-J/cm2 fluence. Hole sizes are -225 x 225 urn2 on left and -180 x 125 um2 on right. 

Figure 6: Microscope photo of top view of a 
single-mode rib waveguide etched by 157-nm laser 
radiation. The glass rib is 8-um wide and -3-p.m 
high with a side wall resolution of -2 p.m. The 
fine parallel lines (perpendicular to rib) are -40- 
nm diffraction ripples projected by mask edge as 
the sample was stepped 15-um each laser pulse. 
See Ref. 5 for further details. 

Ultrafast lasers are a promising alternate source for micromachining transparent materials by inducing opacity through 
nonlinear high-field interactions. Several groups12'20,21 have demonstrated smooth etching on various optical materials, 
although reproducibility and control over debris, surface rippling, and microcracking are not yet well characterized. We have 
examined etch rates and surface morphology in 1-ps micromachining of-1-u.m diameter holes on uv-grade fused-silica cover 
slips (Corning 7940; 160-|J.m thick).  A Nd:glass laser oscillator and amplifier system operating at 1 Hz provided a mode- 
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locked train of 430 pulses with pulse-to-pulse separation of 7.5 ns. Single pulses of 1.2-ps duration and 1-Hz repetition rate 
could be selected with an external Pockels cell. The beams were focussed to ~1.5-um spot diameter (FWHM) with a GRIN 
lens, and variable amplifier gain provided on-target laser fluences in the range of 2-170 J/cm2. Samples were irradiated by 1 
to 60 pulses at various fluence values, and examined with an optical microscope, atomic-force microscope (AFM), and 
scanning emission microscope (SEM) to study the surface morphology and to determine etch rates. A more complete 
discussion is provided in Reference 16. 

nm 

Figure 7: AFM image (left) and depth profile (right) of a micro-hole in fused silica, drilled by a single 1.2-ps laser pulse with a 
peak fluence of 38 J/cm2. The 2.3-um diameter hole (FWHM) shows a 25-nm surface roughness (rms). 

Surface morphology for a 2.3-um diameter hole (FWHM) is shown in the AFM photograph in Figure 7. A single 1.2-ps 
pulse of 38-J/cm2 fluence produced a 250-nm deep hole having ~25-nm (rms) surface roughness. Surface swelling and/or 
microcracks typically developed after several laser pulses, restricting precise laser micromachining to depths of less than 
~3 um. Microcracking generally appears after an onset number of laser pulses, N, that approximately follows N = 1.1 + 96/F 
where F is the fluence in J/cm2. However, by operating in the region below this fluence-dependent number of pulses, 1-ps 
lasers offer good prospects in microstructuring smooth and precisely controllable etch features in fused silica. 

Single-pulse etch rates are plotted in Figure 8 as a function of fluence. Etch depth follows a logarithmic dependence from the 
ablation threshold of-5.5 J/cm2 to 20 J/cm2, and increases more rapidly to a rate of ~2 um/pulse at 170 J/cm2 (off range in 
graph). The inverse of the slope also provides an effective single-photon absorption coefficient of 4 x 104 cm-1—a surprising 
response considering the nonlinear mechanisms that underlie absorption in the transparent glass. For comparison, single- 
pulse etch rates are also plotted in Figure 8 for 157-nm laser ablation of fused silica with much longer, 15-ns pulses. Single- 
photon absorption mechanisms are primarily responsible for material removal at this short wavelength, reducing the ablation 
threshold fluence by a factor of 5. Nevertheless, the similarity in etch depths (i.e. at -10 J/cm2) is astonishing for these two 
extreme approaches in laser micromachining. 

Overall, 157-nm laser ablation typically provides better surface morphology, presumably owing to the strong photochemical 
interaction. The absence of shock-induced microcracking, swelling, and rippling phenomena are important additional 
advantages. However, Kruger et al.13 have noted much improved surface morphology in borosilicate glasses when ultrafast- 
laser pulse duration was reduced from 3 ps to 20 fs. Further, our group has discovered16 an alternative approach to control 
surface microcracking during ultrafast-laser micromachining of fused silica. By applying the full oscillator pulse train—430 
pulses of 1.2-ps duration at -100 J/cm2 fluence each—smooth symmetric holes of 10-um diameter and up to 30-um deep 
were generated by one pulse train. No evidence of surface microcracking or swelling was found. Heating effects associated 
with the 133 MHz repetition rate may improve the ductility of the surrounding glass. Multi-pulse etching is therefore 
attractive as a new parameter to eliminate undesirable microcracking phenomena in glass materials. 
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Figure 8: Etch rates of fused silica comparing 1.2- 
ps 1.06-um laser pulses with the 15-ns 157-nm F2 
laser. The solid lines are fitted by D 
^l/defi^F/Ftf,), where Fa, is the ablation 
threshold fluence and oceff is effective single- 
photon absorption coefficient. For 1.2-ps ablation, 
aeff is 4 x 10 cm and Ft(, is 5.5 J/cm . For 157- 
nm ablation, aeff is 1.7 x 10 cm and Ftj, is 1.1 
J/cm . 
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3.2.      Refractive Index Profiling 

Ultraviolet lasers are widely employed in defining miniature photonic structures inside the core of optical waveguides 
through laser-induced index-of-refraction changes ('photosensitivity'). However, weak photosensitivity responses have 
prompted the development of enhancement techniques such as hydrogen loading22, high-germanium concentration23, and ion 
implantation24 that boost index-processing speed and increase the magnitude of the index change. Our group is exploring an 
alternate approach, applying record short-wavelength laser radiation to access new absorption channels near the bandedge of 
pure forms of glass. Also promising are ultrafast lasers which have produced14,15 large index changes of An = 0.1 in fused 
silica. Such lasers offer exciting prospects for forming 3-dimensional structures internally in glass—a difficult feat for short- 
wavelength lasers. 

Single-mode slab waveguides (3% Ge02; PIRI Model SMPWL) and bulk fused silica (Corning 7940) were irradiated with 
157-nm radiation at a various dose levels using a nitrogen-purged beam line. No enhancement techniques were employed to 
increase the photosensitivity response. Index changes were measured using a prism-coupler technique (for waveguides) or 
by monitoring the diffraction efficiency of laser-induced Bragg gratings (1.55 urn) with a He-Ne laser probe beam. Surfaces 
were also examined by optical microscopy and atomic-force microscopy (AFM). 

The accumulated index change for the slab waveguide is shown in Figure 9 as a function of the number of laser pulses, N, for 
fluences, F, between 30 and 150 mJ/cm2. The large unsaturated index change of 8.5X10"4 was obtained after 25,000 laser 
pulses and a total dose of 2.5 kJ/cm2—a ~10-fold more rapid and larger-index change in comparison with longer wavelength 
sources. However, a larger index change was precluded for this sample by the onset of surface ablation, presumably due to 
material incubation (defect generation) during the 25,000 laser-pulse exposures. This sets an upper limit for the total index 
change, for single-pulse fluences above 100-mJ/cm2. 

The photosensitivity responses for all three fluences are re-plotted as a function of FN in Figure 10. The data follow an 
identical relationship, An = 9.67x1 (F6 (NF)0S1 (F in J/cm2), where index change is only dependent on the accumulated 
fluence, NF. This graph demonstrates for the first time that the photoinduced-index change in germanosilicate glass follows 
a universal relationship well-known in compaction studies of ultraviolet-irradiated fused silica (i.e., solarization damage). 
For example, Allen et al.25 observed a nonlinear compaction response of ~(NF2)053 for 193-nm laser irradiation of fused 
silica. However, a fluence-squared (F2) response has been noted by Albert et al. for index changes induced in 
germanosilicate waveguides with 193-nm radiation.26 The single-photon response in our work suggests that the 157-nm 
radiation is directly accessing new photosensitivity channels associated with bandgap or near bandedge states. 

Ultrafast lasers offer high-field strength with minimal thermal loading to rapidly induce refractive-index changes in 
transparent glasses. However, the wide bandwidth inherent to short pulses makes difficult the formation of periodic 
structures by conventional beam-interference techniques. The formation of complex refractive-index structures requires the 
locking of phases in two beams to several 10's-of-nm path difference. Spatio-temporal overlap of tilted wavepackets was 
achieved here17 by a novel optical system offering extremely high phase stability of <V50 for periods of hours—progress 
which is key in forming 'coherent' refractive-index structures that require large accumulations of shots. The interferometer 
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employed here consisted of a diffractive optical beamsplitter and a spherical mirror, which system had a 1:1 conjugate ratio 
to eliminate the effects of angular dispersion at the sample. 
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Figure 9: Index-of-refraction changes induced in 
germanium-doped planar waveguides (PIRI - 
SMPWL) by 157-nm laser irradiation. Index values 
were inferred from using a prism-to-waveguide 
coupler. 

Figure 10: Refractive-index change in 157-nm 
irradiated germanosilicate as a function of the 
product of fluence and number of pulses. The data 
closely follow a universal compaction scaling, 
9.67xlO*6-(NF)057(F in J/cm2), indicating a single- 
photon mechanism. 

A 1-kHz Ti:sapphire laser system provided 100-|a.J pulses of 100-fs duration at 800-nm wavelength. The output beam was 
split and recombined as above, producing a 30-u.m period sinusoidal intensity pattern at 1012-1013 W/cm2 on glass 
microscope slides. Diffraction efficiency of the evolving volume hologram was monitored with a 488-nm probe laser beam 
normally incident on the sample. The diffraction efficiency saturated at 30% into all orders, or 10% each for the first orders, 
after 100,000 pulses or ~l-min. exposure. A large index change (0.01-0.1) is anticipated although a precise value could not 
be determined without knowing the depth of the volume hologram. Also, it is not clear what fraction of the diffraction is due 
to material bulk index change and what contribution arises from surface relief and damage. Nevertheless, such rapid 
formation of permanent volume holograms in optical-grade glasses is highly attractive for manufacturing robust diffractive- 
optical elements. Other applications include the formation of couplers and WDM-Bragg filters for optical communication 
systems. 

Both F2 and ultrafast lasers offer excellent prospects in micromachining and imprinting refractive index structures in glass. 
Although each laser type holds special advantages in processing photonics, manufacturing applications are most likely to fall 
into large-area projection processing for the large-beam F2 laser—useful in high volume applications—and direct-write 
processing by scanning the Gaussian-profiled ultrafast laser—ideal in a flexible-manufacturing environment. 

4. LASER MICROMACHINING FACILITY 

In an effort to draw together and build on the laser processing efforts described in this paper, PRO has recently established 
the Laser Micromachining Facility (LMF).1 The LMF is an advanced laboratory facility designed to address growing 
industrial and academic demand for high-precision laser-optical tools that can machine, shape, and mark features down to the 
scale of microns. The Facility partners include the University of Toronto, McMaster University, Materials and 
Manufacturing Ontario (MMO), and several Ontario-based companies. 

At the heart of this Facility is a high-precision micro-positioning system, shown in Figure 11, supporting sub-micrometer 
resolution over a long-range x-y translation stage (30 cm x 30 cm). This precision is essential to a wide range of applied- 
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research projects including the large-area patterning of refractive-index changes in glass, and in corneal sculpting. The 
focussing optics are mounted on a z-axis translation stage to support three-dimensional structuring of surfaces. A rotation 
stage with better than 1 arc-min accuracy further extends the micromachining capability to cylindrical geometry, for such 
projects as shaping arterial stents and catheters for biomedical research. The lasers and stages are fully interfaced to state-of- 
the-art CCD-camera alignment systems and computer-aided motion controls, to aid user operation. 

Several lasers will be coupled to the micro-positioning system to further enhance the versatility of the Facility. Notably, 
these laser sources will feature the most advanced solid-state designs for user-friendly operation, and will operate at 
wavelengths in the infrared, visible, near- and deep-ultraviolet, allowing for processing of the widest possible gamut of 
materials. The laser already installed is a Lumonics 8-40-kHz repetition-rate diode-pumped Nd:YLF laser, with pulse 
duration adjustable from 150 to 600 ns. The laser produces 12 W at 1.053-n.m wavelength; 8 W of green and 4 W of 
ultraviolet light are anticipated upon frequency doubling and tripling, respectively, with new periodically poled nonlinear 
crystal technology. A 30-ns pulse duration option is also planned. A new and important addition for exploring new frontiers 
in laser processing is the integration of an ultrafast laser system into the LMF-positioning station: a diode-pumped solid-state 
CnLiSGaF ultrashort-pulse laser will provide 5-ps and 100-fs options at kHz-repetition rates for study of photosensitivity 
responses in photonic materials and for developing a submicron-scale machining capability. 

Figure 11: Laser microprocessing station at the PRO 
LMF: granite table, linear-motor positioning stages, 
computer-driven controller, and a Lumonics SIGMA-400 
laser overhead on the horizontal crossbar. 

5. CONCLUSIONS 

A new generation of laser systems and optical tools are emerging that promise to broaden the base of today's laser processing 
applications. PRO is actively pursuing several facets of this evolution, especially in the areas of photonics, electronics, and 
biology, by broadly supporting a host of research activities from basic science through to collaborative university-industry 
projects. 
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ABSTRACT 

Reports in 1982 of polymers ablated and etched by excimer laser radiation mark the founding of laser micromachining as a 
technology that in the intervening period has matured into a manufacturing process used by a diverse range of industries. 
This paper describes some of these industrial applications. 
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1. INTRODUCTION 

Although material ablation by pulsed light sources has been studied since the invention of the laser0,2', reports in 1982 of 
polymers etched by uv excimer laser radiation stimulated widespread investigations in using the process for 
micromachining'3''1'. In the intervening years scientific and industrial research in this field has proliferated to a staggering 
extent - probably spurred on by the remarkably small features that can be etched and replicated with little or no apparent 
damage to surrounding unirradiated regions of the material. Excimer laser micromachined features in human hairs has long 
been a standard party trick used to illustrate these features. 

Figure 1. ArF laser-micromachined 40um square holes though a human hair 

1Further author information: 
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A more practical illustration is obtained when comparing the hole drilling capabilities of mechanical twist drill bits and 
excimer lasers. Figure 2 compares lOOum diameter holes drilled in 75um thick high-density polyethylene with a drill bit 
and a KrF excimer laser. While the mechanically hole is close to the minimum size that can be drilled, the improved quality 
of this and much smaller holes drilled by excimer lasers is obvious. 
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Figure 2. Holes drilled with: (a) Twist drill bit 
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(b) KrF laser 

Once the hallmark of excimer laser ablation, it is now known that such clean ablative etching can also be achieved with 
pulsed laser sources at other wavelengths*5». Provided laser photons are absorbed strongly in the material in submicron 
depths at the surface and on timescales less than the time it takes for heat to diffuse away from the irradiated region, then 
pulsed lasers like C02, copper vapor, NdrYAG and its harmonics can be as effective for ablative micromachining(6). Indeed 
lasers providing ultrafast durations of < lOpsec (10"u sec) based on diode-pumped solid-state gain media have in recent 
years demonstrated remarkably clean micromachining of many materials. For a particular micromachining application the 
choice of laser type is now judged as much by criteria such as process speed, part throughput, reliability, service intervals, 
capital and operating costs of the overall machine tool rather than solely by the quality of the processed part. Despite 
initially gaining a poor reputation for reliability, over the past 15 years excimer lasers have developed into mature industrial 

tools. 

The degree of industrial takeup of a technology is a good yardstick for assessing its utility and state of maturity. This paper 
reviews the background and market importance to several industries which use excimer laser ablation for micromachining. 
In this context 'industrial application'' is taken to mean a process proven to add value to a manufactured product. Not 
included are areas which use excimer lasers for non-ablative surface treatment applications like photolithography, marking, 
annealing, hardening; secondary ablative processes like pulsed laser deposition of thin films; medical micromachining 
applications like photorefractive keratectomy (PRK) of the cornea. 
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Figure 3. Mask test patterns ablated in lum thick PMMA electron beam resist by ArF laser. From Ref 7. 
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During evaluations of its use for submicron deep-uv lithography as used in the production of integrated circuits, the high- 
resolution capability of excimer laser ablation of polymer photoresist materials was soon recognized'7'. Indeed as early as 
1983 excimer laser micromachining was being used to fabricate specialist targets in laser-fusion implosion experiments'8'. 
Figure 4 shows ArF laser machined polystyrene microshell targets used for studying Rayleigh-Taylor plasma instabilities. 

Figure 4. ArF laser machined features in 150(xm diameter polystyrene laser targets. From Ref 8. 

Nevertheless for large-scale manufacturing the first use of excimer laser ablation occurred some five years later when 
Siemens introduced the drilling via holes in multichip module (MCM) circuit boards'9'. With fewer process steps than other 
methods, such drilling is now regarded as the most versatile, robust, reliable and high-yield technology for creating 
microvias in these packages. 

The ability to drill ever smaller holes - down to ~lum diameter, is an underpinning technology in many other industries 
which manufacture high-tech products. For example, the nozzle hole arrays in most of the ink jet printers currently sold in 
the world are now drilled by excimer lasers on production lines in Asia, Europe and the US. By providing solutions to 
critical problems in manufacturing integrated circuits, hard disks, displays, interconnects, desk top printers and 
telecommunication devices, excimer laser materials processing is a key enabling technology allowing the current revolution 
in information technology to continue. Precision excimer laser microdrilling is now routine for making some of the delicate 
medical probes that measure in situ properties of blood in human arteries. The requirement for material processing with 
micron or submicron resolution at high-speed and low-unit cost is an underpinning technology in nearly all industries that 
manufacture high-tech products. The combination of high-resolution, accuracy, speed and flexibility has allowed excimer 
laser materials processing to gain acceptance in many industries'10'2'. 

2. EXCIMER LASER DRILLING OF VIA HOLES IN INTERCONNECTION PACKAGES 

Almost as important as the rapid improvements in speed and memory of IC's are the parallel developments in 
interconnection packaging made during the last 20 years. So speed, power and area (real estate) are not compromised, 
packages on which chips are mounted for connection to other devices have had to keep pace with the rapid advances made 
in IC's. There are now more than a dozen generic types of chip interconnection packages which include multichip-modules 
(MCM's), chip-scale-packages (CSP's) like ball-grid-arrays (BGA's), chip-on-boards (COB's), tape-automated-bonds 
(TAB's). Generally these consist of multilayer sandwiches of conductor-insulator-conductor with electrical connection 
between layers made by drilling small holes (vias) through the dielectric and metal plating metal down the hole. Such blind 
via holes provide high-speed connections between surface-mounted components on the board and underlying power and 
signal planes while minimizing valuable real estate occupation. For example, due to difficulties in soldering IC's with 
greater than -200 pins, peripheral lead mounting packages like TAB's must be made larger than the chip. By placing 
microvia connections in the package at the base of the chip instead of around its periphery, a BGA is no larger than 20% the 
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size of the chip. Typically then the requirement is to drill lOOum diameter microvias on ~500um centers The cost for 
drilling these vias on such high-density packages can represent 30% of the overall cost of the board. 
Drilling microvias by ablation was first investigated in the early 1980's using pulsed Nd:YAG and C02 lasers'13,14'. Excimer 
lasers led the way in applying it to volume production when the Nixdorf computer plant of Siemens introduced polyimide 
ablative drilling of 80um diameter vias in MCM's - as used to connect silicon chips together in high-speed computers'9'. 
Figure 5 shows the Siemens MCM and the KrF laser drilled microvias in the acrylic resin-polyimide dielectric material. 
Other mainframe computer manufacturers such as IBM rapidly followed suite and installed their own production lines for 
this application"5'. 

s4& 

(a) Cross-section of 14-layer copper-plated MCM (b) Populated and assembled MCM package 
board showing 80um diameter microvias. 

Figure 5. KrF laser drilled microvias in MCM's. Courtesy of Siemens AG, Germany 

With fewer process steps than other methods, laser-drilling is regarded as the most versatile, robust, reliable and high-yield 
technology for creating microvias in thin film packages. Trillions of vias have now been drilled with excimer lasers at 
yields >99.99% whose mean time between failure (MTBF) has been logged at > 1,000 hours. 

Interconnection densities on rigid and flexible printed circuit and wiring boards (PCB's, PWB's and FPC's) are also 
increasing - driving the requirement for drilling ever-smaller vias in these packages"6'. Thus there is a demand for an ever- 
increasing packing density of interconnections - for example mountings in current mobile phones and camcorders have 
around 1200 interconnections/cm2. Such packages have much lower fabrication costs than MCM's and the current common 
practice is to mechanically drill the vias. However as diameters decrease to < lOOum it is generally recognized pulsed C02 

and/or Q-switched Nd:YAG lasers will displace mechanical drills - for such low cost packages excimer lasers are too slow 
and their running costs are too high. For these boards, holes must be drilled at speeds of several hundred per second at costs 
of <10/1,000 holes. At present excimer lasers are only used to drill microvias in high-value packages such as MCM's and 
BGA's"7'. 

3. EXCIMER LASER DRILLING OF INK JET PRINTER NOZZLES 

Inkjet printers comprise a row of small tapered holes through which ink droplets are squirted onto paper. Adjacent to each 
nozzle, a tiny resistor rapidly heats and boils ink forcing it through the orifice. Increased printer quality is achieved by 
simultaneously reducing the nozzle diameter, decreasing the hole pitch and lengthening the head. Modern printers like HP's 
Desk Jet 800C and 1600C have 300x 28um input diameter nozzles giving a resolution of 600 dots-per-inch (dpi). Earlier 
300dpi printers consisted of a 100 nozzle row of 50(im diameter holes made by electroforming thin nickel foil. Trying to 
fabricate more holes with smaller diameters reduced even further the already low 70-85% production yield. Laser-drilling 

254 



of nozzle arrays allowed manufacturers to produce higher performance printer heads at greater yields. At average yields of 
>99%, excimer laser mask projection is now routinely used for drilling arrays of nozzles each having identical size and wall 
angle081. Most of the ink jet printer heads sold currently (e.g by HP and Canon) are excimer laser drilled on production lines 
in the US and Asia. Figure 6(a) shows an excimer laser drilled nozzle array in a modern printhead. 

g **®%**» f 

(a) 30u.m diameter nozzle array (b) Nonlinear tapered nozzles to aid laminar flow 
Figure 6. KrF laser-drilled ink jet printer nozzles in polyimide 

Figure 6(b) shows nozzles with nonlinear tapers to aid the laminar flow of the droplet through the orifice. More advanced 
printers sometimes use piezo-actuators. Rather than being constrained to give shapes characteristic of the process, excimer 
laser micromachining tools with appropriate CNC programming can readily engineer custom-designed reverse-tapered, 
2V2D and 3D structures. Figure 7(a) shows an array with ink reservoirs machined behind each nozzle while Figure 7(b) 
shows an example of a rifled tapered hole which spins the droplet to aid its accuracy of trajectory. 
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(a) Nozzle array with ink reservoirs (b) Tapered nozzle with rifling 
Figure 7. KrF laser-micromachined nozzle structures in polyimide 

4. EXCIMER LASER MICROMACHINED BIOMEDICAL DEVICES 

As in microelectronics and its associated technologies, the drive for increasing miniaturization with improved device 
functionality is crucial to the rapid progress being made in the biomedical industry"9'. Precision microdrilling with excimer 
lasers is routine when making delicate probes used for analyzing arterial blood gases (ABGs)<20). ABG sensors measure the 
partial pressures of oxygen (Pa02), carbon dioxide (PaC02) and hydrogen-ion concentration (pH) used for monitoring the 
acid-base concentration essential for sustaining life. In intensive care units, ABG results are used to make decisions on 
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patient's ventilator conditions and the administration of different drugs. The use of fiber-optic sensors for ABG analysis 
provide clinical diagnostics at the patient's bedside without the need for taking blood samples and doing remote analysis'2'1. 

Figure 8(a) shows an example a ABG catheter for monitoring blood in prematurely borne babies. The hole at the side of the 
PVC bilumen sleeving tube through which blood is drawn is machined using a KrF laser. In this case the clean cutting 
capability of the laser provides the necessary rigidity that prevents kinking and blockage of the tube when inserted into the 

artery. 

(a) KrF laser-drilled hole in side of PVC bilumen catheter. (b) Automated reel-to-reel fibre hole-drilling system 
Figure 8. Excimer laser manufacture of blood gas sensor 

More important components of this catheter are the Pa02 and PaC02 sensors. These consist of a spiral of up to five 
~50xl5um rectangular holes machined in a lOOum diameter acrylic (PMMA) optical fiber with an ArF laser. The holes are 
filled with a reagents whose optical transmission depend on the Pa02 and PaC02 levels of the surrounding blood. Using a 
fully-automated workstation shown in Figure 8(b) that has computer-controlled reel-to-reel fiber feeding and laser-firing, 
all five holes shown in Figure 9(a) are drilled in the fiber. By spatially-multiplexing a single excimer beam into five smaller 
ones, holes are drilled simultaneously through the fiber. 

(a) ArF laser-drilled holes in Pa02 and PaC02 acrylic fibres (b) KrF laser-stripped insulation from pH-sensor wire 
Figure 9. 

Preferential excimer laser etching of plastics compared to metals is applied to the stripping of insulation from lOOum 
diameter wires prior to soldering connections. The process relies on the threshold for excimer laser ablation of the polymer 
being much lower than for damaging the copper or silver core. As shown in Figure 9(b), excimer lasers are used to cleanly 
strip away the polyurethane insulation sleeving of wires which form the pH resistivity sensor in the ABG catheter above. 
Such pulsed laser wirestripping is also in widespread use for preparing connection wires to computer hard-disk reader 
heads. 
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5. EXCIMER LASER MICROMACHINED MICRO-ELECTRO-MECHANICAL SYSTEMS 

'Micro-electro-mechanical systems' (MEMS) bring together mechanical, electrical and optical technologies to create an 
integrated device that employs miniaturization to achieve high-complexity in a small volume'22'. This generally involves 
fabricating mm-um size structures with um-nm tolerances. In Europe MEMS is referred to as 'Microsystems technology' 
(MST), in the UK as 'Microengineering' and in Japan as 'Micromachines', and is predicted to be a $4B/year industry by the 
end of the century. The success of microengineering comes from miniaturization and its consequences: high-sensitivity, 
short-measurement times, low-energy consumption, good-stability, high-reliability, self-calibration and testing. 
Microsensors detecting local parameters like pressure, flow, force, acceleration, temperature, humidity, chemical content 
etc, have in the last decade been engineered into the engine and performance management systems of cars and aircraft. 
They also provide the key to electromechanical microcomponents such as ink jet printer nozzles, gas chromatographs, 
gyroscopes, galvanometers, microactuators, micromotors, micro-optics etc. Devices like implantable drug delivery systems 
containing sensors, valves and control system with power source capable of operating for many years are being developed. 
There is no doubt microengineering will be a key underpinning technology of the 21st century. 

Examples of the types of surfaces that can be structured by excimer laser ablation are shown in Figure 10. Blazed grating 
and pyramid-like structures can be readily fabricated on surfaces by mask-dragging techniques'23'. 
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(a) Blazed grating (b) Pyramids 
Figure 10. KrF laser produced surfaces in polycarbonate produced using mask-dragging techniques 

Such methods can be used for making micro-optical surfaces like those shown in Figure 11. The 'black' anti-reflective 
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(a) Cesium Iodide far-infrared optical crystal (b) Polycarbonate 
Figure 11. Micro-optical surfaces fabricated by KrF laser micromachining and orthogonal mask-dragging 

257 



property of the 'moth's-eye' type of surface machined on the Csl crystal shown in Figure 11(a) is being used to prevent 
ghost images in very large infrared optical telescopes. The microlens array shown in Figure 11(b) is used for shaping beams 
from laser diodes. Each lenslet in this array has a focal length of 1mm. 

Adaption of silicon lithography and etch batch-processing as developed by the semiconductor industry is currently the 
dominant MEMS fabrication method. However being restricted to just one material (silicon) surface and bulk etched in 
only 3 directions- along (110), (100) and (111) crystallographic-planes, other more flexible micromachining methods 
including pulsed uv-laser ablation are being evaluated for MEMS. The perceived advantages of uv-laser micromachining 
are many: (i) few processing steps, (iii) highly-flexible CNC programming of shapes for engineering prototyping, (iii) 
capable of serial and batch-mode production processing, (iv) no major investment required in large clean-room facilities 
and many expensive process tools, (v) can be applied to a wide range of polymers, ceramics, glasses, crystals, insulators, 
conductors, piezomaterials, biomaterials, non-planar substrates, thin and thick films, (vi) compatible with lithographic 

processes and photomask making. 

Excimer laser ablation is being used to manufacture 'biofactory-on-a-chip' (BFC) travelling-wave dielectrophoresis cell- 
sorters and sensors that consist of 2V2D laminations of channels, chambers and electrode conveyor tracks(24). Figure 12 

shows examples of microfluidic channels and ramps being used in this device as well as in medical sensors such as 

pregnancy testers. 

Figure 12. KrF laser micromachined microfluidic channels in polyester 

Flat and ramped channels such as those shown in Figure 13 are being used for securing small cylindical objects like fiber 
optic cable. 

mmmsmmmem !JQÖiun_ 
Figure 13. KrF laser micromachined fiber holders in polyester 
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As illustrated in Figure 14, controlled 3D-structuring of materials by excimer laser etching<23) can produce the basic 
building blocks of bridges, diaphragms, pits, holes, ramps, cantilevers, etc needed for microengineering devices like 
gyroscopes, galvanometers, gas chromatographs, microactuators, micromotors, etc. 
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(a) Beam structure (b) Ramps, channels and bars (c) Descending column staircase 
Figure 14. KrF laser-machined 3D-structures in polycarbonate using Exitech Series 7000 CNC-controlled micromachining 

system, (c) was fabricated using a half-tone mask to produce a grey-scale image that controlled the etch depth. 

Figure 15 shows examples of uv-laser micromachined 3D-structures in polymers which when used with the LIGA (from 
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(a) KrF laser machined 100(im fiber clamp (b) 470um diameter, 130(xm height nickel intravascular 
rotor microturbine. Replicated by electroplating from 
ArF laser machined PMMA master. Courtesy of the 
Rutherford Appleton Laboratory 

Figure 15. MEMS devices fabricated by excimer laser micromachining 

the German acronym: lithographie galvanoformung abformung) process of electroforming, can be replicated in metal - a 
process now known as Laser LIGA(25). Once a master has been made by excimer laser micromachining such methods allow 
high volumes of replica parts to be manufactured at low unit costs. 

Already recognized by government-supported initiatives in Japan and the European Union, laser micromachining will be a 
key manufacturing tool in emerging nanotechnologies<26). The economic advantages of mass production at low unit cost is 
of the highest importance and will open up many new industrial application areas. 
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ABSRACT 

We are presenting a very successful new method of a laser welding technology developed in the Laser Institute of Mittel- 
sachsen. It allows us to join parts of alumina without any changes of their properties based on an additive free procedure. 
Furthermore it enables us to carry out the procedure without furnaces and in natural atmosphere within only a few minutes. 
In order to avoid thermally induced stresses two laser beams are used. 
We will describe this procedure of laser welding of ceramics including the manner of preheating: their limits and advan- 
tages. The thermal influence on the welding bath and the grain structure will be discussed. 
High pure laser welded A1203- ceramic parts of various shapes will be presented. 
This new method of Laser welding of ceramics opens up a wide field of new applications. Almost now a lot of branches of 
industry have already shown their interest in this promising technique. Most applications are expected with sensor elements 
generally, and in the protection of electronic elements against high temperatures, abrasion and / or chemical attacks. 

Keywords: Laser welding, joining, ceramics, alumina 

1.   INTRODUCTION 

Ceramics are working materials produced by a special process. They can have characteristics like high temperature resis- 
tance, extremely high hardness, low electrical conductivity and high thermal insulating properties, high chemical resistance 
and also lower density, compared with metals. 
These excellent properties are the reason for applying technical ceramics in wide fields of electronics, automotive and 
chemical industries. 
Later there was an appreciation of the procedure setting limits to the variation of shapes, and a stagnation of the develop- 
ment began. The conventional procedures involve disadvantages like not exactly definable shrinkage during sintering, for 
example in case of plastic forming, limitations to the ratio between base and height of the geometries, for example in case 
of nonplastic forming, a higher porosity, for example in case of pouring forming, or they are very expensive. 
Methods, of joining ceramics direct, without intermediate bonding materials, require either a high expenditure of prepara- 
tion of joining parts, for example in case of diffusion welding, and/or they are connected with a high expenditure of equip- 
ment, for example in case of electron beam welding. Joining techniques using additives like stick or braze often not advis- 
able because the ceramics lose their specific superior properties. 
Our investigations to the theme: "Precision material processing of ceramics by solid- state lasers" under supervision of Prof. 
Dr.- Ing. H. Exner at the Laserinstitut Mittelsachsen e.V. demonstrate that the limits mentioned above may be overcome by 
a technique using two laser beams. For first time now it is possible to produce geometries previously not realisable. 
The further development of this technology will be a good prospect for an enormous expansion of the application of ce- 
ramics. 
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2. PROBLEM DISCRIBTION 

The advantage of laser material processing: the very local energy input means an important problem for welding ceramics. 
Because of the relatively small thermal conductivity compared with the high thermal expansion, stresses in the material can 
occur leading to its destruction inevitably. The cause can be found in the structure of crystal lattice. A comparison to metals 
may show it: in metals the crystal lattice only consists of positive metal ions, the gabs between them being filled with flexi- 
ble, negatively charged electron gas. It is characterised by a high density of misalignments . In case of an extern mechanical 
force this structure enables a migration of the misalignments. 
Ceramics are characterised by a lattice consisting of alternating positive and negative ions with high binding forces. This 
constellation effects in case of an external force that the ions are driven towards fields of same charge. They react with high 
repulsion. This leads to high stresses, especially in the cooling phase. 
The amount of the resulting stresses depends on the temperature gradient, on the physical properties of the material, and 
also on the procedure requirements. 
The knowledge of this basic behaviour is a precondition for the development of a laser welding technology of ceramics that 
represents a combination of the difficult behaviour of ceramics and the advantages of laser material processing. 

3. INTERNATIONALE STATE OF DEVELOPMENT 

The investigations in laser welding of ceramics are mostly referred to welding with additives or to ceramics with a high 
proportion of fluid phases. 
The varying technologies differ in the use of laser devices and in the kind of heating the ceramics. Essentially pulsed C02- 
lasers are used for welding because of the very good absorption behaviour. The most important thing is the preheating and 
postheating of the material in the correct manner. Therefor mostly furnaces are used. The application of gas burners is 
known, too[l,2,3]. 
All in all they generated all known join geometries like butt welding, lap welding and flanged welding. The joints resulted 
in I-, L-, and T- pieces up to a thickness of 20 mm. Welding of tubes could only be realised with a high concentration of 
silicium [3]. 
A disadvantage of all technologies mentioned above is a very long time (some hours) for processing. It is also necessary to 
use a long focal length because of the distance between target, furnace and optical system, and to use special optical win- 
dows that are transparent for the laser wave length. Another problem is to position the ceramical parts during temperatures 
of 1500°C or above. 
The members of the Laser Application Centre Mittweida developed a technology that uses two laser beams to avoid ther- 
mally induced stresses [4,5]. One laser beam of 10.6 um wave length is deflected by two scanner mirrors. Like the pro- 
grammed scan geometry on the surface of the material a temperature field appears that minimises the temperature gradients 
on the complete area during the welding process. Some minutes later the welding laser beam of a wavelength of 1.06 urn 
can join the parts crackfree. The complete procedure only takes a few minutes and can be performed in natural atmosphere. 
As a result of the investigations it is possible to fasten longer parts of the material by metal fixtures. The principal set-up is 
shown in figure 1. 
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C02- laser beam 

d: YAG- laser bearr 

ceramtcs 

figure 1: principal set-up of the experimental procedure for welding ceramics developed in the Laser Application 
Centre of Mittweida 

4.   EXPERIAMENTAL SET-UP 

For the welding experiments a 400 W C02- laser was used for preheating. The laser beam was deflected by two scanner 
mirrors to create define scanning geometries. The material was positioned in the laser beam below the mirrors that was 
highly defocused. The welding laser beam was a 1,2 kW cw- Nd: YAG laser- his beam was applied through a fibre to the 
target. An acoustic emission analysis was used for controlling and checking the process in order to detect energy discharges 
during crack development. A pyrometer was used to record the temperatures during preheating , welding and postheating in 
a range from 500°C to 2500°C with a wavelength between 7,5u.m and 8,3um. The spot diameter of less than 1mm makes it 
possible to control the welding bath. The pyrometer is able to control the laser power, but therefore important investigations 
mentioned later are necessary. 
The process proceeds without protective gases. The parts are held in place by ceramical supports, and bigger materials are 
fastened metallic holders. A picture of the test equipment is shown in figure 2. 

1 Nd: YAG-laser head 

2 CO2- scanning mirrors 

3 pyrometer 

4 specimen 

5 X - Y table 

figure 2: picture of the used testing 
equipment 
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The material used is a typical substrate ceramics for electronic circuits. It has a purity of 97% alumina and a bending 
strength of 400 MPa. 
It is important to notice the manner of separating. Investigations showed the important   influence of this pretreatment. 
Figure 3 illustrates the comparison of three possibilities: cutting by C02- laser, scribing by Nd: YAG- laser and mechanical 
cutting. 

Figure 3: Comparison of three possibilities of dividing: on the left by C02 

on the right mechanical 
laser, in the middle by Nd: YAG- laser, 

Exactly every C02- cut face shows micro cracks that works as germs for new cracks immediately. In the picture on the left 
is easy to see the molten beard on the bottom, the mentioned cracks of some um width are located between them running 
over the hole cut face. In the middle the scribed track of a Nd: YAG -laser can be seen with a depth of« 200um (around 1/7 
of the depth). Neither in the track nor in the broken surface cracks can be found. In the right picture the side of a mechanical 
divided and ground ceramics is illustrated. No cracks can be found, but they often tend to break during the welding process 
and it is assumed that there are stresses in the material. 
A tempering process can avoid this phenomenon and it is reasonable to do it. 

5. RESULTS 

Development of suitable parameters 

The first step to join ceramics was to use the right heating conditions by varying the scanning geometries, scanning pa- 
rameters like velocity, laserpower, and the distance from the focal plain. The dimensions named are a function of the ge- 
ometry of the ceramic parts, and cannot be generalised. In comparison to the results achieved by other scientists using fur- 
naces for preheating, a higher temperature of > 1600°C is necessary. This is because of the relatively short time for the 
transport of the substances surrounding the grains. This transport is important to avoid stresses. 
The main aspect of investigations was focused on getting an optimum quality of welded joints. Therefore a lot of parame- 
ters was varied. The most important influence can be found in a change of the laser power and the welding velocity. After 
investigations of the welding zone by light microscopy, scanning electron microscopy and grinding tests, interesting ten- 
dencies were obtained as shown in figure 4. All the specimens were joined under same conditions of preheating regime, in 
the focal plain of the welding laser beam and without assisting gases. 
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trend behaviour of the welding quality as a function of laser path energy 

section 1 
In the first section a lot of dendrites were obtained, that met in the middle of the welding joint. Often the joint was cracked. 
It was assumed, that there appeared a hot cracking like in metals. During the recrystallisation of the molten mass impurities 
are pushed in front of the solidification front. In the centre of the welding bath these polluted substances of the lower melt- 
ing point are collected. Because of the shrinkage during the solidification at the moment of a still existing liquid centre this 
area tears up apart. This behaviour is typical for sectionl. 
section 2 
In the second section optimal qualities were found. This area is characterised by dense welding zones without bigger pores 
and dendrites. The surface shows equal crystals on the complete cross section arranged in a disordered state. This shape is 
favourable to be effective against a crack propagation. Tests of the bending strength showed that the joined parts are of the 
same strength as the basis material. The quality of this joint is illustrated as a grinding test in figure 5. 
section 3 
The third section is characterised by a progressive increase of big pores along the border area. In the centre of the recrystal- 
lised mass big grains are growthing. On the edges long dendrites occurred. The system is very friable and not resistant. 

mm a 

Figure 5: grinding test of a high quality laser welded angle of Alumina 
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Investigations of Temperature Fields 

Investigations of the temperature distribution on the surface of thin materials or of the whole body, respectively, are very 
important. For welding small parts it is possible to heat the complete material with the same temperature. 
For bigger parts it is favourable to heat the material selectively. That means to have temperatures higher than 1600°C near 
the welding point, and to create a special temperature gradient for the surrounding fields, considering the stress distribution 
as established [4]. Consequently it is important to find the maximum temperature gradient for the neighbouring fields. The 
result is shown in figure 6. 

figure 6: temperature distribution over two ceramic stripes during laser welding of highest temperature gradients 

This model shows the temperature distribution along two 10 x 50 mm stripes that are joined in the middle. A temperature 
gradient of 70 YJ mm in two- dimensional direction was found as a meaningful course to guarantee a crackfree and also 
economic process. The importance of this statement is in the possibility of fasting the material by metals at a distance of 
about 25 mm from the welding point. 

As already mentioned the investigations described referred to material with a thickness of 1mm. But even with such dimen- 
sions it is necessary to think about temperature gradients into the depth. Although the temperature conductivity for ceramics 
is relatively good it sets limits to this technology. Calculations revealed that at a maximum temperature of 2000°C on the 
surface the temperature decreased to 1600°C in a depth of 3,5 mm. That means, still thicker materials would have tem- 
peratures below the critical point of 1600°C on the underside warranting a crackfree welding joint. Additional energy 
courses have to be considered. 

Welded Geometries 

In the following (figure 7) some examples welded during the investigations are demonstrated. Some welded hollow bodies 
like squares and cubes are shown. They reveal the possibility of including systems completely. 
The wave structure is to demonstrate a possible application as a highly temperature insulating structure. After an inquiry 
some tubes for high temperature sensors were closed by laser welding. 
All these figures show high quality joints and high strengths. 
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Figure 7: different laser welded geomeries 

6. CONCLUTIONS 

The investigations of alumina laser welding with a purity of 97% showed that in general the technology is suitable. It was 
established, that high quality welding joints are realisable. The structure is homogeneous and leads to no losses of strength. 
Also, losses of material properties are not known. The technology allows to join up to a thickness of 3.5 mm. By using 
selective preheating it is possible to fix the material by metals. The shortest distance to the welding zone is more than 
25 mm. 
The technology performed expands the application of ceramic enormously. All the outstanding advantages of the laser ma- 
terial processing are useful: precision, touchlessness, flexibility and high velocity. 
The investigations described are the basis for an industrial application. The knowledge about suitable temperature gradients 
makes it possible to automate the process generally. The next step will be the computer controlling of the laser heating 
parameters. 
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ABSTRACT 

We describe the concurrent in-line inspection system, which controls the C02 laser drilling machine for printed wiring 
boards. The performance of a C02 laser drilling process was improved drastically by the introduction of this inspection 
system. The principle of this inspection system is based on the relationship between the exposed bottom area of the inner 
layer copper foil in via hole and the intensity of the reflected laser beam. The end of drilling process is detectable by the 
saturation of the reflected laser beam intensity generated at the copper foil surface of the blind via hole. We have carried out 
the drilling process for glass-cored epoxy substrate and have observed that the productivity of the drilling process is 
increased by 30% due to this inspection system. 

Keywords: in-line inspection, C02 laser, drilling 

1. INTRODUCTION 

The reduction of the weight and size of electronic equipment, such as personal handy phones and notebook PCs, has 
become the trend in the market. The importance of high-density interconnection technology of electrical parts, especially 
BGA (ball grid array) and CSP (chip size package) mounting technology is well-known for manufacturing compact 
electronic products. In particular, interstitial via holes fabricated on printed wiring boards should follow new design rules by 
reducing the wiring route and the mounting space of electrical devices. Interstitial via holes of over 300,000 holes/m2 are 
drilled on printed wiring boards, because a fine design rule of silicon chip has led to the reduction of the chip size. 
Currently, as the I/O pin pitch of CSP has decreased to 0.3mm, it is required that the lines and spaces are less than 50 urn 
and the diameters of the via holes and pads are less than 150 urn. 

The currently used drilling method, mechanical drilling, is not suitable for making small via holes. Recently, several drilling 
methods, for example, laser-drilling, plasma-drilling and photo-etching methods, have been examined. Since it is easy to 
change the laser irradiation conditions to control the shape of the via hole and it is capable of drilling various kinds of resin 
(epoxy, glass-cored epoxy, polyimide and BT resin), the laser-drilling method has become the subjects of extensive 
research. 

Wrenner of IBM Corp. was the first to develop a C02 laser drilling system with two sets of mechanical synchronous 
choppers and a 150W CW C02 laser, which has the capability to generate several millisecond-order laser pulse.1 He 
demonstrated the system's ability to drill through-holes into a 0.006-inch-thick glass-cored epoxy substrate at a rate of 
57,000 holes/hr. Then, Seraphim, also of IBM Corp., developed the chip-module package and the printed wiring module of 
308 l's CPU unit.23 He was able to get good results from the thermal cycle test of the laser-drilled printed wiring boards, 
and verified it useful for practical industrial use. 

In 1995, Matsushita Electric Industrial Co.Ltd., developed the new concept of the multi-layer printed wiring board 
"ALIVH™" for personal handy phone.4 For this purpose, a new C02 laser drilling system consisting of a two-dimensional 
galvanometric scanner and a telecentric scan lens was developed. The drilling speed of this system is about 200 holes/sec, 
which is ten times that of a typical four-axis mechanical drilling machine. We have developed a C02 laser drilling system 
whose performance is improved by real-time process control using concurrent in-line inspection system. In this paper, the 
principle and the advantages of concurrent in-line inspection system for glass-cored epoxy substrate are described. 
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2. OPTICAL SYSTEM FOR DRILLING VIA HOLES WITH CONCURRENT 
IN-LINE INSPECTION SYSTEM 

The schematic diagram of the C02 laser drilling system is shown in Fig.l. The system consists of a C02 laser, collimating 
unit, a mask changer, an optical isolation unit, a two-dimensional galvanometric scanner and a telecentric scan lens. 

The C02 laser resonator (located on the right side in Fig.l) outputs a linearly polarized laser light of 9.3 urn wavelength. In 
general, the absorption coefficiency of the resin at the 9.3 urn band is higher than that at the 10.6 urn band. Therefore, the 
wavelength of 9.3 urn was chosen from the viewpoint of drilling quality, especially to avoid the carbonization of the drilled 
via hole and the smear after the drilling process. The Kepler-type collimating unit converts the diameter and the divergence 
angle of the laser beam for optimizing to each optical mask mounted on the mask changer. The laser beam transmitted 
through the mask propagates through several optical components (described below) and is irradiated on the workpiece on 
the processing table. The drill data of the CAD are converted into the galvanometric scanner command in the divided scan 
field, and the galvanometric scanner precisely locates the laser beam on the workpiece. Then, the processing table is moved 
to the next scan field after the scanning. With the scan lens, the shape of the optical mask is projected on the workpiece with 
predetermined magnification. 

Quarter-wave plate     Photodetector 1 
jf ßeam splitter 

Galvanometric 
scanners 

Mask changer 

Collimating unit 
/ 

Scan lens 

Processing table 

Fig.l The optics of C02 laser drilling machine 

We developed two kinds of the inspection systems. The first one is the laser pulse monitoring system. Photodetector 1 
detects a part of the incident laser beam. When it detects the lack or the incompleteness of the laser pulsing, the control unit 
of the drilling machine controls the laser pulsing according to the results. The second one is the concurrent in-line inspection 
system, which consists of an optical isolation unit and a photodetector. The principle of the optical isolation unit is based on 
the polarization of the laser beam. Laser beam with linear polarization is incident onto the polarizing beam splitter (PBS) 
with an S-polarized angle and is reflected. The laser beam reflected from the PBS surface propagates through the quarter- 
wave plate, where the beam is converted to circular polarization. At the first stage of the drilling process, the laser beam is 
absorbed by the resin substrate. When the copper foil of the inner layer is exposed, laser light is reflected from the bottom 
surface of via hole. By this reflection, the direction of the rotation of the circular-polarization is inverted. The reflected laser 
beam propagates through the quarter-wave plate again. The polarization of the transmitted laser beam is converted into the 
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linear polarization perpendicular to the incident beam, P polarization. Then, the returning laser beam propagates through the 
PBS and is detected by the photodetector 2. 

We designed both the scan lens and the galvanometric scanner head to minimize the difference of the optical axes of the 
incident laser beam and the returning reflected laser beam. 

700 

0 20        40        60        80        100      120      140 

Bottom Diameter of Hole (urn) 

Fig.2 The relationship between the bottom diameter of drilled hole 
and the intensity of reflected beam 

3. CHARACTERISTICS OF THE REFLECTED BEAM DETECTION 

Figure 2 shows the relationship between the bottom diameter of the exposed area on the inner layer copper foil in the via 
hole and the intensity of the reflected laser beam measured by the mercury cadmium telluride (MCT) photodetector. In 
principle, the relationship between the bottom diameter and the intensity of the reflection shows a parabolic curve because 
the laser beam has a top-hut distribution of the intensity. From measured data, there is a linear relationship between them in 
the range of the diameters from 80 urn to 150 um. With this relationship, we can determine the diameter of each hole. 
Because this system uses the reflection of the laser beam for the processing, we can know the diameter of the via hole 
immediately. We call this system "concurrent in-line inspection system". 

The cause of the distribution of the plots are the slope of the inner layer copper foil (about ± 1 deg.), the surface treatment 
(e.g., back oxides and no hollowing treatment) and the effect of the surface roughness of the inner layer copper foil. 

4.COMPENSATION OF THE DETECTED SIGNAL AND CONTROL ALGORITHM 

For precise inspection, we adopted three kinds of signal compensation for concurrent in-line inspection system. With this 
compensated signal, the drilling process is controlled. Details are described below with a reference to Fig.3. 
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4.1. Signal compensation 

4.1.1. Compensation of temperature of photodetectors 

During the laser drilling process, both the photodetector 1 and the photodetector 2 are irradiated by laser beam at random. 
The photodetector consists of MCT, which is heated by the laser beam. Of course, the room temperature is not stable. As the 
result, the responsivity of the photodetector changes according to its temperature, and the gain of the output signal should 
change. 

In this system, we measure the gain of the output signal in advance as a function of the temperature for each photodetector, 
and the measured output signal is compensated according to the temperature of the photodetector. The measured 
relationship between them is pre-installed as a compensation data to the control unit of the drilling machine. 

4.1.2. Scan field mapping 

The practical axis of the laser beam between the telecentric scan lens and the processing table is not vertical, because X- and 
Y- galvanometric scanner mirrors can not be positioned at the scanning point of the scan lens simultaneously. The 
difference of the angle between the vertical axis and the practical one increases with the increase of the distance from the 
center of the scan lens. Therefore, the axis of the reflected laser beam differs from that of the incident beam and the intensity 
of the reflection decreases geometrically. To compensate such a geometric error, the scan field mapping data are measured 
using a high-reflection mirror and a compensation data is created in advance. During the drilling process, each 
compensation data is read out from the mapping data in the control unit according to the position that the two-dimensional 
galvanometric scanner is positioning. Then, each output signal of the photodetector is calculated using the compensation 
data. 
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4.1.3. Normalization of the reflected laser beam 

Laser beam emitted from the resonator fluctuates between the range of less than ± 5%. Therefore, for precise measurement, 
the signal of the reflected laser beam should be normalized by the intensity of the incident laser beam. In addition, two A/D 
converters work simultaneously for both incident and reflected laser beams for the precise sampling in the concurrent in-line 
inspection system. 

4.2. Control algorithm 

We have utilized the concurrent in-line inspection system for the drilling process. We call it "active-control processing". 
This drilling system has two kinds of processing mode, the cycle mode and the burst mode. In the cycle mode, the scanning 
of the galvanometric scanning mirrors repeats several times till finishing all the holes. In the burst mode, the laser beam is 
pulsed continuously till the end of the processing of each via hole. The suitable processing mode depends on the thermal 
damage of the drilled via holes. The active-control system works in each mode as follows. 

4.2.1. Control algorithm of the cycle mode 

In both modes, the threshold of the compensated signal should be decided in advance. The value of the threshold depends on 
the quality of the drilled via holes. In the processing, if the compensated signal from a hole does not exceed the threshold, 
the control unit adds the position of the hole to the position-file for the next cycle. In the next scanning cycle, the control 
unit fires the laser pulse according to the position-file. This process repeats till finishing all the holes. 

The maximum number of the scan time is predetermined. In the case that the signal does not exceed the threshold at the last 
laser beam, we consider the processing to the hole is not good and the PWB should be checked in detail. 

4.2.2. Control algorithm of the burst mode 

In the burst mode, if the compensated signal from a hole does not exceed the threshold, the control unit fires one more pulse 
to the same hole immediately. And this process repeats till exceeding the threshold. The maximum number of the laser pulse 
is predetermined, too. 
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5. EFFECT OF THE ACTIVE-CONTROL PROCESSING 

Figure 4 (a) shows the distribution of the bottom diameter of the via hole as a function of the number of the laser pulses 
without the active-control processing in the cycle mode for the glass-cored epoxy substrate. There is large distribution of the 
bottom diameter with 1 shot processing. It depends on the density of the glass-cloth. The distribution becomes smaller with 
the increase of the number of the laser pulses. And with 4 laser pulses, every via hole has the diameter of more than 120 um. 
In the conventional drilling process without the active-control for hybrid materials, e.g., glass-cored epoxy substrate, we 
selected 4 laser pulses. However, in some area with low-density glass-cloth, drilling was completed with 2 or 3 laser pulses. 
In this process, because the number of the laser pulses is predetermined to finish the highest-density glass-cloth, all the 
holes are drilled with 4 laser pulses. Figure 5 (a) shows a photo of an example of the cross-section of a via hole without the 
active-control processing. This photo shows that an extra laser pulse irradiation has a possibility to induce liquefied resins 
flow to the bottom area during laser irradiation. This barrel-shaped via hole is not suitable for the plating. 

j,fiiiS:h.^ ,..UfcU;*y     ..,*.», .;f -| 

(a) Without active-control (b) With active-control 

Fig.5 Cross-section of via hole without / with active-control processing 

Figure 4 (b) and Figure 5 (b) show the results of the drilling with the active-control processing. The active-control 
processing can detect the bottom area of the exposed copper foil at each laser pulse irradiation, and can control the drilling 
process in real time. In Fig.4 (b), the distribution of the bottom diameter remains narrow consistently with the increase of 
the number of the laser pulses from 2 to 4. We measured the average number of the irradiation and found it equivalent to 
about 2.8 shots, which is shorter by about 30% than the case without the active-control processing. With the active-control 
processing, the task time for inspection is not required because of the in-process monitoring technology. 

The finished via hole was easily transformed into a barrel-shaped one by extra laser pulses. Figure 5 (b) shows an example 
of the cross-section of a via hole with active-control processing. We verified that there were no barrel-shaped via holes in 
the absence of extra laser irradiation. Therefore, the active-control system reduces the task time and keeps drilling quality 
stable, since the irradiation condition is optimized for each via hole. 

6. CONCLUSIONS 

We have developed a C02 laser drilling system controlled by concurrent in-line inspection system using in-process 
monitoring technology. This inspection system requires no additional task time and we found the following results. 

(1) For hybrid materials, for example, glass-cored epoxy substrate, the active-control processing is better than the 
conventional drilling process from the viewpoint of the quality of the drilled via holes. 
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(2) The number of the laser pulses is optimized to each via hole using the active-control system, and the task time in the 
active-control processing is reduced about 30% in comparison with the case without the active-control processing. 
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ABSTRACT 

Laser cleaning was demonstrated both theoretically and experimentally to be an effective cleaning technique for 
removing particulate and thin film contaminants from electronic materials. Two types of laser cleaning techniques have 
been discussed, relying on pulsed laser of the surface without or with the presence of a thin liquid coating. For dry and 
steam laser cleaning, cleaning models were established for removal of particles from substrate surfaces without or with a 
thin liquid layer by taking adhesion forces and cleaning force into account. The models not only explain the influence of 
laser fluence on cleaning efficiency, but also predict the cleaning thresholds. The laser-induced removal of organic thin 
film contaminants is considered due to laser ablation of the contaminants. Applications of laser cleaning to clean 
magnetic sliders, magnetic media surfaces, IC mold and PCB (Printed Circuit Board) will also be addressed. 

KEYWORDS: Laser cleaning, quantitative modelling, cleaning mechanisms, cleaning applications. 

1.   INTRODUCTION 

There have been significant efforts to develop effective techniques to remove surface contaminants,1'2 such as high- 
pressure jet; mechanical wiping and scrubbing; etching and ultrasonic cleaning. Some of them such as ultrasonic cleaning 
require the immersion of a sample into a liquid bath, which has a number of serious drawbacks. Firstly, it is widely 
known that wet techniques could add contaminants due to insufficient cleaning and filtering of the liquid at the submicron 
level. Secondly, the bulk usage of hazardous chemicals and solvents becomes undesirable for environmental and 
industrial reasons such as causing cancers in humans and depleting ozone layer. Other problems associated with the wet 
techniques are rinsing/drying difficulties and incompatibility with other processes. Hence, dry cleaning techniques have 
emerged in order to overcome these drawbacks. 

Recently, laser cleaning was demonstrated to be an efficient cleaning method for removal of particulate and organic film 
contamination from solid surfaces.3'20 Two types of laser cleaning have been reported in the literature, relying on pulsed 
laser heating of the solid surfaces without or with the presence of a thin liquid coating. We shall refer to these two types 
as dry laser cleaning and steam laser cleaning, respectively. For dry laser cleaning, particles can be ejected from 
particulate-contaminated surfaces by short-pulse laser irradiation. The proposed mechanism of the ejection is fast thermal 
expansion of the particle and/or solid surfaces, which induces large cleaning force to overcome the adhesion force 
between particles and solid surfaces.16"20 Another mechanism is laser ablation of particles as particulate materials have 
smaller ablation threshold than that of solid surfaces.9 The laser cleaning of organic film contaminants is considered due 
to laser photo-ablation and thermal-ablation of the contaminants.7 For steam laser cleaning, the proposed mechanism is 
supposed to be the momentum transfer from the laser-heated and suddenly evaporating liquid film to the particles on the 
solid surfaces.3"5 Compared with wet cleaning, it has several advantages such as dry process without using organic 
solvents, area-selective cleaning and cleaning samples on line. The following will focus on laser-induced removal of 
particulate and organic thin film contaminants from electronic materials. The cleaning models, cleaning efficiency and 
several industry applications will be discussed in detail. 
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2. REMOVAL OF PARTICLES FROM ELECTRONIC MATERIALS 

2.1 Cleaning model 

Several important forces exist and can cause strong adhesion of a tiny particle on a solid surface.1 These include Van der 
Waals force, capillary force, and electrostatic forces, which easily exceed gravitational forces on small particles. 

2.1.1     Adhesion Forces 

For a dry system, a capillary force will not be taken into the consideration while calculating the adhesion force of 
particles on substrate because there is no liquid film layer between the particulates and substrate (assuming negligible 
atmospheric moisture). In a dry system, Van der Waals force predominates for tiny particles with a particle size less than 
a few microns and electrostatic forces predominate for large particles, i.e. greater than about 50 microns in size.1 In 
semiconductor, disk drive and other microelectronic industries, particles are usually much smaller than 50 um, Van der 
Waals force is dominant for these tiny particles on dry solid surfaces. Therefore, the adhesion force between a tiny 
particle and a solid surface F is 

hr       h82 

 r +  
87CZ2      87tV ^ = 71-7 + 1—7 (1) 

where r, h, 8 and z are the particle radius, the material-dependent Liftshitz-Van der Waals constant, the radius of the 
adhesion surface area and the atomic separation between the particle and surface. Typical values of h range from a low 
value of ~ 0.6 eV for polymer/polymer interaction to a large value of ~ 9.0 eV for gold/gold interaction. For Van der 
Waals-bonded crystals, the atomic separation z is approximately 4 angstroms.1,2 

For a wet system, a capillary force and Van der Waals force will act to hold a tiny particle. The adhesion force between a 
tiny particle and a solid surface F is 

F = -—r + -—T + 4nyr (2) 
871 Z        871 z 

where y is the liquid surface tension and r is the radius of the particle.1 

2.1. 2 Temperature distribution 

Since cleaning forces induced by laser irradiation, discussed in the following, depend on temperature distribution in a 
substrate or a particle, it is needed to know the temperature distribution in order to calculate the cleaning force. When a 
pulsed laser irradiates a substrate surface, the temperature distribution in the substrate can be described by the one- 
dimensional heat equation. The temperature at any point inside the substrate T(x,t) is a function of depth below the 
substrate surface x and time /, and is governed by the one-dimensional heat equation21,22 

dT(x,t)  ,d27Xx,0    „    „x   F        ,      x pc—±±M=k y^ + (1 - R)al0 exp(-ax) 
öt dx 

where p, c, K, R, a and I0 are density, specific heat, thermal conductivity, reflectivity, absorption coefficient of the 
substrate material and laser intensity on the substrate surface, respectively. 

For a cylindrical, a rectangular, a square, or a plate particle with a thickness of d, or a spherical particle with a diameter 
of d, the temperatures at the irradiated surface of the particle and at the bottom of the particle are approximately 

279 



estimated to be those at the substrate surface of the same bulk material and at the depth of d below the substrate surface, 
respectively. This approximation causes the final result to be less accurate. Nevertheless, it is still a reasonable 
approximation to the real case.20 

2.1.3 Dry Cleaning Forces 

Due to the short pulse laser irradiation, there is a rapid increase in temperature of the particles and/or substrate. This 
increased in temperature will indirectly generate a cleaning force which opposes to the adhesion force. And it is this 
cleaning force that causes cleaning phenomena, ejecting particles from the substrate surface. 

For transparent particles on an absorbing substrate, majority of the laser energy is absorbed by the substrate, which results 
in temperature rise in the substrate. When the substrate surface under the particle experiences a fast expansion due to 
temperature rise induced by pulsed laser irradiation, the expansion will be restrained by the particle. Therefore, an action 
force per unit area to the particle due to the thermal expansion of the substrate surface is produced which is defined as 
the cleaning force per unit area./}. That is 

f,= yEAT(0,t) (4) 

where y and £ are the linear thermal expansion coefficient and the elastic modulus of the substrate, respectively. The 
AT(0, t) is the temperature rise at the substrate surface and time t, which is given by AT(0, t) = T(0, t)-T0_ where T0 

is the initial temperature at substrate surface. 

For a transparent substrate, only particles are absorbing the energy from the laser beam. Similarly, the temperature rise in 
the particles will also result in thermal expansion which is restrained by the substrate below it. Therefore, an action force 
to the substrate surface due to the thermal expansion of the particles is produced. Meanwhile, the substrate surface 
impose a reacting force to the particles given by y E &T(d, t), where y and £ are the linear thermal expansion coefficient 
and the elastic modulus of the particles, respectively. The AT(d, t)is the temperature rise of the particle at the interface 
between the particle and substrate. 

If the cleaning force (per unit area) exceeds the adhesion force (per unit area), the particle may be detached from the 
substrate surface. Therefore, the cleaning condition will be cleaning force (per unit area) larger than the adhesion force 
(per unit area). 

2.1.4 Steam laser cleaning force 

For laser with enough intensity irradiating on a solid surface coated by non-absorption liquid film, a sheet of liquid near 
the liquid/substrate interface can be superheated through thermal diffusion. The growth of vapor bubbles on the interface 
can be generally observed over a range of temperature.2425 During the process of bubble growth, the pressure and 
temperature inside the bubble will lie in the ranges:25 

Poo^Pv^psat(Too) 
TsatCPoo^TVST«, (5) 

where P^, Pv, P^, T^, Tv, T^ are the ambient liquid pressure, vapor pressure inside the bubble, saturation vapor 

pressure, saturation temperature, temperature inside the bubble and ambient liquid temperature, respectively. 

The process of bubble growth is divided into two regimes: inertial-controlled growth and heat-transfer-controlled growth. 
In cases of quickly imposed heat flux by laser irradiation and highly wetting liquid, inertial-controlled growth is more 
likely to occur. In this regime Tv ^T^, and with the constraint of local thermodynamic equilibrium, Pv =Psat(Tv)= 

psat(Too)- 

The upper limit for velocity of bubble growth in inertial-controlled process has been theoretically described as below:25,26 

v(T) = 
P,(T) 

(6) 
V->        H/V'/      J 

280 



where v(T) and pi(T) are the velocity of bubble growth, liquid density at temperature of T. Pv and P«, are defined as 

before. The size of bubbles cannot be larger than the thickness of the superheated liquid. 

It has been known that coating of a thin water layer on metal surface can enhance the laser-generated pressure of stress 
wave by up to 20 dB.27 The enhancement of pressure has been attributed to plasma formation, rapid evaporation and 
bubble expansion. The plasma formation occurs only for high-intensity laser irradiation due to optical breakdown. For 
laser intensity below the breakdown threshold, the pressure of stress wave is dominated by the rapid evaporation and 
bubble expansion. 

Based on the results of other studies,28 we can deduce the pressure of stress wave by assuming that: (1) in the region near 
liquid/substrate interface, the vapor layer created by evaporation of liquid acts as a plane piston, compressing its adjacent 
liquid layer and generating stress wave, although the value of volume fraction of vapor inside the superheated liquid layer 
is less than l;29 (2) due to the non-uniform temperature distribution in the liquid film, the vapor pressure inside bubbles is 
approximately considered to be the average saturation vapor pressure of the superheated layer; (3) the expansion velocity 
of vapor layer is equal to the growth velocity of the bubbles which is shown in Eq. (6). Then the average energy on unit 
area vapor/liquid interface obtained through the expansion of vapor layer is \(PV-P<x) vfdt, where v and/are expansion 

velocity and volume fraction of vapor. For the generated stress wave, its energy per unit area is calculated by:30 

where p, c and P are the liquid density, transmit speed and pressure of stress wave. According to energy conservation, the 
pressure of stress wave at the vapor/liquid interface is: 

P = [2pc(Pv-PJv/)]^ (8) 

The cleaning force caused by this pressure on adhesion particles with radius of r can be obtained by Eq. (8). The threshold 
of laser cleaning is defined as the laser fluence at which the cleaning force is equal to the adhesion force. 

2.2 Experimental results and discussion 

The schematic diagram of laser cleaning system was described elsewhere.9 A KrF excimer laser and a YAG laser are used 
as light sources for laser cleaning. The particles on solid surfaces were introduced by coating the solid surfaces with 
methanol suspension of fine powders. The substrates with particles were dried by a heater to evaporate the methanol. 
Then a strong air jet was applied to remove all "loose particles". The contaminated samples were observed under an 
optical microscope before and after laser cleaning. The cleaning efficiency is defined as the ratio of the number of 
particles removed by laser irradiation to that on the same area before laser cleaning. 

2.2.1 Dry laser cleaning 

Quartz partilces as non-absorbing particles and single crystal silicon as absorbing substrates were chosen for examining 
above cleaning model. Laser fluence dependence of cleaning efficiency at 100 pulses and 10 Hz for removal of quartz 
particles from Si substrate surfaces is shown in Fig. 1(a). From Fig. 1(a), it was found that the cleaning threshold for laser 
removal of quartz particles from Si surfaces is about 135 mJ/cm2, and the cleaning efficiency increases with increasing 
laser fluence. The peak cleaning force (per unit area) and adhesion force (per unit area) at different laser fluences are 
shown in Fig. 1(b). From Fig. 1(b), it was observed that the cleaning force (per unit area) is smaller than adhesion force 
(per unit area) below 125 mJ/cm2, which means quartz particles on Si substrate surfaces cannot be removed by laser 
irradiation. At a laser fluence of 125 mJ/cm2, the cleaning force (per unit area) is equal to the adhesion force (per unit 
area) between quartz particles and Si surfaces. Therefore, the cleaning threshold is 125 mJ/cm2. With increasing laser 
fluence above 125 mJ/cm2, the difference between the cleaning force and the adhesion force increases, which leads to 
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easier  removal of  the particles from Si surfaces or a higher cleaning efficiency at higher laser fluence. Thus the 
experimental results in Fig. 1(a) can be predicted by above theoretical analysis. 
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Fig. 1 (a) Laser fluence dependence of cleaning efficiency for removal of quartz particles from Si substrate surfaces; 
and (b) the peak cleaning force (per unit area) and adhesion force (per unit area) at different laser fluences 

Copper particles as absorbing partilces and quartz as a non-absorbing substrate were elected for examining above cleaning 
model. Comparison of laser cleaning efficiency for three different wavelengths at 500 pulses and 10 Hz for removal of 
copper particles from quartz surfaces is shown in Fig. 2(a). From Fig. 2(a), it was observed that the cleaning efficiency 
increases with increasing laser fluence for all three different laser wavelengths and is higher for the shorter wavelength at 
a particular laser fluence for removing copper particles from quartz surfaces. The experimental cleaning thresholds for 
removal of copper particles from quartz surfaces are 80 mJ/cm2 at 1064 nm, 40 mJ/cm2 at 532 nm and 20 mJ/cm2 at 266 
nm, respectively. These show that the experimental thresholds become smaller for the shorter wavelength. 
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Fig. 2 (a) Comparison of laser cleaning efficiency for three different wavelengths at 500 Pulses and 10 Hz 
for removal of copper and aluminum particles from quartz surfaces; and (b) the peak cleaning force 
per unit area of copper and aluminum particles on a quartz substrate as a function of laser fluence 

at different wavelengths of 1064 nm, 532 nm and 266nm 

Above wavelength effects can be explained by the following theoretical analysis. The peak cleaning force per unit area of 
copper particles on a quartz substrate as a function of laser fluence at different wavelengths of 1064 nm , 532 nm and 
266nm is shown in Fig. 2(b). From Fig. 2(b), it was found that for all three different laser wavelengths, as laser fluences 
increases, the peak cleaning force per unit area increases too. As the peak cleaning force increases, it is easier to 
overcome the adhesion force between the particles and substrate.  Therefore, it is expected that the cleaning efficiency 
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will increase with increasing laser fluence. Due to the fact that shorter laser wavelength can generate greater change in 
temperature which result in larger cleaning force, hence leads to higher cleaning efficiency. By plotting the peak cleaning 
force per unit area and the adhesion force per unit area as a function of laser fluence, the laser fluence at the intersection 
of these two curves will be the point where the cleaning force is equal to the adhesion force. This will be the theoretical 
cleaning threshold. The results show that the cleaning thresholds for removal of copper particles from quartz substrates 
decrease with shorter wavelength. This is because wavelength decreases, it is easier to bring a large temperature rise in 
the particle which results in a generation of a greater cleaning force. The theoretical cleaning thresholds for removal of 
copper particles from quartz surfaces are 65 mJ/cm2 at 1064 nm, 27 mJ/cm2 at 532 nm and 23 mJ/cm2 at 266 nm, 
respectively. Comparing theoretical and experimental thresholds, the same trends for both theoretical and experimental 
cleaning thresholds were observed. The theoretical cleaning thresholds are quite close to those of the experimental 
cleaning thresholds. Thus it can be seen that above the theoretical analysis successfully predicts and explains the 
experimental results. 

2.2.3 Steam laser cleaning 

For steam laser cleaning, nickel-phosphorus (NiP) coating with a typical thickness 20 um on aluminum-magnesium alloy 
was elected as a substrate, which is most commonly used as undercoat in the thin film recording media. Alumina particles 
with size of 1 urn were applied as contaminants. The thin liquid film was constructed simply through the diffusion and 
evaporation of isopropanol alcohol (IP A) drop on NiP surface as IP A immerses on it. 
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Fig. 3   (a) The laser fluence dependence of cleaning efficiency for removal of 1 urn alumina particles from NiP 
surfaces with deposition of the IPA film; and (b) the cleaning forces as a function of laser fluence 

Figure 3(a) shows laser fluence dependence of cleaning efficiency for removal of 1 urn alumina particles from NiP 

surface with deposition of the IPA film. It is found that the cleaning threshold is about 30 mJ/cm and the cleaning 
efficiency increases rapidly with laser fluence. In the theoretical model, we calculated the pressure of stress wave induced 
by laser irradiation on IPA coated NiP surface. This pressure causes cleaning force on the adherent particles. The cleaning 
forces on 1 urn particle caused by this pressure at different laser fluence are shown in Fig. 3(b) together with the adhesion 

force. It indicates that the theoretical cleaning threshold of laser fluence is 27.5 mJ/cm^ for removal of 1 um alumina 
particles from IPA coated NiP surface. By comparing the cleaning force and adhesion force, we can predict the cleaning 
threshold of laser fluence. 

2.3   Applications in disk drive industry 

In a hard disk drive, head flying height, the distance between read-write head and disk surface, has been continually 
reduced to increase the recording density. At present the flying height is about or below 0.1 um, this implies that even 
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submicron particles can damage both the slider and disk surfaces, hence lead to failure of the disk drive system. Thus, the 
cleanliness of disk and slider surfaces becomes very critical. Above discussions indicate laser cleaning being an efficient 
cleaning method for removal of particles from solid surfaces. The following shows that laser cleaning can be used in hard 
disk drive industry. Figures 4 and 5 show typical optical micrographs of laser cleaning of magnetic disk and sliders. It was 
found that particles on disk and slider surfaces can be efficiently removed by laser cleaning. 
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Fig. 4 The typical optical micrographs of magnetic sliders before and after laser cleaning 
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Fig. 5 The typical optical micrographs of magnetic disk surfaces with (a) and without (b) laser cleaning 

3.   REMOVAL OF FILM CONTAMINANTS FROM ELECTRONIC MATERIALS 

3.1 Cleaning mechanism 
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The mechanisms of laser-induced removal of thin film contaminants are laser photo-ablation and thermal-ablation.7 If the 
binding energies of molecules of thin film contaminants are within the range of photon energies of laser irradiation, 
photo-decomposition or photo-ablation is possible. For example, the photon energy of a KrF excimer laser is 5 ev. This 
energy can break the O-O, H-H, 0-H, C-C, C-H, N-H chemical bonds. When superfluous energy is irradiated, 
simultaneous thermal-ablation will occur. 

3.2 Applications in semiconductor industry 

3.2.1     Cleaning IC mold 

Traditionally, surface contaminants such as oil, grease, wax and other organic and inorganic compounds on IC mold are 
removed from the surfaces by injecting a substance called melamine into the empty molds, exposing it to intense heat and 
pressure to melt the substance, and then let it solidify. During this process, the contaminants react with the melamine 
compound and bond to its surface of the solidified melamine compound. Once solidified, the melamine compound is 
removed. However, this method has a number of shortcomings such as long time processing, low cleaning efficiency and 
containing toxic fumes being harmful to human beings. Therefore, a new cleaning process is needed to overcome above 
shortcomings. We demonstrated that laser cleaning is a good cleaning method to remove these contaminants from IC 
mold surfaces. 

Figure 6 shows a typical optical micrograph of a IC mold with and without laser cleaning. In Fig. 6, the left half surface 
of the IC mold are processed by excimer laser irradiation, whilst the right one retain the contaminated originals. The 
experimental results show that grease and wax contaminants on IC mold surfaces can effectively be removed by laser 
irradiation. It was also found that there is an obvious cleaning efficiency for laser-induced removal of organic 
contamination such as grease and wax at laser fluence larger than 100 mJ/cm2. 

Laser cleaning area 

Fig. 6 The optical micrograph of IC mold with and without laser cleaning 

In order to investigate laser cleaning efficiency, AES measurements were performed for IC mold surfaces before and after 
laser cleaning. Figures 7 (a) shows the AES spectra of the IC mold with grease and wax contamination before laser 
cleaning. As shown in Fig. 7(a), there are strong C and O peaks in the spectrum recorded for the original surface. Only 
very weak Cr peak of the IC mold coating materials can be observed. Since the contamination such as greases and waxes 
are composed predominantly of carbon, hydrogen and oxygen, the quantity of the resident carbon species on IC mold 
surfaces is believed to be in proportion to the level of contaminating and the carbon C signal represents the contamination 
while Cr is the IC mold surface itself. Therefore, this high C-peak intensity represents that the surface is heavily 
contaminated. With sputtering time increasing, Cr-peak intensity increases and C-peak intensity decreases 
correspondingly. It is only after 130 min Ar-ion sputtering that strong peaks for Cr can be observed and C and O peaks 
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become very weak. The surface composition became the same as that of the bulk material. This result also provided the 
information for the thickness of the contaminant layer. Because the Ar-ion sputtering rate is of the order of nanometer per 
minute, the thickness of the contaminant layer should have about 130 nm. 
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Fig.7  The AES spectra of IC mold with grease and wax contamination before (a) and 
after (b) laser cleaning with a laser fluence of 250 mJ/cm2 and a pulse number of 10 

700 

Figure 7(b) shows the AES spectra of IC mold surfaces with grease and wax contamination after laser cleaning. 
Again there are strong C and O peaks in the spectrum measured for the original surface after laser cleaning. However 
only 24 min sputtering, the surface composition became the same as that of the bulk material. This means that there is a 
thin layer of contamination on the IC mold surfaces after laser cleaning, but only about 24 nm thickness of contamination 
exists. Therefore, the cleaning efficiency is about 80% based on the contamination thickness. It can be seen that the 
excimer laser cleaning can effectively remove the surface contaminants. In order to obtain higher cleaning efficiency, it is 
necessary to increase laser fluence or pulses.2 

3.2.2     Cleaning PCB 
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Fig. 8 The typical optical micrographs of PCB before and after laser cleaning 

Resin contaminants around holes are produced in manufacturing of PCB. Usually, these contaminants are removed by 
inserting PCB into chemical. Although this method is widely used in industry, it has some drawbacks such as waste 
chemical solutions. Laser cleaning was demonstrated to be a powerful cleaning tool to remove those resin contaminants 
from PCB surfaces without other new pollution. 
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Figure 8 shows the typical optical micrographs of PCB surfaces with resin contaminants around holes before and after 
laser cleaning. It was observed that there is a thin layer of resin contaminants around holes before laser cleaning of PCB 
surfaces. The fresh surfaces come out after laser cleaning, which is shown in Fig. 8(b). In order to confirm cleaning 
efficiency, we made a group of Raman spectra. Figure 9 shows Raman spectra of PCB surfaces with resin contaminants 
around holes before and after laser cleaning. As a reference, Raman spectrum of the PCB surface far away holes without 
resin contaminants is also shown in Fig. 9. The Raman spectrum in Fig. 9(a) can be deconvoluted into two Gausssian 
peaks at 1459 and 3104 cm'1. The peak at wavenumber of 3104 cm"1 belongs to PCB itself, which can be confirmed by 
Raman spectra in Figs. 9(b) and 9(c). The peak at wavenumber of 1459 cm"1 belongs to resin contaminants, which has 
been annihilated in the spectrum after laser cleaning. Comparing Figs. 9(b) and 9(c), it was found that two Raman spectra 
are in good agreement, which means that the contaminants have been removed and fresh surfaces come out after laser 
cleaning. 
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Fig. 9  The Raman spectra of PCB surfaces with resin contaminants 
around holes (a), after laser cleaning (b) and PCB itself (c) 
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4. CONCLUSION 

In summary, dry and steam laser cleaning was demonstrated to be an efficient cleaning tool for removing particles and 
thin film contaminants from electronic materials both theoretically and experimentally. Cleaning models were established 
for laser-induced removal of particles from solid surfaces by taking adhesion forces and cleaning force into account both 
for dry and steam laser cleaning. Laser cleaning forces are induced by fast thermal expansion of particles and/or solid 
surfaces irradiated by laser for dry laser cleaning and by evaporating liquid film heated by laser irradiation for steam laser 
cleaning, respectively. With increasing laser fluence, the difference between the cleaning force and the adhesion force 
increases, resulting in easier removal of particles from substrate surfaces or a higher cleaning efficiency. Comparing 
theoretical and experimental thresholds, the same trends for both theoretical and experimental cleaning thresholds were 
observed. The theoretical cleaning thresholds are quite close to those of the experimental cleaning thresholds, which 
means that the theoretical analysis can successfully predict and explain the experimental results. The mechanism of laser- 
induced removal of organic film contaminants are laser photo-ablation and thermal-ablation. The organic film 
contaminants on electronic materials are easily removed by laser cleaning. Applications for laser-induced removal of 
particles from magnetic sliders and disk surfaces, and organic film contaminants from IC mold and PCB surfaces are 
available in the near future. 
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ABSTRACT 

Chlorofluorocarbon-free laser cleaning techniques, compatible with cluster tool processing, have been developed for 
application to microelectronics processing. A KrF excimer laser (248 nm) is directed toward the wafer to be cleaned 
and rastered over the surface which might be intentionally covered by a thin liquid layer. It is demonstrated that 
various types of submicrometer-sized particles including polystyrene latex (PSL), silica and alumina, can be 
efficiently removed, by laser cleaning, from the front sides of silicon wafers. These results are explained by a particle 
adhesion model, including van der Waals forces and hydrogen bonding, and a particle removal model involving 
rapid thermal expansion of the substrate due to the thermoelastic effect and the pressure shock due to bubble 
generation in the condensed water film. The results of the calculations of the adhesion and removal models are 
consistent with the experimental observations. In addition, the excimer laser technique was successfully used to 
remove micrometer-sized metallic particles (iron oxide) from the backsides of silicon wafers; such a removal 
represents a challenging task in today's integrated circuit technology. 

Keywords: excimer laser, laser cleaning, microelectronics, metallic contamination 

1. INTRODUCTION 

Surface microcontamination is recognized as the main source of yield loss in integrated circuit (IC) manufacture 
It also affects device performance and reliability 3"6. Contaminants may be particles, metallic impurities, organic 
materials, native oxides and adsorbed gases 2'3. Because the total elimination of contamination sources during IC 
processing operations is presently not achievable 5, surface cleaning is a frequently applied after each step during 
circuit fabrication. The most widespread cleaning techniques in the industry are wet-chemical processes 7, which are 
usually based on dilute mixtures of H202 and NH4OH, HC1 or H2S04 

3. Since these liquids are, themselves, potential 
sources of contamination, costly ultrapure, low particulate grade chemicals and water must be used. The processing 
of liquids and hazardous waste disposal further increases operating costs 8, especially now that environmental issues 
impose more and more stringent constraints. Moreover, wet cleaning methods are not compatible with the in-situ 
processing trend in which cluster tools play a major role. Another important limitation of these techniques is their 
inability to efficiently remove particles 0.1 urn and smaller. The removal of such particles is one of the most 
challenging tasks the microelectronics industry has to meet in today's sub-half-micrometer IC technology. 

Over the last few years, several liquid-chemical-free cleaning techniques have been developed9. Among these vapor- 
or vacuum-based methods, laser cleaning has demonstrated promising potential10"26. Its high efficiency in the 
removal of 0.1 urn particles has attracted great interest because of the simplicity of the technique, both conceptually 
and experimentally. It must be emphasized that this lower limit in particle size corresponds to the detection limit of 
currently available laser particle counters; laser cleaning might still be efficient at even lower particle dimensions. 

In the present article, we give a short overview of the different approaches to the laser-cleaning of surfaces and we 
present a review of our work on the removal of various types of particles from silicon wafer front surfaces using an 
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excimer laser. Modeling of the excimer laser particle removal will be discussed in terms of the various forces 
involved. An application of the laser cleaning technique to the removal of metallic contamination from silicon wafer 
back surfaces will also be presented. 

2. PRINCIPLES OF LASER CLEANING 

Two laser cleaning techniques have been investigated, to date. The first, called "steam" laser cleaning, makes use of 
either a C02 (10.6um)1(M2,26 or a pulsed excimer (248 nm)13"16 laser, coupled to a liquid energy transfer medium, 
which is condensed on the surface. The transfer medium consists of water or a mixture of water and alcohol. The 
laser beam serves as a fast, localized heating source to bring the liquid film to its critical point, provoking its 
explosive vaporization. The forces generated are sufficient to remove the contaminant particles. The main difference 
between the use of a CO2 or an excimer laser lies in the heating mechanism of the liquid film. In the former, the laser 
beam is partially, but directly absorbed by the liquid layer. Using an excimer laser, the medium is transparent to the 
radiation and the beam is strongly absorbed by the substrate surface; the latter is heated and transfers energy to the 
liquid film. In the work of Zapka and co-workers 13"16, it was demonstrated that the energy density required for 
efficient cleaning was far smaller using an excimer laser than a CO2 laser. This was attributed to the fact that, when 
using UV radiation, explosive evaporation occurs at the interface and is, thus, more effective. 

The second approach is dry laser cleaning, where no intermediate medium is used. A short-pulse (a few tens of 
nanoseconds) laser beam is either strongly absorbed by the substrate surface or the contaminant particles; fast 
thermal expansion of either the surface or the particles results in a strong acceleration of the particles outward from 
the surface I5, 24. The beam radiation could be in either the UV (e.g., KrF excimer at 248 nm 25) or the IR (e.g., 
Nd:YAG at 1.06 urn M) range. However, at the shortest wavelengths permitted by excimer lasers (ArF at 193 nm, 
KrF at 248 nm), the photons are strongly absorbed by the surface, leading to a very efficient thermoelastic removal 
force. This permits the removal of a wide variety of contaminants, not only particles but organic and inorganic films 
1719, by direct bond breaking. 

Both "steam" and "dry" approaches are presently being investigated as potential cleaning alternatives to the 
conventional liquid chemicals methods. As explained above, the excimer laser is the most appropriate laser for high 
efficiency cleaning. It must be emphasized that microelectronics is not the only field in which laser cleaning can 
assert itself. The cleaning of optical components and air bearing surfaces of magnetic head sliders was successfully 
achieved25'27. Art restoration is another field where laser cleaning has demonstrated strong capabilities 28. 

3. EXPERIMENTAL 

The experimental set-up has already been described elsewhere and is schematically presented in Figure 1 29"30. Very 
briefly, a KrF excimer laser (248 nm, with a pulse energy of 200 mJ and a duration of 22 ns) was focused onto the 
substrate surface. The substrate was mounted facing down on the underside of a computer-controlled XYZ stage. 
The XY axes permitted the scanning of the surface to perform the cleaning of large areas, while the Z axis was used 
to vary the laser beam energy flux in the range of 0.05 -1 J/cm2 with an estimated error of 10 %. In the case of steam 
cleaning, a pulsed vapor generator was used to controllably deposit a liquid film at the spot to be irradiated, 
immediately before the laser pulse is triggered. The generator consisted in a heated (37-40 °C) nozzle and stainless 
steel container half-filled with deionized (DI) water. A nitrogen gas input of 4700 ml/min, connected to a flowmeter 
and valves, was used to generate a controlled volume of water vapor near the surface to be cleaned. Upon reaching 
the colder surface, the vapor condensed to a liquid film. A pulse-timing unit controlled the open time of the valves in 
the range between 0.1 and 3.5 s. After a vapor burst, several laser pulses were triggered at intervals to assure that all 
the water had been evaporated. In order to perform a cleaning over a sufficiently large area, the wafer was linearly 
stepped between 0.4 and 3 mm after each vapor burst sequence. The area cleaned was a square 50 X 50 mm2, whose 
center corresponded to that of the wafer. 
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Figure 1 Schematic of the experimental set-up; S.S.: stainless steel. 

The substrates were 100-mm-diameter <100> silicon wafers. Some were used as received, while others were first 
cleaned and made hydrophilic, using a modified RCA recipe 2' 22' 23. Front side surfaces were artificially 
contaminated by various types of particles (polystyrene latex or PSL, A1203 and Si02) using a particle generator 
(Particle Measuring Systems, Inc.) 22' B. Similarly, back surfaces were contaminated by Fe203 particles. A dedicated 
particle generator, composed of a nebulizer, drying tube, chamber, and output nozzle, was used for each type of 
contaminant particle. To evaluate the cleaning efficiency, a laser scanning surface inspection system (Particle 
Measuring Systems Inc., SAS 3600) was used to classify particles according to their spherical PSL equivalents, from 
0 1 to 10 urn. Inside the cleaned square area, the surface inspected was a circle of 30 mm diameter. It must be 
emphasized that this scanning system can only be used for the polished front surface. However, since the roughness 
of the wafer back side is very important, the surface photovoltage (SPV) technique was used as a cleaning evaluation 
tool of metallic contaminants31-38. Rapid thermal annealing (RTA), at 1050 °C for 4 min., was first performed to 
allow metallic contaminants to diffuse into the silicon wafers. SPV was then used to evaluate the iron bulk 
concentrations. 

4. EXCIMER LASER CLEANING EFFICIENCIES 

The particle densities (the number of particles divided by the area of the 30 mm diameter analyzed circle) as a 
function of size are shown in Figure 2. Dry excimer laser cleaning was very efficient in removing 0.1 urn PSL 
particles from silicon. However, for A1203 (0.2um) particles, only those with diameters >0.5nm were removed with 
some efficiency. By using steam excimer laser cleaning, most of A1203 particles are removed. Fig. 3 summarizes the 
overall particle densities for various types of particles, before and after laser irradiation, for both dry cleaning and 
steam cleaning. 
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Figure 2(a) Size distribution of PSL before and after a dry excimer laser cleaning with a laser fluence of 326 mj/cm2 ; (b) and (c) 
Size distribution of silica and alumina particles before and after steam excimer laser cleaning with an energy beam density of 

154 mJ/cm2 and a water vapor burst duration of 0.2 s. The analyzed surface is a circle of 30 mm in diameter. 
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Fig. 3. Particle densities before (gray bar) and after (white bar) laser cleaning. During dry laser cleaning, the laser fluences for 
PSL, Si02, A1203 and CML were 326, 314, 326 and 353 ml/cm2, respectively, and 2,4,4 and 2 cleaning scanning cycles were 
used, respectively. During steam cleaning, the laser fluences for Si02 and A1203 were 180 and 154 mJ/cm2, respectively, and 5 

and 4 cleaning scanning cycles were used, respectively. 

5. MODELING THE EXCIMER LASER PARTICLE REMOVAL TECHNIQUE 

High efficiency cleaning requires that the removal forces be greater than the particle adhesion forces. To explain the 
large differences between dry and steam cleaning, and between organic with inorganic particles, we quantitatively 
analyzed the adhesion and removal forces between particles and surfaces. 

5.1 Adhesion model 

The interaction forces between solids which cause the adhesion of particles to substrate surfaces can be classified 
into long- and short-range39. Long-range forces include van der Waals, capillary, electrostatic and double-layer 
forces. Short-range forces include the various types of chemical bonds: metallic, covalent and ionic, as well as 
hydrogen bonds. In our previous study29"30, it was demonstrated that, for submicron-sized particles on hydrophilic 
silicon surfaces, the dominant long-range adhesion force is the van der Waals interaction, while hydrogen bonding is 
the most important short-range contribution to inorganic particles. 

Van der Waals attractive forces can be calculated using a macroscopic approach40, in which the material properties 
are related to the Lifshitz-van der Waals constant. For a spherical particle and a smooth substrate surface, it can be 
expressed as41: 

- pv 4. Fv 
r

0     '   r Deformation 

h®U2rp +hWl32a
2 

8flZ te 
(1) 

The first term of equation (1) is the van der Waals forces between a sphere and a plane before deformation, and the 
second term is the force acting on the contact area due to elastic or plastic deformation. hC3132 is the Lifshitz-van der 
Waals constant, rp is the particle radius, zo is the atomic separation distance between particle and substrate, which is 
not measurable but assumed to range from 0.4 to 1 nm [8] ( we used Zo = 0.4 nm ), a is the radius of the deformation 
area on the particle which can be calculated using the JKR model42 for rigid particles ( Si02 and A1203). For PSL 
particles, a is given by Rimai and Demejo43. During steam cleaning, particles were covered with a condensed water 
film. The shielding effect of the liquid greatly reduces the van der Waals forces39; for example, the Lifshitz-van der 
Waals constant of A1203 particles on silicon surfaces is reduced from 5.62 eV to 2.23 eV  . 
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The adhesion force due to hydrogen bonding between inorganic particles and the hydrophilic silicon surface was 
,30 discussed in our previous study . It was given by: 

r H-bond  ~ '-'C'bond (na2+27CrpAzb)/di bond (2) 

where D is the OH group density on the particle surface (12.5 OH/nm2 for A1203
45 ) and Ebond is the hydrogen 

bonding interaction energy between particle and substrate. Ebond depends on the natures of the surfaces, in particular 
on their degrees of hydroxylation and on the electronic structures of the materials46. The average energy of the O-H- 
-O hydrogen bond is about 5 kcal/mole (~ 0.48 eV/bond)46,7ta2 is the deformation area of the particles and 2n rp Az 
is the ring area taken to a height Az near the contact point with the probability b that particle and surface are bonded 
by a chain of water molecules. For A1203 on dry cleaning, Az b is ~ 0.38 nm30,47,48. During steam cleaning, free water 
molecules may replace and break the hydrogen bond chain connecting the particle to the surface, so the probability b 
is reduced by that probability. d^^ is the hydrogen bond dissociation distance, which is assumed to be half the 
length of a hydrogen bond, ~ 0.1 nm49. For PSL particles, there are no surface groups capable of participating in 
hydrogen bonding, so only van der Waals forces play a role. 
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Figure 4 Adhesion forces of PSL and A1203 particles on hydrophilic silicon surface during dry and steam cleaning, as a function 
of particle diameter. 

Using equations (1) and (2), we calculated the adhesion forces versus particle diameters for a typical organic 
particle, PSL, and for a typical inorganic particle, AI2O3, contacting a hydrophilic silicon surface ; this was done for 
both dry and steam cleaning, as shown in Fig. 4. It appears that the adhesion forces are almost a linear function of 
particle diameter ; they are greatly reduced during steam cleaning, and hydrogen bonding between A1203 particles 
and hydrophilic silicon surfaces becomes much stronger than van der Waals interactions. The van der Waals forces 
of AI2O3 particles are already much less than those of PSL particles due to their smaller deformation. 
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5.2 Laser cleaning model 

During laser pulse irradiation, the particle and silicon substrate absorb laser energy and are heated rapidly. Due to 
the thermoelastic effect50, an extremely rapid thermal expansion of the substrate ejects the particles from the surface. 
In order to calculate the removal forces, we must first know the temperature increase of both particles and silicon 
substrate due to the laser irradiation. 

Since the dimension of the 248 nm excimer laser beam (0.8 mm x 18 mm) on silicon, is much larger than the light 
absorption length a' of 5.5 nm51 and the heat diffusion length of 4.3 urn52,53, the semi-infinite, one-dimensional 
heat equation is a good approximation52. Heat losses at the substrate surface may be neglected, because heat 
conduction from the substrate surface to the ambient air is very slow, and the radiation losses are much smaller than 
the laser energy. The one-dimensional conductive heat transfer equation was solved numerically by an implicit finite 
difference algorithm. The peak surface temperature of the silicon substrate as a function of laser fluences is shown in 
Fig. 5. 

# <F    <i? t? F   4? 

Laser enrgy densities (mJ/cm ) 

Fig. 5 Surface temperature of silicon substrate as a function of laser fluences. 

The calculation of the temperature distribution in particles is a very complex problem because of non-uniform 
surface absorption due to small particle Mie-type scattering54 and the difficulty of solving the three-dimensional, 
spherical coordinate, heat diffusion equation. Fortunately, the optical absorption lengths a'1 of the particle 
considered are 10-102 |im, much larger than the dimensions of the particles. This means that the particles absorb 
laser energy weakly, the temperature increase in the particle during laser irradiation is not large, and we can assume 
that the submicron-sized particles maintain a constant temperature during laser irradiation. 

The rapid temperature rise in the substrate, induced by the laser pulse, generates stresses and strains in the irradiated 
area. These strains cause some particle displacement. From the point of view of the particles, their resistance of these 
strains subjects them to ejection forces from the substrate surface, equal to the stresses in the substrate . If the 
particles are to be detached from the surface, they must experience a real displacement. Based on the relationship 
between stresses and strains52, an expression for the thermal removal force on the particles produced by the thermal 
expansion of the substrate can be obtained: 

thermal ■ yETCa2^! (3) 

where y, E, AT are the linear thermal expansion coefficient, the elastic modulus and the temperature increase at the 
substrate surface. 7ta2 is the deformation area of the particle. The equation shows that the thermal removal forces 
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depend on the deformation area of the particle. Soft particles such as PSL should suffer much stronger removal 
forces from the substrate than hard particles, such as Si02 and A1203. Fig. 6 shows the removal forces on PSL and 
A1203 particles due to the thermoelastic effect during dry cleaning (the incident laser energy density is about 320 
mJ/cm2) as a function of the particle diameter. The dominant adhesion forces are also included in Fig. 6 for 
comparison purposes. It is apparent, in Fig. 6, that the thermal removal force is large enough to overcome the 
adhesion forces for PSL particles, but is much less than hydrogen bonding forces in the case of the A1203 particles. 
These predictions are consistence with the laser cleaning experiments. 

1000 ■          F-.r, <PSL)__ ■ 

FV(PSL)    ^^~- ^_^-~~^ 

100 "-~~~**>,.m (Al2°3 in air)_^-.—-" - 
\ 

^^^«™ (AI.O.) ■ 

0.2 0.3 0.4 0.5      0.6    0.7   0.8 0.9   1 

Particle diameter ( um ) 

Fig. 6 Thermal removal forces and dominant adhesion forces, as a function of particles diameter, for PSL and A1203 particles 
during dry cleaning with a laser flux of 320 mJ/cm2. 

During steam cleaning, the water film is transparent to the excimer laser. The laser energy is absorbed only by the 
substrate. The rapidly heated substrate surface induces the water layer adjacent to it to be superheated before 
nucleation sets in56; this is followed by the creation of a layer of bubbles at the water/substrate interface, called film 
boiling. A detailed description of the explosive evaporation of the water film is extremely difficult, due to the 
formation of a superheated liquid, the thermal instability of the bubble and the development of nucleation centers57. 
The incident laser energy density (102 J/cm2) is much larger than the heat energy density needed to heat liquid 
water to boiling (103 J/cm2) or to vaporization (10'2 J/cm2)58. The heat isolated by the vapor layer continues to 
transfer from substrate to liquid water, so that the temperature distribution in the substrate is approximately the same 
as during dry cleaning. The rapid bubble layer formation creates a pressure shock on the particles attached to the 
surface, with the removal force acting on the particles given by: 

Fbubble=nr2
p[Pvm-PAT0)) (4) 

where rp is the radius of the particle, Pv( T) is the vapor pressure at temperature T, and Pv( T0) is the ambient liquid 
pressure58. The removal forces due to bubble generation and the thermoelastic effect, and the dominant adhesion 
forces due to hydrogen bonding, as functions of the particle diameter, are shown in Fig. 7 under steam cleaning 
conditions (the incident laser energy density is about 150 mJ/cm2). During steam cleaning, as shown in Fig. 7, the 
explosive evaporation of the water film generates a strong removal force, much higher than the thermal expansion 
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force, which is also much greater than the adhesion force due to hydrogen bonding. This model appears to interpret 
the high cleaning efficiencies of steam cleaning for A1203 particles. 

c >, 
E 

■D 
< 
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Particle diameter ( um ) 

Fig. 7 Thermal removal forces, bubble removal forces and dominant adhesion forces, as a function of the particle diameter, for 
A1203 particles during steam cleaning with a laser flux of 150 mJ/cm2. 

6. APPLICATION OF EXCIMER LASER CLEANING TO THE REMOVAL OF BACK SIDE 
METALLIC CONTAMINATION 

Metallic contaminants that are present during semiconductor processing introduce deep recombination levels in the 
bandgap. Such contamination affects the device reliability and performance by reducing the lifetime of minority 
carriers and by increasing the leakage current at p-n junctions 31"38. For example, the presence of 10 cm" of iron, 
as measured by surface photovoltage (SPV)38, reduces the electronic diffusion length to a value as low as 60 urn. 
This problem of metallic contamination will become more important as critical device dimensions are reduced. The 
SIA Roadmap has determined that metallic contamination must decrease from 1012 cm"3 for 0.8 urn technology to 
1010 cm"3 for 0.35 urn technology. Among the various metallic contaminant sources, equipment and vacuum systems 
fabricated from stainless steel appear to be the primary sources: handling the wafers in these systems may generate 
particulates which deposit on either side of the wafer. Much care is presently taken to prevent the particles from 
interfering with the lithographic processes performed on the front side. Unfortunately, particles on the back side are 
generally ignored38. These particles come from the different chucks and holders which the wafers contact during the 
various steps of integrated circuit fabrication. The most critical steps are those carried out at the front-end of the 
fabrication, before the high-temperature annealing processes. Such thermal processes permit the metallic 
contaminants at the back side to diffuse through the wafer and reach the sensitive front side, reducing device 
performance. To avoid these adverse effects, the particles deposited on the back side during handling must be 
removed before any important thermal budget step at the front-end of the line, such as thermal oxidation or RTA. 

Due to the fact that iron has a relatively high diffusivity and is the most troublesome contaminant, we have 
investigated the use of an excimer laser-based cleaning technique to eliminate it. Our preliminary results on the 
removal of Fe203 particles (0.2 - 2 urn) from both sides of the wafer59 are shown in Table 1. In these experiments, it 
is clear that deliberate contamination by iron oxide led to a significant Fe bulk contamination level after RTA at 
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1050 °C for 4 min.. However, when the surface was first laser-cleaned, the Fe concentration was reduced by more 
than an order of magnitude. Note that the cleaning efficiency is independent of the roughness. Improvements are 
being performed on our laser cleaning system to increase its efficiency in the removal of such metallic 
contamination. 

TABLE 1: Steam excimer laser cleaning of Fe203 particles (at a fluence of 200 mJ/cm2) from the front- and back sides of a 
silicon wafer. Diffusion lengths and iron concentrations were obtained from SPV measurements at the center of the wafer. 

Fe203 particle density 
(>0.3um) 

(cm"2) 

Diffusion length (center 
point) 
(urn) 

Iron concentration (center 
point) 

(X 1012 cm"3) 
Front side 
Before laser cleaning 
After laser cleaning 

243 
17 

63 
171 

16 
1.1 

Back side 
Before laser cleaning 
After laser cleaning 

NA 
NA 

82 
138 

7.3 
1.3 

Not contaminated no contamination 136 1.6 

NA : impossible to measure due to extensive surface roughness 

7. CONCLUSIONS AND CHALLENGES 

The removal of particles as small as 0.1 urn from silicon surfaces can be achieved using the excimer laser-based 
cleaning technique. Cleaning efficiency may be optimized by controlling various parameters such as the beam energy 
density and the use (or not) of an energy transfer liquid. The application of this cleaning technique to the removal of 
back side metallic contamination has also been demonstrated. 

Theoretical models of particle adhesion and removal were used for the purpose of explaining our excimer laser 
cleaning results. The dominant adhesion force holding organic particles, such as PSL, to the surface is the van der 
Waals force with deformation. Hydrogen bonding between inorganic particles, such as A1203, and the substrate is the 
dominant contribution to adhesion forces. A deposited water film greatly reduces the adhesion forces, due to the 
shielding effect of the van der Waals force and the breaking of the hydrogen bond chain between particle and 
surface. The laser pulse-generated thermoelastic effect of the heated substrate gives rise to the removal force on the 
particles attached on the surface during dry and steam cleaning. An additional removal force, due to bubble pressure 
during steam cleaning, is larger than that due to the thermoelectric effect. 

Development of the excimer laser cleaning technique involves many challenges. A real integration of this technique 
into a cluster tool will probably require dry excimer laser cleaning. While the transfer medium, such as water, seems 
to be necessary for the removal of inorganic particles, research should be done to improve the cleaning efficiency of 
the dry approach. Most of the development so far was done on bare silicon substrates for which this technique is very 
appropriate. However, cleaning real circuits with this technique sometimes causes the breaking metallic lines, 
probably because these lines have poor adhesion to the substrate. The scaling up of this technique will involve the 
use of a larger and uniform excimer laser beam. Investigations should be made to develop a "find and clean" system 
in which an appropriate system will find a particle and the excimer laser will be use to remove it. This cleaning 
approach will probably be simpler and faster that the approach presently used. 
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ABSTRACT 

The excimer laser annealing of amorphous silicon thin films has been investigated via optical 
diagnostics. Amorphous silicon films of 50 nm thickness are used in laser annealing. To obtain the 
transient temperature variation in the laser annealing process, the thermal emission and near-infrared 
optical properties are measured The front transmissivity and reflectivity are measured to obtain the 
emissivity at the 1.52 um wavelength of the probe IRHeNe laser. Significant undercooling of the liquid 
silicon is observed during the cooling stage. The emissivity is almost constant during the melting period, 
but increases during the melting and solidification transformations. 

Keywords:  amorphous  silicon thin film,  laser annealing,  reflectivity,  transmissivity,  emissivity, 
undercooling, and crystallization 

1. INTRODUCTION 

Excimer laser crystallization has recently emerged as a promising new method for fabricating 
polycrystalline thin film transistors (TFTs) on glass for applications to active matrix flat panel displays 
used in advanced multi-media.1 Excimer laser annealing has been shown superior to other techniques in 
terms of fabrication cost and efficiency. In Excimer laser annealing, the ultraviolet laser beam is absorbed 
at the surface of the amorphous silicon thin film, which is heated up within a few tens of nanoseconds, 
melts and then crystallizes into polycrystalline silicon. The substrate remains unaffected during this 
process.2 This fact is crucial, because it allows use of inexpensive and large size glass as substrate instead 
of quartz. In laser crystallization, it is very important to obtain high quality (low defects and uniform 
grain size) polycrystalline silicon, which yields high performance thin film transistors.3 However, the 
mechanism of recrystallization is not well known, especially in the nanosecond time scale and under 
nonequlibrium phase-change conditions. To understand these phenomena, optical diagnostic methods are 
considered appropriate.4 Since the optical properties are dependent on temperature and state of phase, the 
reflectivity and transmissivity are good indicators for monitoring the laser annealing process. For 
example4 analysis of time-resolved reflectivity data during the laser heating of silicon and germanium was 
used to determine the onset of melting and the melting duration time. For understanding the 
solidification mechanism, it is very important to obtain the temperature distribution. Development of in- 
situ, noncontact, and fast time response methods is therefore necessary. A nanosecond-time resolution 
pyrometer was developed to study the transient temperature field in the pulsed laser melting of 
polycrystalline silicon thin films on transparent substrates . 

In this study, the emission signal is captured using a fast InGaAs detector to measure the 
transient temperature data. To accurately extract the temperature information, the emissivity is needed. 
Since the silicon thin film is semitransparent, in-situ reflectivity and transmissivity is measured to obtain 
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the emissivity and determine the temperature. Significant change in optical properties during the phase- 
change process and notable undercooling during the cooling stage are observed. 

Mirror 

KrF Excimer Laser 
(X=248nm, FWHM=25ns) 

Homogenizer 

IRHeNe 
Laser 
(CW 1.52nm) 

Oscilloscope 

InGaAs detector 

XVs^ 1.5}jm bandpass filter 

aperture 

Reflection measurement 

50nm a-Si sample 

Fig. 1. Schematic diagram for experimental setup for measuring front reflection 
at the wavelength of 1.52um. 

2. EXPERIMENTAL SETUP 

Undoped amorphous silicon thin film was deposited on a quartz substrate by low pressure 
chemical vapor deposition technique (LPCVD). A schematic of the experimental setup for measuring 
front reflectivity is shown in Fig. 1. The amorphous silicon thin film is heated by a KrF excimer laser 
beam (X=248 nm). A tunnel type beam homogenizer is used to ensure spatial uniformity of the laser 
beam. A quartz beam splitter is used to reflect 10 % of the laser beam to an energy meter in order to 
measure the laser pulse energy. The Excimer laser beam is focused onto the sample surface to a spot size 
of 6mm x 2mm by two UV lenses. Focused 1.52 ^un IRHeNe laser beam is used for measuring reflectivity 
and transmissivity. Reflectivity and transmissivity measurements are conducted separately. For 
transmissivity measurement, the same detection optics is aligned against the sample backside at an angle 
of 45° with respect to the normal direction. Also, backside reflectivity is measured at the angle of 45° to 
investigate the solidification mechanism. The role of the aperture is to reduce the solid angle of emission 
signal and possible scattering from the roughened target surface. The aperture allows the detector to 
capture only the reflected IRHeNe laser beam from the sample. A 1.5 urn narrow bandpass filter with half 
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band width of 0.05um is also used to eliminate contribution to the IR signal from emission of other 
wavelengths. The ERHeNe laser has inherent fluctuation and noise. In addition, it is noted that 1.52 um 
probe laser intensity is modulated with high frequency oscillation, which could be effectively eliminated 
by fast Fourier transforming the optical signal, filtering out the spurious oscillation, and then Fourier 
transforming back to acquire the filtered optical signal. The measured reflectivity and transmissivity 
signal is then normalized with room temperature values obtained from thin film optics calculations and 
measurement. When the emission signals are measured, the aperture is removed in the detection part to 
maximize the signal. The collected and focused emission signal by two short focal lenses is captured by 
the InGaAs photodetector. To distinguish the spectral thermal emission and enhance the accuracy of the 
measurement, four bandpass filters of the wavelengths of 1.2 um, 1.4 um, 1.5 um, and 1.6 um are 
respectively employed. In this study, only the optical properties at the wavelength of 1.5 urn are 
measured. For other wavelengths, the optical properties at 1.5 urn are used within 10 % error.6 

3. EMISSION CALCULATION 

The derivation of temperature from thermal emission measurement is based on Planck's 
blackbody radiation intensity distribution law. The blackbody emissive power is as follows.7 

e
xb=- 

2itCx 1 

A5   'expQC2/XT)-l' 
(1) 

where C]=3.740xl08 Wum4/m2, C2=1.438xl04 Kum. It is assumed that the thermal emission from the 
target material during the nanosecond pulsed laser heating obeys Planck's Blackbody radiation intensity 
distribution law. The thermal emission signal collected by the detector can be expressed by5: 

ve(T) = 
RnA*?+}Oi ^a \\\e-x (A, 0, <f>, T) r(A) G(A) e^ (A, T)d0d<j>dA ■■ (2) 

where T is the temperature, 6 and ;rare the polar and azimuthal angles, A is the wavelength, RQ is the 
impedance of the oscilloscope (50 Q), A is the area on the sample which is sensed by the detector, 
E'X(A,0,J,T) is the directional spectral emissivity, T(A) is the transmissivity of the two lenses, G(A) is 

the responsivity (A/W) of the InGaAs detector at different wave lengths, and e^ is the black body 
emissive power which follows Planck's black body intensity distribution law. The transmissivity of lenses 
in the infrared regime is taken to be constant values between 1.2 um and 1.6 um. 

In order to enhance the accuracy of the measurement, four different wavelengths signals as 
discussed above are measured and the compared by the following equation: 

F{T). 
0,1.6/an       "e,l-6/m 

vo,1.2/an       vc,1.2/mi 

*o,1.5/mi       ve,\5f£m 

vo,l-2/an       Ve,1.2ftm 

*o,1.4/im      "c,1.4^im 

o,l2fjm       ve,l.2/mx 
(3) 

where vol2, vo]4, voU, and vol6 are the measured oscilloscope readings at these four wavelengths, 

andvel2, vel4, ve,_5, and vel6 are the corresponding temperature-dependent values from equation(2). 

The peak surface temperature can be determined by minimizing equation(3). 
The transient temperatures at other times are compared with the peak temperature and derived 

from the following equation. 

vo(0 =   ve(T) 
(4) 
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The measured emissivity at the wavelength of 1.52 um is used in the transient temperature calculation 
through the whole wavelength range. 

4. RESULTS AND DISCUSSION 

Figure 2 shows the relationship between laser fluence and averaged temperature. In the liquid 
region, the absorption depth of infrared light is about 20 run on the basis of the optical property data for 
liquid silicon measured by Shavarev, et al.6 The calculated temperature corresponds to the averaged 
temperature over the absorption length. It is known that the thermal conductivity of liquid silicon is in 
the range of the thermal conductivity of metals. Thus, the temperature gradient across the liquid layer is 
flat, compared to that in the solid amorphous silicon layer. The emission signal in the liquid region 
therefore emanates from an essentially uniform temperature distribution across the absorption length. A 
flat region is clearly shown in the figure. This region corresponds to the duration of the partial melting. 
Also this region indicates that the phase-change of amorphous silicon from liquid to solid occurs within a 
certain temperature range, in the neighborhood of 1510 K. It is known that the melting temperature of 
amorphous silicon is lower than that of crystalline silicon, 1685 K, by about 100-200 K.8 In the case of 
emission measurement of metal samples, the surface temperature of sample can be obtained due to the 
high value of the extinction coefficient. However, for the solid semitransparent amorphous silicon 
material, and in the near infrared range, the emission signal corresponds to the integrated radiation over 
the absorption depth, A14nk, which exceeds the film thickness. Therefore, the emission signal includes 
the temperature information of solid thin film and some part of substrate. 

2500 

2000 

1500 

1000 

500 
100 150 200 250 300 350 400 

Laser fluence(mJ/cm ) 

Fig. 2. The peak integrated temperature versus incident excimer laser fluence 

The transient variations of optical properties measured at the IRHeNe laser wavelength of 1.5 urn 
(reflectivity, transmissivity, emissivity, and back reflectivity), the emission signal, and averaged 
temperature are presented in Fig. 3 to Fig. 6 for various laser fluences. Solid silicon is highly transparent 
in the infrared range. However, when the liquid silicon thickness exceeds the absorption depth, it turns to 
opaque. The film reflectivity increases and the transmissivity decreases upon melting.  In the emissivity 
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plot, shown in thin solid line, two peaks are distinguished in the melting and solidification periods, 
correspondingly. These features are attributed to the phase-change process and the accompanying optical 
property change. In the emission measurement, the emissive power is actually acquired As shown in 
Equ. (2), the data include information on the optical properties and the radiation intensity. The first and 
larger in magnitude peak is generated by the temperature rise during the laser heating. The duration of 
the second bump coincides with the change of the optical properties captured by the reflectivity and 
transmissivity signals that is due to solidification process. The front reflectivity measurement is carried 
out without the aperture in order to evaluate the effect of scattering by evolving surface morphology. 
However, no appreciable scattering was detected during the phase change process. It also appears that the 
emissivity increases during the phase-change process. This phenomenon requires further investigation. 
The transient temperature distribution is calculated using Equ. (2) & Equ. (4). The emissivity data are 
used in the temperature calculation. Supercooling is clearly observed in the transient temperature plot as 
the cooling process occurs under nonequilibrium conditions. Nuclei form in the supercooled liquid 
releasing latent heat. Eventually, the liquid pool solidifies, and the cooling process continues via the 
conductive loss to the substrate. 

Figure 3 shows the results at the laser fluence of 212 mJ/cm2, which drives partial melting. In 
this figure, V and bp represent captured emission and back reflection signals. The reflectivity of silicon at 
the 1.52 jlm wavelength increases monotonically with time during the laser heating until the surface 
melts, resulting in a large increase of the reflectivity. The transmissivity exhibits reverse behavior 
compared with the reflectivity. In the partial-melting regime, the maximum temperature is still lower 
than the equilibrium crystalline silicon melting point and crystallization originates from unmelted silicon 
seeds. 
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Fig. 3. Transient variations of front reflectivity, p, transmissivity, t, emissivity, e, emission signal, V, 
back reflection, bp, at the angle of 45°, and the wavelength of 1.52 urn, and 
integrated temperature, T. The Excimer laser fluence is 212 mJ/cm2. 

Figure 4 presents the results at the laser fluence of 262 mJ/cm2, which is just past the full melting 
threshold. Some undercooling effects are noted in this graph. Results for full melting are shown in Fig. 5 
and Fig. 6 for laser fluences of 301 mJ/cm2 and 318 mJ/cm2. 
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Fig. 4. Transient variations of front reflectivity, p, transmissivity, x, emissivity, e, emission signal, V, 
back reflection, bp, at the angle of 45°, and the wavelength of 1.52 urn, and 
integrated temperature, T. The Excimer laser fluence is 262 mJ/cm2. 
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Fig. 5. Transient variations of front reflectivity, p, transmissivity, r, emissivity, e, emission signal, V, 
back reflection, bp, at the angle of 45°, and the wavelength of 1.52 |im, and 
integrated temperature, T. The Excimer laser fluence is 301 mJ/cm2. 
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Fig. 6. Transient variations of front reflectivity, p, transmissivity, x, emissivity, e, emission signal, V, 
back reflection, bp, at the angle of 45°, and the wavelength of 1.52 urn, and 
integrated temperature, T. The Excimer laser fluence is 318 mJ/cm2. 

Cooling of the liquid layer occurs in the nanosecond time scale, and without the presence of 
inhomogeneous nucleation sites at the interface with the glass substrate that could readily promote 
crystallization. The assumption of equilibrium phase-change is no longer valid Thus, in dealing with 
laser-induced crystallization, nonequilibrium phase change model should be adopted " Significant 
undercooling exists in the laser recrystallization process, as the laser irradiation energy increases. 

5. CONCLUSION 

The transient temperature and the dependence of temperature on laser fluence are quantified by 
measuring the emission signal during the laser annealing process. The transient emissivity at the 
wavelength of 1.52um was measured in-situ. By analyzing the experimental information, the physical 
mechanism of the phase-change phenomena could be understood Due to the rapid cooling rate, (of the 
order of several m/s), significant undercooling was observed for laser fluences exceeding the full melting 
threshold Further study is necessary in order to analyze the increase of absorptivity during the phase 
transformation process and the relation of the cooling mode to the mechanism of polycrystalline grain 
formation. 
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ABSTRACT 
The grain size of polycrystalline silicon (p-Si) by the excimer laser annealing (ELA) is primarily determined by the fluence, 

and the distribution uniformity is strongly influenced by the intensity flucuation. Instead of the conventional CCD profiler, 

an resist film is used to monitor the light intensity distributions over whole illumination area in submicron resolution. The 

high resolution measurements show speckle patterns with 0.1-0.15 spacing with maximum lOmJ/cm variation. The 

fluctuation does not influence the grain size variation in the lateral growth region over 1~2 u m area, however, the 

undulation of intensity about 10mJ/cm2 over 10 p. m distance produces an appreciable changes in the grain sizes. Such a 

local temperature distribution corresponds to the envelop obtained by averaging small area, and is maintained during 

crystallization process. 

Keywords: Polycrystalline silicon, Excimer laser annealing, Resist, Beam profiler. 

1. INTRODUCTION 

Many of the TFT-LCD manufacturers have launched production of the low temperature p-Si (LTP)TFT-LCD, as the 

performances of MOS transistors of p-Si become applicable to integration of the peripheral circuitries of some types of the 

displays. This is mainly due to qualities of ELA-p-Si^ and PE-CVD-Si02 which enable to realize usable TFT 

performances, e.g. the field effect mobility of more than several tens, sometimes 300 cni/Vs in experimental level. The 

crystallinity of ELAp-Si has rather high quality inherent to liquid phase solidification, and the performances are considered 

to be degraded mainly by the grain boundaries. Larger grain size assures better performance. Actually a transistor with a 

single grain over 1  /im short channel shows more than 400 cni/Vs. This stimulates developments of single crystallization 

techniques, and ultimately realization of a system-on-glass of high definition TFT-LCD, which is sole advantage of p-Si 

over the current a-Si TFT-LCD. There are so many experiments aiming larger grain sizes, new and mostly revised from 

'80s2^, however, they are a little far from practical applications because of lack of uniformity and reproducibility. 
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The uniformity and the reproducibility in the present LTP-TFTmass production is considered to be assured by smaller sized 

grains than a characteristic length, sacrificing higher performances. Typical characteristic length is usually a channel length 

(L), and is now 3/imat most due to the current production equipments for large area substrates. So a resonable grain size 

is no more than 0.3 i± m. This is primary condition of ELA process in manufacturing at present. The secondary condition 

comes from requirement from the device structure. The precursor film thickness should be less than lOOnm, preferably near 

50nm, as the LTP-TFT device is fundamentally SOI and the film thickness should be less than the depletion layer. The 

prefered film thickness is reasoned by less fluence resulting less throughput time and less production cost. 

Thus the basic technology of ELA crystallization is to produce uniform and high graded p-Si film under these two conditions. 

For this purpose, it is essential to understand the mechanisms of ELA crystallization. More clearly we have to understand 

to what extent we can control the non-equilibrium phenomenon of ns time scale. From huge volume of the investgations 

hitherto, we can deduce some qualitative models for the grain growth, however, for mass production we need to know 

quntitatively what working parameters are effective and how they can be controlled. All these parameters seems to be 

classified into three categories; those related directly to ELA, the precursor film, and the interface. The first ELA parameters 

are fluence, shot numbers or repetition rate and the stage scanning speed, substrate temperature, atomosphere, and 

illumination uniformity. The second category includes film thickness, morphology and the concentration of hydrogen in the 

film. The third is difficult to define, but is related directly to crystallization dynamics, such as heterogeneous nucleation and 

lateral grain growth. At present the contributions of some of the parameters are considered to be almost established, however 

quantitative data necessary to the mass production are not necessarily sufficient, because the explicit technical parameters 

above are somehow coarse to control submicron grain growth. An example is CCD beam profiler, of which spatial 

resolution is usually 10 u m and monitors only confined region of the illumination area. 

This paper presents a concept of the resist profiler which is possible to evaluate light intensity distribution over whole 

illumination area with submicron resolution. Such a profiler is essential because we are observing only intensity 

distribution in rather rough resolution at present although there may be microscopic fluctuations inherent to gas laser, and 

the grain size used is in submicron region. In the second chapter, the relationship between the ELA crystallization and the 

fluence and shot numbers are described according to our observations. The third chapter is devoted to the description of the 

technique of the resist profiler. The fourth and fifth are for discussions and conclusion. 

2.    FEATURES OF ELA POLYSILICON CRYSTALLIZATION 

As a standard precursor Si film, we adopted a-Si film by LP-CVD of 50nm thick on quartz substrates. The deposition gas 

is monosilane (SiH4) and the substrate temperature is 550 °C. ELA experiments are performed both by 248nm, 4x8 mm2 

and by 308nm, 0.3 x 150 mm2 illumination area with nominal uniformity of ±5%. The former is used mainly for 

examining the effects of temperature and atomosphere, and the latter is mainly for beam scanning. 

The relationships between laser fluence and grain size are depicted in Fig. 1. The shot number is an fundamental factor for 

grain growth. One shot means solidification from precursor to polycrystalline, and the multi-shot corresponds to poly- 

to-poly transformation. The feature of grain growth is similar to both situations, that is, small grains at low fluence and 
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Fig.l     Relationship between fluence and grain size( average). 
The grain growth is devided into 5 stages (here for 20 shots' case), and the grains in each 
stage are shown in SEM picture. 
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becomes larger with fluence. The growth ends abruptly at a certain critical fluence, above which it becomes microcrystalline 

and amorphous mixture. Further increase of fluence results ablation. The fundamental difference between one- and multi- 

shot condition is the grain size and the uniformity of its distribution. The multi-shot grain size increases with shot number 

above a certain fluence, from which lateral growth starts. Improvement of the uniformity by the multi-shot seems to be also 

related to the lateral growth and is essential to practical applications. The grain growth is characterized by five stages 

according to the fluence, and SEM picture of typical grain structure at each stage is shown in Fig. 1. These pictures are 

results of 20 shots-LA in vacuum and at room temperature. 

The first stage is vertical growth of small grains. When the size becomes nearly equal to the film thickness, the lateral 

growth is started. For 50nm film thickness, there is a particular size of the grain, approximately 0.3 u m, which shows 

rather uniform distribution. This feature is very prominent when we use small pitch overlapping of scanning, e.g. 10 u 

m, over wide area. The third stage is of rather larger grain size, but not uniform. It looks that the larger sized grains are 

constructed by merging smaller grains. The fluence of the abrupt transition to microcrystalline is different between one- and 

multi-shot, which is due to the differences of the melting point and the latent heat between amorphous and polycrystalline. 

The fouth stage is microcrystalline due to rapid bulk nucleation. The fifth is ablation. AFM data in Fig.2 show quantitative 

aspects of the grain growth. The bumps are created at the grain boundaries, and it is higher at a triple or sometimes quadruple 

junction. A grain corresponds to the valley between the peaks. The positions of the bottom of the valley, that is , the height 

of the grains, change randomly for the smaller grain region, but it becomes rather longer undulation when the grain size 

becomes larger. 
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Fig. 2 AFM profiles of p-Si surfaces, (a) small grain size, (b) large grain size 

The crystallization processes are qualitatively explained by a simple nucleation and crystal growth model, but the details are 

varied with different types of precursors. The most prominent is the onset fluence of ablation. This is apparently correlated 

to hydrogen contents in the case of amorphous Si by PE-CVD. The larger the hydrogen content, the smaller the ablation 

fluence. Sometimes the film is ablated without the pass of microcrystalline phase. The PE-CVD precursors are mostly 

amorphous, and the morphology is strongly influenced by H contents, making various types of Si-Hbonds3). The various 

bonding structure makes it difficult to dehydrogenate completely, and results fluctuation in crystallization process. Even the 
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films by sputtering sometimes show very low ablation threshold, although H concentration is very low. It seems that 

morphology, microcrystallinity or defects, irrelevant to H are also the cause of such a behaviour. Higher substrate 

temperature results lower fluence to make same supercooling than r.t., and sometimes it improves the uniformity. 

3.    RESIST   BEAM   PROFILER 

The most common beam profiler makes use of CCD camera. The pixel size is5/zm square in minimum, and the number 

of pixel is IM (XGA) usually. Accordingly with 1:1 image system, the resolution is just 5  p. m. It is improved by a 

magnified optics. A conventional magnifier is the objective lens of the microscope, and we can obtain ideally 0.2 p, m 

resolution with an adequate optics(x 100) corresponding to a CCD pixel at minimum resolution. The drawback is reduction 

of the objective field. In the case of the highest resolution above it is O.2mm0. The field spreads upto l.Omm0whenx2O 

objective lens is used. However the resolution is reduced to 0.5 p. m. 

Our objective is to measure the intensity distribution with submicron resolution over all beam area. Only resist film can 

realize such a high spatial resolution over wide area. The principle of the resist beam profiler is very simple. The light 

incident into a resist film react with the material, producing insoluble or soluble region according to the types of resists, 

proportional to light intensity. The following development process removes or fixes the reacted region, and the light 

intensity is mapped as surface undulation. The configuration of the resist profiler system is shown schematically in Fig. 

3(a). The homogenized beam is splitted by the mirror, and illuminates the resist film through a conjugate optics. The resist 

film is moved by X-Y stage to be exposed with each shot.The surface profiles are measured by various types of high 

resolution profilers and byAFM. Resist sensitivity should be linear in low light intensity. There must be a base plane flat 

Resist panel 

Mirror 

homogenizer optics 

Imaging 
lens 

X-Y stage 

Quartz substrate 

X-Y stage fMffM 
Excimer light 

Substrate 

( 3 
(a) System configuration (b) Principle of resist profiler 

Fig. 3    Resist profiler system 
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enough to measure the roughness produced by light intensity distribution. Such a flat basis is obtained only by a substrate 

surface. It follows that the light should be illuminated from the substrate side, and thus to use a negative type resist film 

as shown in Fig. 3(b). This configuration prevents also LIPSS structure \ 

Phenol-azido system5^ is selected as resist material. The matrix resin is poly(p-vinylphenol), and the chromophore is 3- 

3'-diazidodiphenyl surfone. This material was synthesized originally for the resist sensitive to ultraviolet region. The 

photochemical reaction scheme is depicted in Fig. 4. Ultraviolet light activates azido radicals of the chromophores, which 

susequently release nitrogen, and are changed to an intermidiate nitrene.The nitrenes extract hydrogens at aryl-carbons in the 

resin monomers, which are polymerized and become insoluble. The sensitivity and linearity is controlled by the 

concentration of the chromophore and the molecular weight of the matrix. 

S0r<j 
N3 h v 

,      H2N NHZ 
L +  ^so^ 

3,3'-diazidodiphenylsulfon 
Poly(p-vinyl)phenol 

Fig. 4   Photochemical reaction scheme of the resist 

The relationship between fluence(l shot) and developed film thickness is shown in Fig. 5. The dynamic range (defined by 

the ratio of average film thickness after development and minimum variation from the average) is conditioned by the 

concentration of the developer chemicals and developing time. The resist film is coated on a quartz plate, and baked 1 hour 

at 100°C. The light is illuminated from the rear of the plate and developed. An average film thickness is measured by a 

profiler (DEKTAK) and the surface undulation is measured by an optical type of profiler (WykoTOPO-3D)andAFM. The 

flatness of the substrate surface is finished to A /10, and the Ra of the substrate surface is less than 0.15nm for 2 p.\3. This 

value assures the accuracy to measure the local variation of the resist surface. 

Fig. 5     r -characteristics of the resist 
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4. RESULTS AND DISCUSSIONS 

Comparison between the profiler(WYKO) picture and p-Si micrograph (Nomarski) is shown in Fig. 6.To distinguish the 

variations of illumination, a little deteriorated homogenizer optics are used. The spatial resolution of the profiler(WYKO) 

is 0.5 ix m. The measurement area is lmmD, a part of whole illumination region 4 x 8 mi. The avaerage film thickness 

is approximately 300nm, and is corresponding to 180 scales. The variations are ±38 scales. From Fig.5 and taking into 

account of 20:1 attenuation of the intensity on the resist film, the profiler maps about ±20 mJ/cm variation of the light 

intensity. 

The Nomarski micrograph of Fig. 6(b) is corresponding to the same area of p-Si surface, obtained by 10 shots.The change 

of the intensity distribution at each shot supposed to be small owing to the homogenizer optics. The colours in the 

micrograph come from Rayleigh scattering by the roughness due to the bumps on the surface. The averaged height of the 

bumps is proportional to the grain size, and thus the colours represent the grain sizes; black at starting amorphous, pale 

green at small grains, green at 0.1-0.3 ix m, blue at 0.3-0.5  ix m, white at more than 0.5  u m, and again black at 

microcrystalline. There is no one-to one correspondence between details in two pictures, because the relationship between 

fluence and the grain size is not similar to the relationship between colour and the grain size. However there are close 

resemblance between two figures. It should be also noticed that the resolution is limited by the measurement method and 

instrument. As the whole profile of the illumination region is mapped on the resist profiler, there are two possibilities to 

utilize the profile data; improvement of homogenizer optics by rather coarse resolution, and the analyses of local grain 

growth mechanisms by fine resolution. 
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Fig. 6    Comparison between the profiler chart of the resist (a) and 

Nomarski micrograph of p-Si (b) 
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The base of the resist profiler is a gamma characteristics, which is the relationship between fluence and developed film 

thickness. The absolute resolution is defined as minimum thickness or volume removed by development for minimun light 

exposure (in the case of negative resist). Experimentally it is very difficult to define minimum light intensity, as the fluence 

of the excimer laser changes more than ± 10% shot by shot. Besides, the profile is not always uniform due mainly to 

homogenizer optics. Each point on the gamma curve in Fig. 5 is an average determined from measurements of the thickness 

of ten one-shot profiles for each nominal fluence by the profiler (Wyko) at the same point. The minimum resolution is 

infered from comparison among ten profiles. It is 3nm for 0.2mJ/cni at averaged total thickness 300nm for 15mJ/cm. The 

rms roughness of the substrate surface is less than 0.15nm over 2 p. mD,which is far less than minimum resolution of the 

resist. As stated previously monitoring light is reduced to 1:20. Accordingly at 300mJ/cm illumination to a sample, ± 

2mJ/cni variation can be detected. The absorption coefficient of the resist is 2.2 x 104cnv' at 248nm. This value does not 

change appreciably with the concentration of the chromophor. The developed film thickness is 300nm in average, andupto 

the thickness from the substrate, the exponential decay curve of the intensity is well approximated to be linear. This means 

there is no truncation in the details of the profile. The result of higher resolution measurement by AFM is shown in Fig. 

7. The speckle pattern is clearly recognized. The high spots in the speckle are about lOnm at most, that is, lOmJ/cni. 

Although almost all the values are near to the resolution limit and not so accurate, there are intensity fluctuations with 

nearly half wave length period over whole illumination area. 

2.00 

Fig. 7   AFM picture of the resist surface, (a) speckle patterns, (b) scanning chart 

From Fig. 1 it is pointed out that the variation 10mJ/cm produces about two times differences of the grain size at 0.3 ß 

m region. However SEM pictures show that the distribution of the grain size does not vary appreciably over 1-2 u m area, 

although the speckle spacing are 1/10 of the region and the lateral grain growth is considered to start from 0.05 u m. Such 

uniformity is enhanced when shot number is increased, and it is most prominent at 0.3 \i m region. This suggest some 

factors other than fluence are equally essential for the grain growth. Multi-shot ELA is a process of repetition of melt and 

recrystallization. In the course of the repetition, smaller grains tend to disappear, as they are melted faster than the larger 

owing to the ratio of boundary area and volume. There is higher probability that a nucleation appears at the larger grain site. 

Repetition seems to multiply the probabilities. However intensity variation about lOmJ/cm over more than 10  um area 
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is clearly observable as the change of the grain size. The larger distance variation is effectively an envelop of the intensity 

distribution averaged over 1-2 (i m area. From observations of optical micrographs (Nomarski) of p-Si surface, it is 

reasonable to assume that the pattern of the averaged distribution is maintained during the crystallization period. The grain 

distribution is regarded to be preserved even during multi-shot illuminations. The localization of temperature distribution 

during crystallization period is prominently exhibited in the SEM picture in Fig. 8 of the region where area of the larger 

grains are adjacent to the microcrystalline region. 

•'Si' '*£, 

Fig. 8    SEM picture of the boundary 

between large grain region and 

microcrystalline region 

Smearing out of light intensity fluctuation over 1-2 u m area is explained by thermal diffusion length V2Dt in the liquid 

phase of Si film. D is thermal diffusion coefficient, and t is a full pulse duration. In the liquid phase, D is 0.07 cm7s6), and 

the diffusion length is 0.8 u m for 50 ns full pulse duration. It is infered that the lateral growth is confined within the 

locally uniform temperature region. The duration staying in liquid phase is approximately proportional to the incident 

fluence. Accordingly the smearing area will be proportional to square root of the fluence. However the grain size increases 

much faster as shown in Fig. 1. It is evident that the large sized grain is resulted by lateral grain growth, and larger grain 

is obtained by faster lateral motion. According to the theory of the interface response function7^ there is a maximum at a 

certain supercooling. The supercooling in our experimental conditions always exists at the lower side of the maximum, as 

the higher fluence produces the larger grains as shown in Fig. 1. Over the maximum toward higher temperature, it does not 

result any reduction of the interface velocity but bulk nucleation producing microcrystalline. This may be a characteristic 

feature of the heterogeneous nucleation and thin film. 

The bumps at the grains is another feature to be elucidated. It is an important phenomenon to understand the mechanisms 

of grain growth, and at the same time, it is very obstructive structure for TFT performances and is needed to be reduced. This 

structure suggests an upheaval of viscous liquid thrusted between solid plates.This leads a simple model; a nucleus is created 

at the centre of locally uniform temperature region, and it grows initially vertically and next laterally.If there are such nuclei 

situated at equidistance and grow equally, then they collide side by side and at junction according to the growing 

crystalographic axis. The middle part of the grains stays liquid, as the latent heat is released. The exothermic process also 

prevent small grain growth according to the velocity of the interface. 
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5. CONCLUSION 

The resist beam profiler can map whole illumination area with high resolution. The effective resolution is limited by the 

resolution power of measurement equipments. High resolution measurements reveal existence of speckle patterns with 

0.1-0.15  u m spacing. The fluctuation over 1-2 u m area does not influence the grain growth. On the other hand, the 

undulation of temperature distribution over 10 (im area obtained by averaging the small scale fluctuation maintains its 

distribution pattern during crystallization period, and thus it determines the grain sizes and the distribution. The localization 

of intensity envelop is on the one hand owing to the homogenizer optics which reduce spatial variations of the beam profile 

if it does not change substantially. On the other hand, it suggests that cooling speed and resulting nucleation is much higher 

than the lateral thermal diffusion time, as is pointed out by many investigations. Accordingly accurate design of the 

homogenizer optics and control of cooling process through the buffer layer and the substrate over 10 u m area is essential 

to realize uniform grain distribution. The resist beam profiler gives quantitative data necessary for the purpose. 
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ABSTRACT 

The lattice strain in excimer laser crystallized polycrystalline Si (poly-Si) thin films reflects the grain growth induced by the 

laser irradiation. In this report, the measurement of the lattice strain is made by using the energy-dispersive grazing- 

incidence X-ray diffraction with synchrotron radiation. The excimer laser crystallized poly-Si thin films show tensile 

lattice strain in the directions parallel to the substrate surface. The {111} strain increases from 2.2 x 10" to 5.0 x 10" 

when the grain size increases from 40 to 200 nm. The strain is anisotropic between the {111} strain and the {220} strain in 

the layer near the substrate interface when the grain size is small. Carrier mobility in a thin film transistor tends to increase 

when the strain increases and the anisotropy decreases. 

Keywords: polycrystalline silicon, excimer laser crystallization, lattice strain, energy dispersive grazing incidence diffraction, 

lateral grain growth 

1. INTRODUCTION 

Polycrystalline silicon (poly-Si) is a promising material for the active layer of thin film transistors (TFTs) to be used in 

liquid crystal displays1"3' and contact type image sensors4"6, with integrated driving circuits on glass substrates. The 

excimer laser crystallizing method plays a key role in lowering the process temperature. The carrier mobility of excimer 

laser crystallized (ELC) poly-Si thin films is higher than that of as-deposited or solid phase crystallized poly-Si thin films, 

and this feature of the ELC poly-Si thin films comes from films' structure with less defects density. Lattice defects result 

from grain growth and relaxation of the total amount of internal energy, i.e. surface energy, interfacial energy, strain energy 

and so forth, therefore lattice defects, grain growth and lattice strain correlate to each other. The excimer laser 

crystallization process of a melt and regrowth process hardly achieves a thermal equilibration with extremely rapid and large 

heat hysteresis, so that the ELC poly-Si thin films contain less density of lattice defects, larger lattice stress7' and larger 

lattice strain. Moreover, the grain growth of the ELC poly-Si films strongly depends on the laser energy density changing 

the melting depth of the film,8"10 and the heat flow induced by the laser irradiation generates the distribution of lattice 

defects and lattice strain in the direction perpendicular to film surface. Therefore, it is worth investigating the lattice strain 

in the ELC poly-Si thin films to comprehend not only the laser-induced grain growth process but the electronic properties. 

In this experiment, we have carried out energy-dispersive grazing incidence diffraction with synchrotron-radiation white X- 

ray (SR-EDGID) measurement. The SR-EDGID method with wide energy-band SR is newly developed for 

crystallographic analysis of thin films less than 100 nm thick in a very short time.11'   In this paper, we report the laser- 
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energy-dependent and the thickness-dependent lattice strain change of the ELC poly-Si thin films. 

2. EXPERIMENT 

The ELC poly-Si thin films were fabricated by the room temperature irradiation of a KrF excimer laser on 75-nm-thick 

amorphous Si (a-Si) films deposited on glass substrates by using low-pressure chemical vapor deposition (LPCVD). A 

square laser beam 3x15 mm2 was focused on the Si surface through a beam homogenizer. The laser energy density (£) 

was varied from 300 to 550 mJ/cm2 and the beam was shot 3 times. The films were observed by scanning electron 

microscopy (SEM) after Secco-etching treatment. As-deposited (AS) poly-Si and solid phase crystallized (SPC) poly-Si 

were also fabricated for comparison. The 110 nm thick AS samples were deposited by using LPCVD at 620 °C, and the 

SPC samples were annealed from the a-Si thin films described above at 600 °C. 

The lattice strain (£) of the samples was evaluated by the deviation of the X-ray energy at the SR-EDGID peak for the 

samples from that for powder Si reference, as equation (1), 

£=(^+1)^,-1, (1) 

where, Es, Ev and £r are the peak X-ray energy for the samples, the peak X-ray energy for the reference, and the lattice 

strain existed in the reference (-2.3 x 10"*) which was determined by using the conventional X-ray diffractometry, 

respectively. Plus and minus signs on £ define tensile and compressive, respectively. Two dominant diffraction peaks 

from {111} and {220} were used to evaluate £, and the accuracy of £ was evaluated to the exist of 5 x 10"4 by cyclic 

measurements. It should be noted that the glancing angle of the incidence white X-ray of the SR-EDGID was set at 0.5 

degree at which total reflections could be ignored, and that the SR-EDGID patterns come from lattice planes perpendicular 

to the substrate surface. The obtained £ represents the average value through the whole sample thickness. For the 

thickness-dependent £ analysis, the samples were etched to 40 nm thick by HF+HN03 acid solution. 

Planer TFTs were then fabricated at temperatures below 600 °C, using these poly-Si thin films as the active layer. A Si02 

insulating film 40 nm thick was deposited by LPCVD at 400 °C. The source and drain regions were prepared by ion- 

doping method in the self-align process after fabricating a double-layered gate electrode of WSi2 and doped (n+) poly-Si. 

Post-hydrogenation was performed by hydrogen plasma. 

3. RESULTS 

3.1. Laser Energy Dependence of Lattice Strain 

Figure 1 shows the SR-EDGID pattern for the excimer laser crystallized (ELC) poly-Si thin film irradiated at 500 mJ/cm2. 

The SR-EDGID peaks for the sample appear at lower energies than those of the powder Si reference as indicated by lines, 

and this reveals that the lattice strain is tensile in the planer directions. Figure 2 shows the laser energy dependence (£) of 

the {111} strain (£U1) and the {220} strain (£,20) evaluated by the {111} peak and the {220} peak, respectively. This 

figure also shows the data for as-deposited (AS) and solid phase crystallized (SPC) poly-Si thin films. The ELC poly-Si 

thin films contain much larger tensile strain as compared to the others, in this E range. 

When E increases from 300 to 500 mJ/cm2, £m increases from 2.2 x 10~3 to 5.0 x 10"3. Then £m turns to decrease to 4.6 x 

10"3 with further increasing E to 550 mJ/cm2.   £220 shows the similar value to £m with the measurement accuracy 
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Fig. 1    SR-EDGID pattern for the ELC poly-Si thin film irradiated at 500 mJ/cm . 

The peak positions for the ref. are also indicated by lines. 

considered, and the similar E dependence with a maximum 

of 4.4 x If/3 at 500 mJ/cm2. Theoretically the evaluation 

of the thermal expansion coefficient should make the 

tensile lattice strain of 5.5 x 10"3 in the cooling process 

from the melting point of Si to a room temperature.   The 
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less amount of £ indicates the relaxation by the lattice   .5 
cd 

defects and the lower maximum temperature. £3   n Q^ 

The £ change observed here indicates that the films'    £> 

structure changes depending on E.   Figure 3 shows the   Jj 
cd 

scanning electron micrographs with varied E for the ELC   i—1 

poly-Si thin films.    The average grain size (d) increases 

first from 40 to 200 nm when E increases from 300 to 500 

mJ/cm2.    The laterally grown columnar grains with d 

larger the film thickness are observed in the energies over 

0 
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400 mJ/cm . However, the d decreases to 20 nm at 550 

mJ/cm2, which is similar with the E-E curve. This 

behavior has been reported for the ELC poly-Si thin films 

as the high energy micro-crystallization or 

amorphization.8"10 The degradation of grains has been 

considered to change in the nucleation process from the 

inhomogeneous nucleation at the substrate interface to the 
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Energy density (mJ/cm2) 

Fig. 2   Laser energy density dependence of the {111} 

strain (£lu) and the {220} strain (ß^o)- 

AS  and  SPC  represent as-depo.  and solid  phase 

crystallized poly-Si thin films, respectively. 
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homogeneous nucleation, depending the melting depth. 

The relation between £and d is summarized as shown in 

fig. 4. Both £ data tend to increase when d increases, 

except for those of the micro-crystallization poly-Si 

indicated by open symbols in fig. 4. The data for the 

micro-crystallization poly-Si locate higher value for its 

d. 

3.2. Thickness Dependence of Lattice Strain 

To investigate the £ in the lower layer of the films, the 

samples were etched to 40 nm thick and measured the 

SR-EDGID patterns. Figure 5 shows the £-E curves 

for the etched films. In the case of the smaller d at 300 

and 550 mJ/cm2, the difference between elu and f^20 

becomes 1.3 x 10"3 and 1.1 x 10"3, respectively, being 

larger than the measurement accuracy. From the data 

of Figs. 2 and 5, all £ data except £m at 300 mJ/cm2 

decrease when the film thickness (f) decreases.   Figure 

6 shows the £m-t change. 

The £ change with t indicates the £ distribution during 

the vertical grain growth (solidification), and the 

increase or the decrease with decreasing t reveals the 

existence of smaller or larger strain, respectively, in the 

etched region. The thin films consisted of granular 

grains with d smaller than t involve the grain boundary 

traversing the vertical grain boundary.   The traversing 

boundary causes discontinuity in the £-t change. 

Moreover, the effect of the substrate should be not 

negligible as compared with free solidification. 

Therefore, £ in the lower part of thin films behaves 

differently depending on their d.    In this result, the 

anisotropy between £m and £220 characterizes the ELC 

poly-Si thin films of small d. 

3.3. Lattice Strain and TFT Mobility 

1 ;v. *v d) te££V;*W£ 

X.S8 . 0K       588r>f» 

Fig.       3 Secco-etched 

morphology for the ELC poly- 

Si thin films. Energy density 

(mJ/cm") and average grain 

size (nm) are a) 300 and 40, b) 

400 and 100, c) 450 and 190, 

d)500 and 200, and e) 550 and 

20, respectively. 
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on 

o 
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Fig. 4    Grain size dependence of £m and 6220-    OPen 

symbols are for the micro-crystallization at 550 mJ/cm . 
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Fig. 5   Energy density dependence of £nl and 6220 

for the etched films to 40 nm. 

Electronic property of these ELC poly-Si thin films was 

evaluated as a carrier mobility of n-channel TFTs. Figure 7 

shows the relation between £m and n-ch. TFT mobility (//). 

The fX shows a maximum value of 149 cm2/Vs at E of 500 

mJ/cm2. The Em-fl change at 75 nm shows good linearity 

except the data for the micro-crystallization poly-Si at 550 

mJ/cm2, shown by the open symbols. The TFT 

characteristic reflects lattice defects in the whole channel 

region and the active layer/the insulator interface trap density. 

Therefore, ß is well correlated with £1U at 75 nm rather than 

that at 40 nm. 

4. DISCUSSION 

The ELC poly-Si thin films change films' structure from 

granular grains, through columnar grains, to granular grains 

again when the laser energy increases, as shown in fig. 3. 

The structural change indicates the change in the maximum 

temperature and the temperature distribution in vertical 

direction.       Figure   8   summarizes   schematically   the 
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Fig. 6   Film thickness dependence of £nl. 
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Lattice strain 

Fig. 7   em dependence of TFT mobility.   Open symbols 

are for the micro-crystallization at 550 mJ/cm2. 
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correlation among the films' structure, the grain growth and the lattice strain. 

In the case of the lower energy granular structure at 300mJ/cm2, the lattice strain shows complex behavior.   It is anisotropic 

at 40 nm caused by increasing £m when the film thickness decreases.    The lattice strain should decrease when the film 

thickness decreases, in consideration of the heat flow induced by the laser irradiation.    Therefore, this complex behavior 

comes from the effect of the substrate, which suggests the difference in £ between the grains located in the upper and the 

lower layer with the different nucleation sites. 

The higher energy granular structure at 550 mJ/cm2 also shows the anisotropic lattice strain at 40 nm.   However, the lattice 

strain at 75 nm is large for its grain size as compared to that of the lower energy granular structure.    This suggests the 

higher maximum temperature suppressing the inhomogeneous nucleation at the substrate interface and too rapid 

crystallization through large supercooling9' to form the additional defects relaxing strain.   From the viewpoint of the 

electronic property of TFTs, the carrier mobility decreases when the anisotropy increases. 

The columnar structure at the energy range from 400 to 500 mJ/cm2 shows the isotropic lattice strain, and the lattice strain at 

75 nm depends on the grain size well.   The low nucleation density and the high lateral growth rate suppress the anisotropic 

effect of the substrate.   This growth feature of the columnar grains results in the high carrier mobility in TFTs. 

The vertical distribution of the lattice strain of the columnar structure is rather uniform, suggesting the continuous grain 

growth from the nucleation at the substrate interface.   The lateral grain growth has been considered to proceed prominently 

at the upper layer as the vertical growth.    This feature is thought to bring about the enhanced tensile lattice strain in the 

upper layer. 

The SPC poly-Si thin films contain the smaller tensile lattice strain than that of the ELC poly-Si thin films, caused by the 

lower crystallization temperature and the higher defect density with an anisotropic dendritic structure.   The SPC proceeds 

a) ELC 
d<t 

Growth direction 

b)ELC 
d>t 

c)SPC d)AS 

Lattice strain 
< ► 

Fig. 8   Schematic illustrations for the correlation among the films' structure, the grain growth and 

the lattice strain for various poly-Si thin films. 
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laterally by utilizing the twin planes,12'13' and the lateral motion of atoms is thought to generate a part of tension. It is 

another interest for comprehending the SPC process that the planer distribution of the lattice strain can be found among the 

different-order dendritic arms. 

The AS poly-Si thin films contain the compressive lattice strain. This fact suggests that the crystallization process 

correlates the production of the lattice strain. The AS poly-Si thin films were formed by the deposition of the vertical grain 

growth, contrary to the ELC and SPC poly-Si thin films formed by the lateral grain growth. The deposition seems to make 

the vertical lattice elongation by high defect density and by changing the oriented structure along the growth direction.11, 

5. SUMMARY 

We have measured the lattice strain in the poly-Si thin films by using the energy-dispersive grazing-incidence X-ray 

diffraction with synchrotron radiation. The excimer laser crystallized poly-Si thin films show the large tensile lattice strain 

in the directions parallel to the substrate surface. On the other hand, the solid phase crystallization poly-Si thin films show 

the small tensile lattice strain by the lower crystallization temperature and the higher defect density of the dendritic structure, 

and the as-deposited poly-Si thin films show the compressive lattice strain by the different crystallization process of the 

deposition. 

The lattice strain for the excimer laser crystallized poly-Si thin films increases when the grain size increases depending on 

the laser energy density. The {111} strain reaches to the maximum value of 5.0 x 10"3 around the value evaluated by the 

thermal expansion coefficient. The lattice strain is anisotropic between the {111} strain and the {220} strain in the layer 

near the substrate interface, when the grain size is smaller than the film thickness. Carrier mobility in a thin film transistor 

increases when the lattice strain increases and the anisotropy decreases by the increased lateral grain growth. 
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ABSTRACT 

A novel approach for maskless deposition of numerous materials has been developed at the Naval Research Laboratory. 
This technique evolved from the combination of Laser Induced Forward Transfer (LIFT) and Matrix Assisted Pulsed Laser 
Evaporation (MAPLE), and utilizes a computer controlled laser micromachining system. The resulting process is called 
MAPLE-DW for MAPLE Direct Write. MAPLE-DW can be used for the rapid fabrication of circuits and their components 
without the use of masks. Using MAPLE-DW, a wide variety of materials have been transferred over different types of 
substrates such as glass, alumina, plastics, and various types of circuit boards. Materials such as metals, dielectrics, ferrites, 
polymers and composites have been successfully deposited without any loss in functionality. Using a computer controlled 
stage, the above mentioned materials were deposited at room temperature over various substrates independent of their 
surface morphology, with sub-10u,m resolution. In addition, multilayer structures comprising of different types of materials 
were demonstrated by this technique. These multilayer structures form the basis of prototype thin film electronic devices 
such as resistors, capacitors, cross-over lines, inductors, etc. An overview of the results obtained using MAPLE-DW as well 
as examples of several devices made using this technique is presented. 

Keywords: Direct Write, Rapid Prototyping, Laser Induced Forward Transfer, Matrix Assisted Pulsed Laser Evaporation, 
MAPLE Direct Write 

1. INTRODUCTION 

The ever increasing role played by electronic systems in our everyday life shows no signs of slowing down. However, the 
demand for new products has placed an enormous emphasis towards miniaturization and increased functionality. These 
trends call for the ability to produce electronic assemblies with reduced weight, volume and cost as well as the rapid 
fabrication of prototypes for testing new designs and architectures. Considerable progress has been achieved with the use of 
surface mounted electronic components. This progress, however, still relies on the old strategy of first designing, then 
patterning, and finally mounting each of the system components on a circuit board. Any changes to the design usually 
require a start over from the patterning phase. In order to completely sidestep the above described process, a totally new 
approach is needed. One such approach would be to employ rapid prototyping techniques. The application of rapid 
prototyping processes to the fabrication of electronic assemblies would make it possible to directly write over any surface 
all the elements and components called for in the circuit design. Moreover, the time that will be saved would have a great 
impact in reducing the long delay between concept, design and production. 

* Correspondence: Email: pique@nrl.navy.mil; Telephone: (202) 767 5653; Fax: (202) 767 5301 

Part of the SPIE Conference on Laser Applications in Microelectronic and Optoelectronic 
330 Manufacturing IV • San Jose, California > January 1999 

SPIE Vol. 3618 • 0277-786X/99/S 10.00 



Rapid Prototyping (RP) techniques have offered some of these advantages for the manufacture of mechanical components 
for some time, where it is now possible to generate an actual 3-dimensional "working part" from a CAD drawing using 
CAM tools. The development of RP techniques for the fabrication of electronic devices is only recent. They offer the 
capability to deposit or pattern the different types of materials that make an electronic device without the use of masks or 
patterns, and as such they are known as direct write processes. Direct write technologies do not compete with 
photolithography for size and scale, but rather complement it for specific applications requiring rapid turnaround and/or 
pattern iteration, conformal patterning, or for modeling difficult circuits. Current technologies are either subtractive, i.e. 
they remove material from the part or additive, i.e. material is added instead. Examples of direct write technologies for 
fabricating or modifying metallic interconnects and/or other passive elements include laser trimming, ink jet printing, laser 
chemical vapor deposition (LCVD), Micropen0 and laser engineered nano-shaping (LENS). However, none of these 
techniques is yet capable of operating in air and at room temperature while maintaining sub-10 |xm resolution as well as 
being compatible with the broad classes of materials required for electronic assemblies and not requiring ex situ processing. 
In addition, none of these techniques is capable of operating in both additive and subtractive fashion. 

By combining some of the major positive advantages of laser induced forward transfer (LIFT) and matrix assisted pulsed 
laser evaporation (MAPLE), a novel laser driven direct write technique has been developed. This technique has been called 
MAPLE Direct Write (MAPLE-DW). This paper will outline the approach to the MAPLE-DW process, and some of its 
advantages, such as the ability to perform in situ laser micromachining, surface pretreatment and annealing. In addition, 
details on the fabrication of gold interconnect lines and nichrome thin film resistors using LIFT will be provided. Finally, 
examples of ferroelectric single layer capacitors as well as a ferrite core inductor fabricated using the newly developed 
MAPLE-DW technique will be shown. 

2. BACKGROUND 

2.1. LIFT 

Over the past decade, a several direct write techniques based on laser-induced processes have been developed for 
depositing electronic materials for a variety of applications. Among these techniques, laser induced forward transfer or 
LIFT has shown the ability for direct writing of metals for interconnects and mask repair and also dielectric materials such 
as simple metal oxides. The LIFT process utilizes the focused beam of a pulsed laser to remove a thin predeposited film 
from a laser transparent substrate, called the ribbon. The removed material is then redeposited over a second substrate 
placed in close proximity (= 25 (xm) to the ribbon. The area coated per laser pulse depends on the size of the laser spot 
striking the ribbon as well as the gap between both substrates. LIFT was first demonstrated using metals such as Cu and Ag 
over substrates such as silicon and fused silica utilizing excimer or Nd:YAG lasers 1?2. 

There are several experimental requirements for LIFT to produce useful patterns including: 1) the laser fluence should 
exceed the threshold fluence for removing the thin film from the transparent support, 2) the target thin film should not be 
too thick i.e., less than a few 1000 A, 3) the target film should be in close contact to the substrate, and 4) the absorption of 
the target film should be high. Operating outside these regime results in problems with morphology, spatial resolution, and 
adherence of the transferred patterns. Repetitive transfer of material can control the film thickness deposited on the 
substrate. Laser induced modification of the transferred material can occur through the transparent substrate after 
deposition. Overall, LIFT is a simple and powerful technique that can be used on a wide variety of target films. 

2.2. MAPLE 

A new vacuum deposition technique, known as Matrix Assisted Pulsed Laser Deposition, or MAPLE3 has been developed 
at NRL for depositing thin and uniform layers of chemoselective polymers4'5'6 as well as other organic materials, such as 
carbohydrates7. This technique is a variation of the conventional Pulsed Laser Evaporation process in that it provides a 
more gentle mechanism for transferring complex organic molecules from the solid to their vapor phase. In MAPLE, a 
matrix consisting of a frozen solution of the organic compound dissolved in a relatively volatile solvent is used as the laser 
target. When the laser strikes the surface of the target, it causes the rapid vaporization of the solvent molecules. Part of the 
thermal energy acquired by the solvent is transferred to the organic molecules. When these molecules become exposed to 
the gas-target interface, they are transported into the gas phase with sufficient kinetic energy to be desorbed from the target 
surface without being denatured in the process. A film will be formed on a substrate placed opposite to the target, while the 
solvent is pumped away. 
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2.3. MAPLE Direct Write 

The MAPLE-DW8 process combines several of the advantages of LIFT with MAPLE in order to produce a novel laser 
driven direct write technique capable of transferring all kinds of materials such as metals, ceramics and polymers. The 
MDW process has been used successfully to deposit numerous types of materials in air and at room temperature. The 
resolution with which these materials have been deposited is of the order of lOum over a variety of substrates such as 
silicon, fused silica, polyimide and several types of circuit board materials. Because the MAPLE-DW process uses a highly 
focused laser beam, it can easily be utilized for micromachining, drilling and trimming applications, by simply removing 
the ribbon from the laser path. Thus MAPLE-DW is both an additive as well as subtractive direct write process. 

The key to the MAPLE-DW process is the development of a suitable matrix containing the material to be transferred. This 
matrix is then used to form a very uniform coating on the surface of a transparent substrate, i.e. the ribbon. The matrix is 
chosen so it absorbs strongly the laser wavelength being used. Laser fluences below the ablation threshold of the matrix are 
used. The purpose of the matrix is to hold the material in place until heating from the laser pulse causes the matrix to 
decompose resulting on the material being ejected from the ribbon and transferred to the nearby substrate. Because the laser 
fluences employed are lower than the ablation thresholds of the materials being transferred, no decomposition ever takes 
place, so the functionality of the transferred material is never affected. Similarly to LIFT, MAPLE-DW requires that the 
ribbon be held in close proximity to the substrate. In MAPLE-DW, the area coated per laser pulse also depends on the size 
of the laser spot striking the ribbon as well as the gap between the ribbon and the substrate. Figure 1 shows a simple 
schematic diagram of a MAPLE-DW system. 

Pulsed Laser 
Energy 

Patterned Laser Forward 
Transferred Material 

Material to _ 
be Deposited 

Transparent 
"Ribbon" 

Micromachined 
Channel 

Substrate 

Micromachined 
Through-Vias 

Figure 1. Schematic diagram showing the basic elements of a MAPLE-DW system. 
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3. RESULTS AND DISCUSSION 

Fused silica quartz discs 5.0 cm dia. of various thickness were used as ribbon supports. These discs were coated by e-beam 
evaporation with 150 nm thick layers of gold for the LIFT of conducting lines and with 150 nm thick layers of nichrome for 
the LIFT of the resistors. For the MAPLE-DW experiments, a matrix containing the materials to be transferred was used to 
coat the discs. Various substrates were used for the transfer experiments including silicon, glass, polyimide and various 
types of circuit boards such as FR-4 and Rogers RO4003. In all the transfer experiments a 25 micron spacer was used to 
separate the coated side of the ribbons from the substrates. Both the substrate and ribbons were held in place using a 
vacuum chuck over an X-Y translation stage. The output from an excimer laser operating with a KrF mixture (248 nm, 10 
ns pulse) was directed through a circular aperture and then through a lOx UV grade objective. By changing the aperture 
size, beam spots from 8 to 50 microns were generated. The laser fluence was estimated by averaging the total energy of the 
incident beam over the irradiated area. 

A simple test pattern containing examples of passive circuit elements such as metal lines for interconnects, single layer 
capacitors, coplanar resistors and inductors with a rectangular cross section core was developed for testing purposes. The 
test pattern was prepared in the form of a CAD file which was then translated into machine code using a software package 
developed by Potomac Photonics, Inc9. The machine code routines were then used to control the substrate position as well 
as the laser firing during the fabrication of each of the structures described on this work. These routines contained 
information about the laser spot size in use, the relative shift required between laser pulses, as well as the required overlap 
between layers. Figure 2 shows the layout that was used. 
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Figure 2. CAD design pattern comprising of typical circuit elements used for evaluating the MAPLE-DW process. 

3.1. Conductive lines 

Using the gold coated ribbons, Au conducting lines were deposited following the patterns indicated in Figure 2. A 25 
micron laser spot size was selected. It was found that in order to improve the morphology of the transferred gold it was 
necessary to operate at laser fluences only slightly above the ablation threshold of the gold films. At higher fluences, any 
part of the laser pulse which is not absorbed by the Au layer on the ribbon can interact with the gold already transferred 
over the substrate and ablate it. Furthermore, multiple passes were required in order to build the gold lines to the desired 
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thickness of 10 microns. The overlap between those passes also had a marked effect on the morphology of the final line. 
Figure 3 shows SEM images comparing two gold lines made by LIFT. In the first one, neither the laser fluence nor the 
overlap between passes had been optimized. The second line clearly shows the improvement achieved after optimization. 
The best results were obtained for laser fluences between 550 and 600 mJ/cm2 and 12.5 ^m overlap between passes. Once 
the entire pattern of interconnect lines from Figure 2 was completed, any debris which might have accumulated on the sides 
of the lines during the transfer was removed by rastering the laser along the edges of the lines using the same 25 urn spot 
with the ribbon removed. Microscope images of the resulting conductive gold lines are shown on Figure 4 . The surface 
roughness of the lines reflect largely the underlying roughness of the substrate on which they were transferred. The average 
conductivity of these lines was measured to be 7.5 x 10'7 Qm at room temperature which is about 30 times higher than that 
ofbuIkAu(2.4xl0'8Qm). 
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Figure 3. SEM images showing the effect of varying the fluence and the overlap between passes in the fabrication of Au 
conducting lines. The fluence was too high and the overlap did not provide good uniformity for the line shown in the left 
image. The right image shows a line made after both these parameters had been optimized. The scale bar indicates 10 ujn. 
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Figure 4. Au lines deposited by LIFT on RO4003 circuit board using the tests pattern of Fig. 2. The Au linewidth is 
approximately 30 Jim. A final laser trimming pass was performed along both sides of the line. The scale bar indicates 125 u.m. 
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3.2. Coplanar Resistors 

The 5 coplanar resistors shown in Figure 2 were made by using nichrome ribbons. A 25 UJTI laser spot was used at a fluence 
of 1.5 J/cm2 to generate the rectangular resistor pads. The overlap between successive passes was optimized in order to 
improve the uniformity of the nichrome structures. The thickness of the nichrome was about 10 um. The measured 
resistances ranged from 65 to 190 Q. and they scaled with respect to cross section and length as expected. The resistivity of 
the transferred nichrome was considerably larger than that of bulk and is likely due to the high degree of porosity present in 
the transferred nichrome as well as oxidation of the alloy during transfer. Figure 5 show a micrograph of the resistors. 

— 

:400}xm 

Figure 5. Various size nichrome coplanar resistors fabricated by LIFT. 

3.3. Capacitors and Inductors 

For the fabrication of the capacitors and inductor a hybrid approach was used. First, a 3 u.m thick gold layer was e-beam 
deposited over bare Rogers RO4003, a hydrocarbon ceramic composite circuit board used for RF applications. The bottom 
electrodes were then patterned with the laser. Using a 25 urn laser spot and a fluence of 3 J/cm2 the gold was ablated in 
order to generate the bottom electrode patterns shown in Figure 2. Then a ferroelectric layer consisting of BaTi03 (BTO) in 
the case of the capacitors or a ferrite layer consisting of Y3Fe50i2 (YIG) in the case of the inductor was deposited by 
MAPLE-DW. Finally, the top Au electrodes were deposited by LIFT using the same conditions employed for making the 
conduction lines. Figure 6 illustrates the above steps schematically. 

For the capacitors, a 25 \m\ laser spot at a fluence of 400 mJ/cm2 was used to fabricate 20 to 30 u.m thick BTO layers. For 
the inductor, similar parameters were used to fabricate a 20 urn thick YIG core. In both cases the morphology and thickness 
of the BTO and YIG layers was quite uniform, and the surface roughness variations observed with a profilometer were due 
primarily to the imperfections of the underlying substrate. Figure 7 shows the profilometer scan from one of the capacitors 
made. 
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Figure 6. Schematic showing the fabrication steps for the parallel plate capacitors. (1) Patterning of the bottom Au electrode, 
(2) MAPLE-DW of the dielectric layer, (3) LIFT of top Au electrode. 
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Figure 7. Profilometer scan showing the uniformity across the capacitors fabricated by MAPLE-DW. 

The parallel plate capacitors were evaluated from frequencies ranging from 1 MHz up to 1.8 GHz using a HP4291A 
impedance analyzer. The capacitance ratio between the large and small capacitors was close to their area ratio (4:1) as 
expected with some variations attributed to non-uniformities on the BTO transfers. All the capacitors made showed 
capacitances between 2 and 40 pF and disipation factors between 0.11 to 0.17. These capacitors were then annealed on a 
furnace at 200 CC for two hours. After the annealing step, the capacitances dropped by about 40% while the dissipation 
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factors decreased by an order of magnitude. From these results, the effective dielectric constant of the capacitors was 
estimated to be around 25 after the annealing step. Figure 8 shows a micrograph of one of the BTO capacitors pairs made. 

The inductance of the four turn YIG core inductor was 9 nH at 1 MHz. The inductor exhibited very high losses and the 
effective permeability was estimated to be about 70. This result can be attributed to the fact that the inductor made had a 
very small YIG core with a large number of air gaps. Figure 9 shows a micrograph of the inductor. 

Figure 8. BaTi03 capacitors with Au electrodes made by MAPLE-DW. The larger capacitor was 1.6 mm x 1.6 mm other is 
25% smaller. 

Figure 9. Four turn inductor with YIG core fabricated by MAPLE-DW. 
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3.4 Gas Sensors 

A new type of gas sensors based on conductimetric techniques10'11 can be fabricated using composites made from a 
dispersion of a conducting material such as graphite and a non-conducting polymer. The resulting matrix is conductive and 
its resistance will change when exposed to different vapors. A ribbon made with a 4 um thick layer of Polyepichlorohydrin 
(a chemoselective polymer) mixed with graphite was used in order to test the ability of the MAPLE-DW process to transfer 
polymer materials as well as composites12. A series of conductive patches across gold electrodes were produced. These 
electrodes showed sensitivities of the order of parts per million (ppm) when exposed to several gases. This work is still in 
its preliminary stages, and more detailed analysis will follow. However, it clearly demonstrates that MAPLE-DW can also 
be used for direct writing of functional polymer materials as well as composites. Figure 10 shows an optical micrograph of 
one of the prototype chemoresistors fabricated by MAPLE-DW. 
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Figure 10. Photograph of a PECH/graphite chemoresistor gas sensor fabricated by MAPLE-DW. 

4. SUMMARY 

A novel direct write process for rapid prototyping of electronic circuit elements was developed by combining two laser 
based processes, LIFT and MAPLE. The new technique is called MAPLE Direct Write or MAPLE-DW. Materials such as 
metals, dielectrics and ferrites, polymers and composites have been successfully deposited without any loss in functionality 
by this technique. MAPLE-DW was used to fabricate gold interconnect lines, nichrome resistors, Barium Titanate parallel 
plate capacitors and a YIG core inductor. All these components were fabricated in air and at room temperature with sub-10 
um resolution. Using the MAPLE-DW setup developed for this work both subtractive processes such as laser machining, 
trimming and cleaning as well as additive processes such as LIFT and MAPLE-DW were demonstrated. 
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Microstructuring of materials by pulsed laser focusing and projection 
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ABSTRACT 
Presently, there is a growing demand from the industry for microprocessing of materials. In particular, for applications in 
the field of microsystems technology it is necessary to produce structures with dimensions down to the micrometer scale in 
various materials. 
We have been investigating the structuring of silicon, anodic bondable PYREX glass, Al203-ceramic and PMMA by means 
of laser microprocessing using an excimer laser (248 nm or 193 nm wavelength, 30 ns pulse duration, 400 mJ pulse energy) 
and a TEA C02 laser (10,6 nm wavelength, 80 ns or 200 ns pulse duration, 6 J pulse energy). Both the mask projection 
technique and the focusing technique have been employed. We will show the dependence of the ablation thresholds and the 
ablation rates on the laser parameters and on the physical properties of the materials, i.e. absorption coefficient, melting 
point and thermal conductivity. 
During and after the laser processing of different glasses we observed the formation of cracks in the laser irradiated region 
and partly in the glass wafer surrounding the drilled holes. Those crack formations should be due to the development of 
thermally induced mechanical stress in the glass. 
We calculated the TEA C02 laser ablation process using a half empirical rotation symmetrical model. 

Keywords: Laser microprocessing, mask projection technique, focusing technique, temperature field calculations 

1.   INTRUDUCTION 
The integration of electronic mechanical and optical functions in single devices gets growing importance with the fast 
development of the microsystems technology. There is a demand for such special devices with dimensions as small as 
possible. This trend is noticeable in a number of publications of the last time. Most of the devices for the microsystems 
technology are produced with the well known microelectronic silicon technology. The development of new devices requires 
however also the application of other materials e.g. glasses, ceramics and plastics, which couldn't or couldn't god processed 
with the microelectronic technology. 
A obvious possibility to solve that problem is the application of lasers because of the chance to process nearly all materials. 
Therefore we have investigated the structuring of different materials by the excimer laser and TEA C02 laser mask 
projection technique. Recently a considerable number of authors have reported on the use of lasers for micro material 
processing for instance of Si3N4 ceramics using excimer lasers [1] as well as of ceramics and hard metal [2] and of glasses 
[3] using Nd:YAG lasers. 

2.   EXPERIMENTAL DETAILS 
Silicon, PYREX glass, Al203-ceramic and PMMA were structured by means of TEA C02 and excimer laser 
microprocessing using the mask projection technique with the parameters given in Table 1. The TEA C02 laser was used in 
two different resonator configurations, the short standard resonator and the longer smooth pulse resonator. Therefore we 
were able to investigate the ablation process using pulses with 90 ns and with 180 ns pulse duration. 

Table 1: Processing parameters 
Excimer laser 
Wavelength fnm] Pulse duration fns] Repetition rate [Hz] Laser fluence [J/cm ] Reduction scale 

248 30 lto50 0,2 to 10 1:3,3 
248 30 lto50 0,2 to 20 Focused beam 
TEA CO, laser 
10600 180 lto30 4 to 12 1:5 
10600 90 lto30 3 to 8 1:5 
10600 180 lto30 Over 100 Focused beam 

* Correspondence: Email: exner@htwm.de; Telephone: ++49 3727 581413; Fax: ++49 3727 581496 
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The experiments were carried out with the experimental set-up shown in Fig. 1. We illuminate a mask with the TEA C02 

laser or the excimer laser beam and project it by a projection lens on to the sample surface. Consequently material of the 
sample will be removed by the influence of the laser radiation. 
The excimer laser radiation shows a vary inhomogeneous energy distribution over the beam cross section. That's why it is 
necessary to homogenize the excimer laser beam. The used laser beam homogenizer is dividing the laser beam into a 
number of beam parts by two crossed cylinder lens arrays. Those beam parts are projected to a combined area with 
homogeneous laser energy distribution in the plane of the mask. Otherwise The assembly is similar for the excimer and for 
the TEA C02 laser processing apparatus. 

Field lens     Mask 
Beam homogenizer 

Laser beam 

Mirror 

Fig. 1: 

Sample 

XY-Table 

Experimental set-up for TEA C02 laser and excimer laser microprocessing respectively. The beam homogenizer 
and the field lens are only used for the excimer laser assembly. 

Some experiments were carried out using a focussed laser beam too. In the case of TEA C02 laser microprocessing with 
focussed laser beam we observed a breakdown in the air above the sample surface. The air plasma shields the laser energy 
from the sample and led to relatively low ablation depths. That's why the TEA C02 laser focussing technique in air is not 
suitable for the material processing. 
The excimer laser beam was focussed by two cylinder lenses in order to realize the best focus for both directions of the laser 
beam with different divergence. Nevertheless the ablation crater is irregular formed because of the beam properties of the 
excimer laser. So we couldn't produce microstructures with the demanded dimensions by the excimer laser focussing 
technique, but we were able to determine the ablation depths of the investigated materials at higher laser fluences than we 
could realize with the mask projection technique. 

3.   RESULTS 
1.    Excimer laser microprocessing 

The ablation thresholds of the materials were determined using the excimer laser mask projection technique (see Table 2). 
An area of 1 mm2 was irradiated with a homogeneous laser energy distribution. 
It was found, that the ablation threshold varies with the used number of laser pulses. Subsequent to the laser induced change 
of the sample surface, e.g. ablation of impurities or water as well as increasing roughness and absorption, much less laser 
fluence is necessary to remove material from the sample compared to the single pulse ablation threshold. 
In the case of PMMA occur a breaking of bonds at low energy fluences below 2 J/cm2. With it the surface of the sample 
becomes white and rough. At laser fluences above 4,5 J/cm2 the thermal ablation mechanism is dominant and the ablated 
surface is smooth and transparent. 
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Table 2: Excimer laser ablation thresholds of different materials: 
Material Number of 

pulses 
Ablation threshold 
fj/cm2l 

Comments 

PMMA 20...45 0,2...0,4 Breaking of bonds 
PMMA 1 U7 Breaking of bonds 
PMMA 1 4,5 Thermal ablation 
Silicon 1 2,7 Strong increase of roughness 
Silicon 1 3,3 Start of ablation 
BK7 10 5,6 Single pulse ablation up to 10 J/cm2 not found 
PYREX glass 10 8,9 Single pulse ablation up to 10 J/cm2 not found 

The ablation depth per laser pulse of the materials was determined 
in dependence on the laser pulse repetition rate and on the number 
of pulses, that means on the total ablation depth. The Figures 2 to 4 
are showing the connection between the ablation depth and the 
repetition rate for a different numbers of pulses: Fig. 2 for PMMA, 
Fig. 3 for silicon and Fig. 4 for BK7. 
The diagram Fig. 2 shows only little variation of PMMA ablation 
depth with the increasing number of laser pulses, but an increasing 
ablation depth with increasing repetition rate. The ablation depth of 
PMMA is generally relatively high compared to the other 
investigated materials. This behavior can be explained with the low 
melting point, the low evaporation temperature and the low thermal 
conductivity. Those properties cause a relatively strong temperature 
rise near the irradiated sample area. Therefore more material can be 
ablated with the same laser pulse energy at higher repetition rates. 
At repetition rates above 20 Hz occur a melting of the PMMA 
outside of the irradiated area i.e. those parameters are not suitable 
for material processing. 
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Fig. 3: Ablation depth per pulse in silicon in dependence on 
the repetition rate for a different number of pulses. 
Parameters: Excimer laser focusing technique, 1 mm2 

ablated area, 75 mJ laser pulse energy at the sample 
surface. 
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Fig. 2:   Ablation depth per pulse in PMMA 
in dependence on the repetition rate 
for a different number of pulses. 
Parameters: Excimer laser focusing 
technique, 1 mm2 ablated area, 
75 mJ laser pulse energy at the 
sample surface. 
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Fig. 4:   Ablation depth per pulse in BK7 in 
dependence on the repetition rate for a 
different number of pulses. 
Parameters: Excimer laser focusing 
technique, 1 mm2 ablated area, 75 mJ 
laser pulse energy at the sample 
surface. 
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In the case of silicon (see Fig. 3) the ablation depth increases with the change of the repetition rate from 1 to 10 Hz, at even 
higher repetition rates a saturation is reached. We assume, the reason for the increase of ablation depth should be the 
growing absorption due to the increasing mean temperature near the irradiated sample area. Furthermore can be observed in 
Fig. 3, different to the behavior of PMMA, a strong decreasing ablation depth with the increasing number of pulses. This 
can be explained as follows: The total ablation depth increases with the number of pulses. Consequently a growing part of 
the absorbed laser energy will be brought into a larger volume of the sample via thermal conduction. Especially at the edge 
of the irradiated area is the remaining thermal energy smaller than the ablation threshold and the ablated area decreases with 
increasing depth. Furthermore the ablated particles have to be ejected from a deeper ablation crater. With it an increasing 
part of the laser energy will be absorbed by the ablated material and will contribute to the plasma formation. That's why the 
fraction of the laser energy, that contributes to the material ablation decreases. 
In the case of PMMA (see Fig. 2) the loss of energy for the ablation process by thermal conduction doesn't influence the 
ablation depth since the laser fluence is far above the ablation threshold. Therefore the dependence of the number of pulses 
on the ablation depth is small. 
The ablation depth of BK7 (see Fig. 4) decreases with increasing number of pulses and increases with increasing repetition 
rate. 
The dependence of the ablated volume on the used laser pulse energy for different materials is presented in Fig. 5. 
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Fig. 5:   Ablated volume of different materials in dependence on the laser pulse energy. 
Parameters: Excimer laser focusing technique, 1 mm2 irradiated area, 100 
pulses, 2 Hz repetition rate. 

We observed the lowest ablation rates for the materials with the highest melting point and thermal conductivity e.g. 
tantalum and A1203 ceramics in accordance to our expectations. The ablation rate of PMMA is more than one order of 
magnitude higher. From Fig. 5 can be seen, that the ablated volume increases nearly linear with the used laser energy in the 
investigated field of parameters. 
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2.   TEA C02 laser microprocessing 

The single pulse ablation depth of different materials was determined with the TEA C02 laser mask projection technique. 
The irradiated area was 1 x 1 mm2 and the pulse duration was 180 ns respectively 90 ns. The results are shown in Fig. 6. 
As single pulse ablation thresholds were found at 180 ns pulse duration: PMMA: 4,15 J/cm2; PYREX glass: 3,97 J/cm 
Quartz glass: 5,64 J/cm2. Surprisingly the ablation threshold of PMMA with the lower melting point is larger than that of 
PYREX glass. The reason should be the much higher ablation threshold of the unirradiated sample surface compared to the 
already ablated surface of some materials similar to the results of the excimer laser ablation experiments. 
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Fig. 6:   Single pulse ablation depth of different materials in dependence on the laser fluence. 
Parameters: C02 TEA laser mask projection, 180 ns respectively 90 ns pulse duration (dashed 
line), 1 mm2 ablated area. 

Between the single pulse ablation depth and the 
laser fluence exist in the investigated parameter 
field a nearly linear connection. Merely the 
curve of PMMA shows a lower slope near the 
ablation threshold than at larger laser fluences, 
were the curve is linear too. 
The shorter pulse duration (dashed lines in Fig. 
6) resulted in a minor increase of ablation depth 
at constant laser fluence due to the higher laser 
peak power. 
In the case of A1203 ceramics nearly no ablation 
could be observed at the maximum laser fluence 
of 12,5 J/cm2 after thousand pulses and tantalum 
showed only a cleaning effect of the sample 
surface. 
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Dependence of ablation depth per pulse on the number of 
laser pulses in quartz glass. Parameters: C02 TEA laser 
mask projection, 180 ns pulse duration, 1 mm2 ablated area, 
12 J/cm2 laser fluence. 
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The diagram (Fig. 7) shows the dependence of the ablation depth on the number of laser pulses in quartz glass. The results 
are similar to the above described results of the excimer laser ablation process. At the beginning of the ablation process the 
ablation depth is very small. After changing of the surface i.e. cleaning, melting, increasing roughness and absorption, the 
ablation depth increases very strong. With the increasing number of pulses and with it the increasing total ablation depth 
decreases the ablation depth per laser pulse because of the stronger abduction of energy by thermal conduction and the 
formation of a more intensive plasma as explained in the previous chapter. 
During ablation of some materials, particularly BK7 and PYREX glass we have observed the formation of cracks inside of 
the irradiated sample area (see Fig. 8). The reasons for the crack formation are: The high thermal expansion coefficient and 
the relatively low thermal conductivity resulting in high temperature gradients and strong mechanical stress in the irradiated 
area. The mechanical stress causes the cracks in the brittle glass materials. This ablation mechanism influences the ablation 
depth since solid particles with different size will be ejected. The ablated surface is very uneven and should be not suitable 
for the most applications. If a hole have to be produced the process can be used, as the cracks are only inside of the 
irradiated area. 

a) Unirradiated surface b) After the first pulse c) After 5 s, second pulse      d) After 15 s, fourth pulse 

Fig. 8: Formation of cracks subsequent to the TEA C02 laser ablation in BK-7. 1000 um 

3.   Calculation of the TEA C02 laser ablation process 

For the simulation of the ablation process of PYREX glass we used a half empirical rotation symmetrical model. We have 
divided the sample in hollow cylinder segments for simulation. The polarization and the angel of incidence of radiation as 
well as the thermal conduction and the thermal radiation were considered in the model. The convection was included with a 
constant correction factor. However the temperature dependence of the refractive index was not known for the material and 
was ignored. The simulation was made through adaptation of the measured to the simulated ablation depth. The optimized 
parameters were the energy of the ablated particles and the latent heat of the softened glass. 

Parameters used for calculation: 
• Laser parameters: (flat top profile) 

Laser fluence: 
Repetition rate: 
Pulse duration: 
Irradiated area: 

• Parameters of PYREX glass: 
Refractive index: 

4J/cm2 

10 Hz 
180 ns 
1 mm diameter 

1,4 +0,75i (measured and 
calculated with spectrophotometer) 

■C 

3 
Evaporation temperature: 2800 K 
Capacity of heat: 753 J/kgK 
Mass density: 2230 kg/m3 

6,9 10'rm2/s Thermal conductivity: 
Geometric parameters: 

Difference of the neighboring 
cylinder radii: 25 urn 
Thickness of elements: 25 urn 
Thickness of the sample: 0,5 mm 
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Fig. 9:   Calculated temperature distribution in 
PYREX glass 0.1 second after the fifth 
laser pulse. 
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Fig. 9 shows the calculated temperature distribution 0,1 s after the fifth 
laser pulse. It can be seen that the temperature rise of the sample as result 
of the laser irradiation at the beginning of the next laser pulse is very small. 
In accordance with the experimental results no distinct heat remain in the 
sample after the laser pulse. Neither in the experiment nor in the 
calculation an increase of ablation depth was observed with increasing 
number of pulses. Therefore the absorbed energy must leave the sample 
with the ablated particles nearly completely. 
In the previous chapters we reported on the formation of sloping crater 
walls because of the thermal conduction at the edge of the ablation area. 
From Fig. 10 we can see that our calculation of the ablation process led us 
to the same result. 
At first the crater wall is nearly perpendicular to the sample surface. After 
some pulses the wall becomes more and more sloping. The described slope 
of the walls is in accordance with results of experiments which were made 
with the same parameters. In the calculation for Fig. 10 was used the mean 
value for both polarization directions. 
We have calculated the ablation process with polarized laser radiation too. 
The results are shown in Fig. 11. The TEA C02 laser produces with the 
long resonator configuration (180 ns pulse duration) linear polarized 
radiation. The ablation craters showed indeed different slopes of the wall 
parallel and perpendicular to the laser beam. 
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SUMMARY 

The following influences of the properties of the processed materials on the ablation process were observed: 

• Absorptance: 
Quartz glass is transparent in the wavelength region from 165 to 4000 nm. Therefore it can only be processed with 
a good quality using the TEA C02 laser if the laser pulse duration is in the order of ns or longer. 

• Reflectance: 
Metals like tantalum can't processed with the TEA C02 laser in the investigated parameter field because of the 
high reflectance. 

• Melting respectively evaporation temperature: 
The ablation depth of materials with high melting and evaporation temperatures like tantalum and A1203 ceramics 
is relatively low. 

• Thermal conductivity: 
A high thermal conductivity of the processed material causes the formation of molten edges and will make the 
resolution of the projection process worse. 

• Thermal expansion coefficient: 
Large thermal expansion coefficients cause the formation of cracks in brittle materials with low thermal 
conductivity like BK7 because of high thermal gradients and high mechanical stress. 

• Quality of the Surface: 
Smooth unirradiated surfaces posses mostly a lower absorptance than already ablated surfaces, so that for the 
initialization of the ablation process a higher laser fluence is necessary. Impurities or water films at the sample 
surface can cause higher ablation thresholds too. 
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High-accuracy micromachining of ceramics 
by frequency-tripled Nd:YAG-lasers 
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ABSTRACT 

Ceramics like Si3N4, A120, (sapphire) and ZrO, and also diamonds can be hardly machined by conventional methods. Short 
pulse lasers, especially frequency-tripled, diode pumped Nd:YAG-lasers with a high beam quality offer the possibility to 
ablate these materials with high quality. With a spot size of about 10 urn, high fluences (> 100 J/cm2) can be achieved, so 
that the materials are vaporised without or with only a small amount of molten material. This technique is applicable for 
drilling small holes with diameters > 5 urn (aspect ratio up to 60) and cutting of thin ceramic substrates 
(thickness < 0.5 mm). The edges are sharp and the face of the cut is very smooth. Furthermore it is possible to ablate three 
dimensional microstructures. Therefore the laser beam is scanned over the surface and the material is ablated pulse beside 
pulse. The surface roughness depends on the overlap of the laser pulses, the pulse energy and the scanning strategies. With 
optimised machining parameters the surface roughness can be reduced to Ra < 0.1 urn. Due to the low ablation rate of around 
0.05 |ig / pulse the ablation depth of a single slice can be controlled very precisely. Depending on the material and the 
machining parameters the depth is in the range of 1 to 10 urn. 

Keywords: micromachining, ceramics, laser, sapphire, diamond 

1. INTRODUCTION 

The machining of hard materials and especially of ceramics and diamonds is very difficult. In most cases, the final structure 
of a part cannot be produced directly by sintering. The part has to be processed additionally to get the final shape. There are 
only a few manufacturing methods available, like grinding. But they are not applicable for very small and complex 
structures. Some developments have produced electrical conductive ceramics, which can be machined by electrical discharge 
processes, but the material properties have been changed. 

The main advantages of ceramics are: 

• nonconductivity 
• good heat conductivity 
• high hardness 
• high chemical resistance 

These properties make ceramics very interesting for different applications, where furthermore small dimensions are required. 

The machining of ceramics with Nd:YAG-lasers is already used. But especially for the fundamental wavelength of the 
Nd: YAG-laser the absorption of many ceramics is poor. Using very high intensities, this disadvantage can be compensated 
and melting, vaporization and removal of material is also possible. But the process efficiency and often the machining 
quality is very low [1]. Furthermore the smallest structure sizes are restricted. Frequency tripled Q-Switch Nd:YAG-lasers as 
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well as Excimer-lasers can improve the process because the absorption is higher in the UV-range. Machining parameters and 
results have been investigated for Zr02, A1203, Si3N4, Diamond and WC. 

2. LASER AND EQUIPMENT 

The laser source is a Q-Switch diode pumped solid state laser (DPSSL) with an extra cavity frequency doubling and 
tripling [2]. The beam profile can be approximated as a gaussian mode which results in a near-diffraction limited beam 
quality (M2 < 1.1). The laser beam has a high energy stability, which is important for the machining quality. The pulse 
repetition rate is in the range of 1 to 5 kHz. With different beam guiding and shaping devices the focus diameter can be 
varied between 3 and 20 urn. The main laser beam parameters are listed up in Tab. 1. 

pulse repetition rate fp[kHz] 1 5 

wavelength A,[nm] 355 355 

average power Pav [W] 0.7 2.1 

pulse duration tp[ns] 15 25 

max. Pulse energy Ep [mJ] 0.7 0.425 

pulse peak power PP [kW] 46.6 16.8 

max. fluence ' F [J/cm2] 396.1 237.7 

1 for a focus diameter of 15 urn 

Table 1: Parameters of the DPSSL 

The laser is combined with a 4-axis positioning system where the optic is fixed on the z-axis. The x-y-0-axis move the 
workpiece underneath the focused laser beam. In most cases the laser beam is focused on the surface of the workpiece. The 
linear drives provide a high dynamic behaviour with a maximum velocity of 500 mm/s. Due to the resolution of 0.1 urn a 
positioning accuracy of 1 urn can be achieved. The axis motion is controlled by a CNC-interface. Because the laser pulses 
cannot be triggered on demand but are fixed at a chosen pulse repetition rate, a special logical device synchronizes the laser 
pulses with the velocity of the axis to avoid grooves at the edges due to the acceleration and deceleration. 

A CCD-camera is integrated to observe the process. The machined structures can be directly measured with a white light 
sensor (CHR 150 N) [3]. This sensor uses the chromatic aberration of a lens and has a measuring range of 300 urn at a 
resolution of 1 urn and a spot size of 1 urn. The lateral dimensions of the area are only restricted by the maximum way of the 
positioning tables and with adapted strategies also a larger z-range can be measured. With this sensor single point 
measurements, line and three-dimensional scans can be recorded and the corresponding roughness Ra will be calculate. The 
white light sensor is also used in an off-line control loop for the three dimensional laser beam removal process. Additional 
measurements are done with an optical and a scanning electron microscope (SEM). 

3. MACHINING WITH SINGLE LASER PULSES 

Figure 1 shows the absorption versus the wavelength in the interesting spectrum from 200 to 1200 nm. The values for the 
absorption are calculated from the measured reflection and transmission. The measurements are done only at low energies 
with a white light lamp, so that they cannot give an exact value for the laser process but they figure out the general course. 
The absorption increases rapidly in the UV-range for A1203 and Zr02. For Si3N4 and hard metal (WC) there is no significant 
change over the whole spectrum as well as sapphire is nearly transparent. But at high intensities or with a rough surface also 
sapphire can be machined. 
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Figure 1: Absorption of different hard materials 

The effective working diameter does not need to be equal to the focus diameter but depends directly on the maximum power 
of the beam profile and the material specific threshold [4,5]. So the effective diameter can be adjusted by the laser power 
and the beam shaping. Different investigations [6,7] on threshold fluences of ceramics show that the values are in the range 
of 0.2 up to 1.5 J/cm2 which is very low compared to the maximum possible fluences of the used laser source (see Tab. 1). 
But for the reduction of the surface roughness, the minimization of debris around the machined area and the accuracy of the 
structure, which are important for the three-dimensional microstructuring and the drilling and cutting, it is necessary to 
reduce the energy density. This is done by an external reducer, which can vary the laser beam energy from 0 to 100 %. 

Vice versa higher energy densities which can be achieved by increasing the laser beam energy or decreasing the focus 
diameter produce a deeper mould at a single laser pulse. Because of that the machining time will be reduced, but it causes 
more molten and damaged material. Therefore the energy density has to be adapted for different applications. 

Figure 2 shows the mould of different ceramic materials. The amount of molten material varies between different materials 
and can be reduced to a minimum. The grain sizes also influences the quality of the machined ceramic. During the removal 
process not only vaporization of material takes place, but also the removal of whole grains, due to the high pressure of the 
vaporized material. Single grains can be detected in the surrounding area of the moulds. 

t»FE   GEMINI 

Figure 2: Single laser pulse moulds on A1203 and Si3N4 (X= 355 nm, fp= 1 kHz, Ep= 0.56 mJ) 
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4. DRILLING AND CUTTING 

The drilling process has been investigated for different ceramic materials. The thickness for all ceramics was 0.25 mm, so 
that a single pulse drilling was not possible. For small holes the percussion drilling was used. Comparable to results for 
drilling of metals with a pulsed Nd:YAG-laser the diameter of the holes is dependent of the irradiation time [8]. After a laser 
parameter and material specific time, which is necessary for drilling through the given material thickness, the hole diameter 
increases. But at longer irradiation times a pulsation of the hole diameter can be observed. The hole opens and closes again, 
until it reaches a final diameter (see Fig. 3). This is caused by the production of molten material on the edges of the hole, 
where the energy density is not high enough, to vaporize the material. The molten material flows to the center of the hole and 
is removed out of the hole with the following laser pulses. So the hole diameter depends on the irradiation time. This 
pulsation is independent on the total energy density at the working position. 
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Fig. 3: Hole diameter as a function of time 

But the energy density at the focal position influences the maximum diameter, the removal depth per pulse respectively the 
time for drilling through the material and the maximum depth of a hole. Fig. 4 shows the final hole diameter versus the 
energy density. The energy density can be easily varied by the pulse repetition rate (see Tab. 1). At higher pulse repetition 
rates the pulse energy decreases. 
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Fig. 4: Hole diameter (exit) as a function of laser pulse energy (Zr02, A1203) 
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Similar to the ablation or removal process of an Excimer-laser, the removal depth per pulse has a maximum value at a 
material specific energy density. After that the amount of removed material decreases. But the best results are achieved at 
lower intensities, because higher intensities causes a damage of the surrounding material. In the range of investigation a 
damage of the edges caused by removed grains could only be observed at high energy densities. Furthermore the thickness of 
the recast layer could be reduced down to < 5 urn. Typical holes for A1203, Zr02 and diamond are shown in Fig. 5 and 
Fig. 6. The material properties of the recast layer, e.g. the hardness and the existence of micro cracks, have not been 
investigated due to the small size of the holes. It is possible that due to the thermal shock behaviour of ceramics a small layer 
of damaged material could exist under the recast layer. Investigations with shorter pulse length show no significant 
advantage [9]. At higher energy densities also laser pulses in the fs-range can cause a material damage. So the machining 
quality is dependent on the maximum pressure of the vaporized material. The pulse length influences only the amount of 
molten material. 
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Fig. 5: Hole in A1203 (thickness 250 fim): entrance (left) exit (right) (X= 355nm, fp= 5 kHz, Ep= 0.22 mJ) 
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Fig. 6: Hole in Zr02 (thickness 250 um): entrance (left) exit (right) (X= 355nm, fp= 5 kHz, Ep= 0.23mJ) 

To produce larger diameters the holes have to be trepanned. Therefore the laser beam is guided over the workpiece several 
times along the cutting line. Fig. 7 shows the cut edges of Si3N4 and diamond. The cut edges are very smooth. For both 
materials no molten material can be detected. The cutting speed is about 100 um/s. 
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Fig. 7: Cut edge of Si3N4 (X= 355nm, fp= 5 kHz, Ep= 0.34mJ) and polycrystalline diamond (k= 355nm, fp= 5 kHz, 
Ep= 0.34mJ) 

5. 3D-MICROSTRUCTURING 

To produce 3-dimensional microstructures with a direct writing laser beam removal process a relative movement between 
the laser beam and the workpiece is necessary, which is realized in most cases by straight lines. Several lines side by side 
produce a removed layer. For a 3-dimensional microstructure the geometry is sliced into several layers comparable to a 
milling process. This can be done by a CAD/CAM-software. The average depth of a single layer is a needed parameter for 
the calculation of the toolpath. After removing each layer, the exact depth of the layer is measured with the white light sensor 
and compared with the desired value. Any deviation can be adjusted by varying the process parameters or recalculating the 
toolpath. In this way very precise microstructures are produced. 

The depth of a single layer and the resulting roughness of the surface depend on the overlap of the single laser pulses. This 
overlap is defined as 

with: 

0 = 100% 

O = overlap [%] 
m = movement of the axis between two laser pulses 
dw = effective working diameter of the laser beam 

scanning 
direction 

m 

r- 25 ~A 
v_ 1 

—► dw «- 
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Fig. 8: Definition of the overlap 
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At an overlap of 30-50 % a good surface roughness can be achieved. Out of this range the roughness increases steep [5]. 
Furthermore the energy density influences the depth of a single layer and the roughness. The surface roughness increases at 
higher aspect ratios of a single pulse mould (removal depth of a single laser pulse in comparison to the effective working 
diameter). A periodic wavy surface is the result, where the period of these waves is not a function of the grid of the laser 
pulses. Figure 9 shows the surface of Zr02, where the spatial distance between two laser pulses was 10 urn and the period of 
the waves is around 40 urn. 
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Fig.9: Structure of Zr02 surface (A.= 355nm, fp= 5 kHz, Ep= 0.26mJ) 

An optimized surface roughness can be achieved with flat removed areas, that means a low aspect ratio of the single pulse 
mould (see Fig. 10). Especially the pyramid made of Si3N4 has a very good surface roughness, which is in the range of the 
raw material. The height of the steps is around 100 urn. The quality of the edges is very good. Due to the low energy 
densities damage caused by removed grains could not be detected. The debris is very low and the removed material has only 
a very weak adhesion to the basic material, so that the structures can be cleaned in an ultrasonic bath. 
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Fig.10: Surface of A1203 (k= 355nm, fp= 5 kHz, Ep= 0.3mJ) and Si3N4 (K= 355nm, fp= 5 kHz, Ep= 0.26mJ) 

Typical values for the surface roughness and depth of a single layer as well as ablation rates are listed up in Tab. 2. 
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Ra [urn] ablation rate [mm7min] depth [urn] 

Zr02 0.6 0.01-0.015 2-4 

A1203 0.3 0.02 2-5 

Si3N4 0.5 0.1 3-20 

wc 0.1 0.05 1-10 

Tab. 2: Optimized surface roughness Ra, depth of a single layer and ablation rates 

Compared to the combined mask and direct writing process with an Excimer-Laser, the direct writing process with a 
Q-Switch Nd:YAG-laser offers a higher flexibility concerning the possible shapes [10], because curved lines can be 
generated by the CAD/CAD-system (Fig. 11). The main restrictions are caused by the accuracy of the moving system. With 
this technique real three-dimensional structures can be produced. The final structures can be used as tools for the production 
of embossed metal micro parts. 
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Figure 11: Structured hard metal (WC) (X= 355nm, fp= 5 kHz, Ep= 0.34mJ; depth = 0.1 mm resp. 1.5 mm) 
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ABSTRACT 

Ablation yields and thresholds for 193 nm UV laser ablation of ultrathin Hf02 layers on bulk Si02 are presented. 
The single shot threshold fluence increases approximately linearly with Hf02 thickness from 28 nm to 120 nm. 
Due to the logarithmic dependence of ablation depth on fluence this results with increasing layer thickness in an 
exponential increase of fluence necessary for clean ablation of the whole layer. The observed ablation depth for 
fixed Hf02 thickness can be reproduced phenomenologically by taking ablation from the Hf02 film as well as the 
quartz substrate into account. As a first approach to a quantitative understanding we calculate numerically the heat 
evolution in the layered system and identifkate ablation with the onset of melting of the absorbing layer. Whereas 
the ablation curve for a 74 nm thick film can be reproduced that way, this is not the case for the overall thickness 
dependence of the ablation threshold. This points to possible finite size effects for the phonon-phonon scattering rate 
in the thin dielectric layers. 

Keywords: UV laser ablation; dielectrics; thin films 

1. INTRODUCTION 

UV laser ablation of dielectric films holds promises as a technological relevant method for the generation of ultrathin 
structures with a lateral dimension in the micrometer range. For example, recently UV laser ablation of highly 
reflective Hf02/Si02 dielectric layer stacks on quartz substrates has been reported.1'2 In a subsequent step these 
structured mirrors are used as masks for UV-light to generate well-defined ablation patterns in polymers and quartz. 
As the layer thickness for interference mirrors is dictated by the wavelength at which high reflectivity is achieved, the 
primordial laser ablation step has to be optimized as a function of Hf02 layer thickness. This in turn would enable 
one to generate in a controled fashion masks for various wavelengths of light. 

In the present work we study 193 nm ablation yields and thresholds for the ablation of ultrathin Hf02 layers on 
bulk Si02, the Hf02 thickness ranging between 28 nm and 120 nm. We note that such kind of systematic studies of 
laser ablation of ultrathin films have concentrated on ultrathin metal films in the past.3 There, a linear dependence 
between ablation threshold and film thickness was observed as long as the thickness was small compared with the 
thermal diffusion length L, but larger than I/o ("surface heating source"). Then the visible damage threshold was 
well described by invoking thermal material constants in order to determine the critical energy density for melting 
to occur.3'4 

For dielectric films (i.e., optical coatings) correlations between laser damage and thermal properties of the coating 
material have also often been invoked. Due to the largely different methods of film preparation these results did not 
provide an unique picture. Measurements of the thermal properties of the films show that the thermal conductivity K 
of thin films is between one and two orders of magnitude lower as compared with the conductivity of the corresponding 
bulk material.5"7 Due to the resulting concentration of absorbed laser light in the focus region, this lower conductivity 
is assumed to result in a lower damage threshold (i.e., the temperature increase AT oc 1/K). For Hf02 and thicknesses 
larger than 260 nm the thermal conductivity was found to be independent of film thickness.5,7 In the present work 
we use films with thicknesses dfüm < \piu where the phonon mean free pathlength Xph is of order 100 nm, as 
estimated by comparison with values for other oxides such as A1203.8 In that case the thermal conductivity might 
well increase (linearly) with thickness, which would result in an increase of damage threshold with thickness. 
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As seen from a comparison of the data for metal films an important dimension for the present systems is given 
by the thermal diffusivity re of the thin films, which results in a thermal diffusion length L = 2V

/
KT, over which the 

initially absorbed energy is smeared out during the laser pulse length r. If one uses the most probable value of Kn;o2 

for HfC>2 thin films (however, dfum > Xph !), which is Knf02 =0.052 W/mK,5 and the bulk value for the thermal 
capacity cp, then KHfo2— 2.1-10-4 cm2/s. For a laser pulse of length 18 ns, this results in L=40 nm, which is at the 
lower end of the presently investigated range of thickness values. Finally the absorption depth 1/a is important. For 
the two differently prepared dielectric films used in the present work, namely electron beam evaporated ("BAK") and 
ion assisted sputtered ("APS") these depths amount to 185 nm and 106 nm, respectively, due to the slightly different 
absorption coefficients. The band gap of Hf02 is Eg=6.5 eV, which should facilitate single photon absorption at 
A=193 nm (hv=6A2 eV) and room temperature samples. 

Obviously, the film thickness in the present case is of the same order as the absorption depth, but also of the 
same order or larger than the thermal diffusion length. By comparison with the result for thin metal films we would 
expect to observe no thickness dependence of the ablation threshold in that case. In the following we present the 
observed characteristic dependencies of the ablation process on the thickness of the dielectric layers and compare our 
results with data obtained by numerically solving the heat transfer equation for the layered systems. 

2. RESULTS 

The samples are irradiated under normal incidence by an ArF excimer laser (LPX 315, A=193 nm) from the side of 
the dielectric HfC>2 layers. Only the homogeneous part of the laser beam behind a rectangular aperture made of four 
steel blades is applied to the sample. Imaging with a 100 mm focal length quartz lens results in a rectangular spot 
of typical 180x90 (im2 size. The generated structures are examined for topographic quality via scanning electron 
microscopy (SEM) and for depth via stylus profilometry. The energy density of the laser light is determined in a 
shot-by-shot fashion by reflecting part of the laser beam via a quartz plate onto a UV sensitive photodiode. 
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Figure 1.   SEM pictures of 74 nm HTO2 on SiC>2 samples, irradiated by 1.55 J/cm2 (a), 3.5 J/cm2 (b), 4.6 J/cm2 (c) and 
7.8 J/cm2 (d). The measured depths of the ablation holes are 21.3 nm (a), 73.7 nm (b), 78.7 nm (c) and 133.5 nm (d). 
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Fig. 1 shows SEM pictures of 74 nm thick Hf02 layers, which are irradiated with increasing fluence from Fig. la 
to Fig. Id. All pictures have been taken at an angle of 75° with respect to the electron beam. With fluences close 
to the ablation threshold (Fig. la) a very rough ablated area (arithmetic roughness Ra= 3.2 nm over 100pm) is 
observed with clear hints for melting. Stylus profilometry results in a depth of ablation of 21.3 nm, i.e., well below 
the HfC>2 film thickness. At 3.5 J/cm2 (Fig. lb) the HJO2 film has been totally ablated (measured depth 73.7 nm) 
and the roughness is small (Ra = 0.9 nm). We call the fluence necessary for that kind of ablation "optimum fluence" 
Fopt- With further increasing fluence the ablated depth stays approximately constant (measured depth 78.7 nm for 
4.6 J/cm2 (Fig. lc)), but the roughness is strongly increasing (Ra = 4.7 nm in Fig.lc), until material from the quartz 
substrate becomes ablated. At 7.8 J/cm2 the measured depth is 133.5 nm with Ra = 7.8 nm. From SEM pictures of 
that kind we conclude that a precise knowledge of that fluence that leads to ablation of the right depth also results 
in smooth ablation patterns. 
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Figure 2. a) Ablation depths for BAK prepared HfC>2 layers (thickness 74 nm) as a function of 193 nm fluence. The solid 
line is a fit curve assuming logarithmic fluence dependences of ablation rates in HIO2 and quartz substrate; see text, b) Circles: 
ablation depths for HfC>2, triangles: ablation depths for quartz. The solid line is a logarithmic fluence dependence of 193 nm 
ablation from quartz with l/ae//=140 nm and F(/,r=3.5 J/cm2. 

The measured single pulse ablation depths z are plotted as a function of laser fluence for the 74 nm thick HfC>2 
film (BAK made) in Fig. 2. Ablation up to the film thickness can be fitted well with a logarithmic fluence dependence 
z = 1/a ■ ln(F/Fthr)- Using the above noted 1/a values we obtain as a fitting parameter the threshold fluence Fthr, 
which in that case is 1.2 J/cm2. The solid line in Fig. 2a is calculated using this logarithmic depth dependence up 
to the thickness of the HfC>2 layer and being constant for higher fluences. In addition to ablation of HfC>2, ablation 
from the underlying quartz substrate has been taken into account. For that purpose ablation depths as a function of 
laser fluence have been determined via stylus profilometry (triangles in Fig. 2b) from the same sample substrate but 
without the Hf02 film. As seen, they also obey a logarithmic fluence dependence, albeit with a higher threshold of 
3.5 J/cm2 and an effective absorption coefficient ae// that it is not equal to the linear absorption coefficient a. Next 
we have used this quartz ablation curve to reproduce the experimentally measured curve in Fig. 2a for the Hf02/Si02 
system. The total ablation depth for fixed fluence is given as ablated thickness of the HfC>2 film (constant value 
as soon as the film thickness has been ablated) plus ablated quartz thickness. The latter value takes into account 
that the HfC>2 film reduces the effective fluence at the quartz layer to 67% of the initial value (as determined from 
HfO) thickness and absorption coefficient). With this procedure, the overall agreement between measurement and 
calculation is quite satisfactory. 

In the following Fig.3 we present data from a systematic investigation of the ablation behaviour of various Hf02 
films of different thicknesses. The solid lines are logarithmic fit curves providing values of the single pulse threshold 
fluences.  Those values are plotted in Fig.4a as a function of Hf02 layer thickness for the BAK sample.  In Fig.4b 
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Figure 3. Fluence dependence of single pulse ablation depths for BAK (open symbols) and APS (filled symbols) prepared 
samples of Hf02 of thickness 28 nm (A), 55 nm (squares), 86 nm (v) and 120 nm (circles) on Si02 substrates. The solid lines 
are logarithmic fluence dependences with threshold faiences 3.7 J/cm2 (120 nm), 2.5 J/cm2 (86 nm), 1.1 J/cm2(55 nm) and 

0.6 J/cm2 (28 nm). 
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Figure 4. a) Single pulse threshold fluence, derived from Fig. 3 as a function of Hf02 layer thickness. The solid line is a 
least squares fit. b) Threshold fluence for optimum layer ablation for BAK (o) and APS (squares) films. The solid line is a 
prediction assuming the linear thickness dependence of 4a. 

we plot the optimum fluence values Fopt as a function of layer thickness for BAK (circles) and APS (squares) made 
samples. The solid line is a curve that takes into account the linear thickness dependence presented in Fig. 4a by the 
linear fit curve Ftftr.[mJ/cm2]=28-d [nm], while assuming again a logarithmic dependence of ablated mass on fluence; 
i.e., Fopt — 28-d exp(d/de//) with deii = 1/a. As seen, if one accepts the thickness dependence of the single shot 
threshold, then the thickness dependence for the removal of the total layer is a direct consequence. The deviation 
between measurements and predictions at high fiuences above 6 J/cm2 might be due to the onset of plasma shielding 
effects. In addition, there appears to be a non-monotonic step around 80 nm thickness in Fig. 4a that cannot be 
explained by our simple models. 
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Figure 5. a) Calculated temperature as a function of depth in the layered system at the end of the laser pulse for 74 nm 
Hf02 on Si02 and a fluence of 2 J/cm2. The dashed line denotes the thickness of the HfCh layer and Tmeiti and Tmeu2 are 
the melting temperatures of HfC>2 and S1O2, respectively, b) Theoretical ablation curve for the 74 nm film in comparison with 
experimentally determined values. The dashed line denotes the thickness of the HfCh film. 

Note that within error bars we do not observe differences between BAK and APS prepared samples (open and 
filled symbols in Fig. 3). Since the method of deposition does not alter significantly the thin film conductivity but 
affects the interfacial thermal resistance,5 this observation suggests that absorption of laser light within the film 
dominates Fopt and not interface properties. 

3. NUMERICAL MODEL 

We model the ablation process by solving numerically the three-dimensional heat equation for the layered sys- 
tem by the method of finite differences.9 The 193 nm laser light is absorbed with an absorption coefficient of 
a#/o2=5.4-104cm~1. For the quartz substrate (Eg-7.8 eV), aSio2 «3-10~2cm-1,10 which we set zero to first 
approximation. We implement the values of Kufo2 

and KH/O2 given above as well as Ksio2=l-3& W/mK and 
/tSio2=5.9-10-3cm2/s. The melting enthalpy for Hf02 is 17 kcal/mol. The thermal constants are valid for T =300 K, 
but depend strongly on temperature. For bulk Si02 the temperature dependences of Ksi02 

and ^Si02 are taken 
from.11 In view of the fact that at least up to 500 K the temperature dependencies of the thermal conductivities of 
S1O2 and HfC>2 thin films are very similar,12  we use the scaled temperature dependence of SiC>2 for HfC>2, too. 

Fig. 5a shows the calculated temperature as a function of depth in the substrate for a 74 nm HfC>2 film and 
fluence 2 J/cm2 immediately after the end of the ablation pulse. Note that the melting temperature of Hf02 is 
3083 K, whereas that of SiC>2 is about 1900 K. As a first approach to the complex ablation behaviour and in view of 
the SEM pictures we assume that the dielectric film at least has to melt before getting ablated.3 Once the melting 
temperature has been reached we assume instantaneous ablation, take the loss in melting enthalpy into account and 
calculate the further evolution of temperature through the system. Hence for the Fig. 5a ablation has occurred over 
the range where the temperature is zero. Resulting theoretical curves of ablation yield vs. fluence are demonstrated 
exemplary in Fig. 5b for the 74 nm film. The agreement between experimental data and theoretical curve is good 
except for an offset of the values of ablation depth close to the film thickness. This might be interpreted as being due 
to the higher conductivity of the quartz substrate, which decreases the temperature at the interface for given laser 
fluence. A possible criterion for "optimum" ablation then would be that the melting temperature has been reached 
at the interface between HfC>2 film and Si02 substrate. However, the Fopt values calculated that way as a function 
of film thickness are nearly independent of film thickness, in agreement with the predictions for metal films,3 but in 
strong contrast with the experimental observations (Fig. 4b). 
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Possible explanations for this disagreement include part of the energy getting lost in channels that have not been 
taken into account in the calculation such as plume absorption, or the thermal constants of Hf02 depending on the 
film thickness. The permanent increase of threshold fluence with film thickness in the range below and above A/4 in 
Fig. 4a rules out a strong influence of optical interference effects on the ablation characteristics of the thin film system. 
As noted already in the Introduction, in the present thickness regime the thermal conductivity could well increase 
with thickness, which would result in a much stronger increase of damage threshold with thickness compared with 
that expected from the simple thermal absorption mechanism discussed above. Thus from a comparison of calculated 
with measured values of optimum threshold fluence as a function of film thickness one might deduce the change in 
thermal conductivity with film thickness. 

4. CONCLUSIONS 

Ablation yields for 193 nm UV laser ablation of ultrathin Hf02 layers on Si02 are shown as a function of film 
thickness. Simultaneous scanning electron microscopy observations allow us to find values of those laser fluences 
that allow an optimum ablation of the total Hf02 film. These values depend exponentially on film thickness. The 
yield as a function of laser fluence agrees satisfactorily with simple phenomenological considerations and also - for 
the 74 nm thick film - with results from a numerical calculation of the heat evolution through the system. Whereas 
the exact preparation conditions of the films (APS vs. BAK) seem to have no strong influence on the ablation 
characteristics the thicknesses of the films themselves affect directly the ablation thresholds, which then lead to 
the observed exponential thickness dependence of the optimum ablation fluence. The simple numerical temperature 
calculations which implement a thickness-independent thermal conductivity do not agree with the measured thickness 
dependent ablation thresholds. This indicates that the thermal conductivity in the present thickness range might 
depend on film thickness. 
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Micromachining of glass materials by laser-induced plasma-assisted 
ablation (LIPAA) using a conventional nanosecond laser 

Jie Zhang*, Koji Sugioka, Katsumi Midorikawa 

Institute of Physical and Chemical Research (RIKEN), Wako, Saitama, 351-01, Japan 

ABSTRACT 

We report precision micromachining of fused quartz and Pyrex glass by laser-induced plasma-assisted ablation (LIPAA) 
using a conventional nanosecond UV (248nm or 266nm) or visible (532nm) laser. High-quality micrograting structures 
with periods of 1.06 and 20|J.m using a phase mask and a mask projection technique, respectively were fabricated by 
LIPAA. The Fresnel zone pattern was also produced in fused quartz. The hole with the size of 700um in diameter was fast 
drilled in fused quartz and Pyrex glass. A possible ablation mechanism was discussed based on the dependence of ablation 
rate and ablation threshold of laser fluence on the distance between 
metal target and glass substrate. 

Key words: Micromachining, Laser ablation, plasma and fused quartz 

1. INTRODUCTION 

It is well-known that fused quartz and related silicate glass are one of the most important materials in the fields of 
optoelectronics and microelectronics, due to their high transmission from UV to IR, high hardness values, excellent 
thermal properties, high electrical insulation and high chemical stability. On the other hand such excellent properties 
make precision microfabrication of the materials with high speed difficult, though development of the fabrication 
technique is strongly demanded in various industrial fields. Reactive ion etching (RE) is the most popular method for 
micrometer size machining of glass. However, RIE requires a resist process based on photolithography, and the etched rate 
is as small as several Angstrom per second' Recently, much attention has been paid to pulsed laser ablation as a powerful 
tool for surface micropatterning and structuring of materials 2. Laser ablation has a large number of advantages for 
micromachining; it is a single-step process, has high flexibility, direct patterning without the resist process, high etch rate, 
and unnecessity of etchants. Usually nanosecond (ns) UV lasers, such as excimer (193 and 248nm) and higher orders of 

harmonics of Nd+: YAG (213, 266 and355nm) lasers, which are commercially available and provide large pulse energy, 
are widely used for ablation. It is generally known that the laser beam must be strongly absorbed by the materials to 
achieve high-quality ablation and that ablation of transparent materials generates severe damage and cracks 3'4. Due to the 
wide band gap (9.0eV) and the large bond strength (9.3eV), high quality ablation of pure fused quartz has not been realized 
by use of a ns laser. Thus, the use of either a short wavelength in the VUV region or a short pulse width in the sub- 
picosecond range has been first attempted5"8, while such lasers have many difficulties for practical use, i.e., small pulse 
energy, high photon cost, and difficult optics for micropatterning. In fact, for research as well as industrial purposes the 
development of precision microfabrication techniques using a conventional nanosecond laser is desirable. Thus, new 
ablation methods, based on tripartite-interaction-system of laser, fused quartz and another medium were developed Table 1 
lists a summary of recent reports about the micromachining of fused quartz by use of ns laser. 
In this paper, we report precision micromachining of fused quartz and Pyrex glass by laser-induced plasma-assisted ablation 
(LIPAA) using a conventional nanosecond UV or visible laser. Additionally, the interesting applications of LIPAA 
method in optical elements are demonstrated. 
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Part of the SPIE Conference on Laser Applications in Microelectronic and Optoelectronic 

Manufacturing IV • San Jose. California • January 1999 363 
SPIE Vol. 3618 • 0277-786X/99/S10.00 



Table 1. Summary of micromachining of fused quartz by Hybrid ns laser ablation 

No Hybrid ns-laser ablation of fused quartz 

1 355nm laser ablation photomachinable glass (PMG) T. Toyama et al.9 

2 1.06um YAG laser ablation in an inorganic solution J. Ikeno et al.10 

3 248nm laser ablation in an organic solution J. Wang et al.11 

4 266nm-VUV(133-184nm) multiwavelength ablation K. Sugioka et al.6, 
5 248, 266 or 532nm laser ablation assisted by laser- 

induced metallic plasma 
J. Zhang et al.1214 

Front side 

Plasma 

Metal target Sample 

Laser beam 

Lens 

Fig. 1. Schematic diagram of the experimental principle 

2. EXPERIMENTAL 

Optical grade fused quartz substrates (Viosil 600mm thick, Shinetsu Quartz Co., Ltd) and normal Pyrex glass were 
employed in our experiments. Before beginning the experiment, the substrates were ultrasonically cleaned with 
trichloroethylene, acetone and ethanol, followed by rinsing with DI water. The schematic diagram of experimental 
principle is shown in Fig. 1. A great success in the experimental design is that a single laser beam can be used for both 
generation of the metal plasma and ablation on the rear side of sample. A commercial KrF excimer laser (Lambda Physik 

LPX-200, 248nm, 34ns) and a Q-switched Nd+: YAG laser (Spectra-Physics, GCR-100, 266nm and 532nm, 6ns) were 
used as light source both for the generation of plasma from a metal target and ablation of fused quartz. The KrF laser beam 
is homogenized using a couple of 5x5 microlens arrays (Exitech Fly's Eye Type). The spatial uniformity of intensity is 
more than 95%. The repetition rate of laser irradiation is kept constant at 1Hz. The phase mask made of fused quartz 
manufactured by QPS Technology Inc., Canada, for a 248nm wavelength is used for fabrication of micrograting. The 
mask has a 1.065um period and the measured energy transmissions of -2.7% for the zero order and -38.6% for the +lst- 
orders for 248nm wavelength. The stencil mask possessing a period of 130iim is used for projection printing as well. 
99.99% pure Ag and Stainless steel foils were used as target for plasma generation. The ablation process was performed in 

-4 a vacuum chamber (10  Torr). After laser ablation, the samples were cleaned in an acidic solution such as HN03 to 
remove metallic residues. 

3. RESULT AND DISCUSSION 

3.1.   Surface patterning of fused quartz 
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Figure 2a shows a three-dimensional SPM image of the grating fabricated in fused quartz by KrF laser ablation using the 
phase mask at the distance (d) of 0.2mm between metal target and sample. The laser fluence (F) and the number of laser 

2 
pulses (N) are 1.3J/cm   and 40, respectively. The 1.06 |i,m period of the grating agrees well with that of the mask. The 
cross-sectional profile of the grating has a sine wave-like structure with a depth of lOOnm. 
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Fig. 2. Three-dimensional SPM images of grating fabricated by 248nm laser(F=1.3J/cm2, N=40)using a phase mask at d=0.2mm 
(a)andby 266nm(F=1.5J/cm2, N=10)and532nm laser(F=4.0J/cm2, N=60) using a projection mask at d=1.5mm (b, c)andtwo- 
dimensional optical image of Fresnel zone pattern by 266nm laser (F=l.5J/cm2', N=10) at d=1.5mm (d) 

0     20     40     60      80    100  120 
The number of laser pulse 

2 
Fig. 3. The dependence of ablation depth on the number of laser pulse atd=2.0mm and F=1.5J/cm . 
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A clean and well-defined grating structure with a period of 20|im and depths of 0.6 and0.9n.rn fabricated in fused quartz 
2 

using a mask projection technique at d=1.5mm was also observed by 4th (266nm, F=1.5J/cm   and N=10) and 2nd (532nm, 
2 + F=4.0J/cm   andN=60) harmonic Nd : YAG laser ablation, respectively, (in Fig. 2b and c). Besides the microgratings, a 

Fresnel zone pattern can be also fabricated in fused quartz by 266nm laser ablation (F=1.5J/cm2, N=10) using an in-line 
holography technique at d= 1.5mm (in Fig. 2d). 
An interesting phenomena of ablation self-limitation was observed in the ablated depth as a function of the number of 
laser pulses (in Fig. 3). That is; the depth monotonically rises up to 60 pulses, and is then saturated around 2.0|im beyond 
60 pulses. The saturation is probably due to scattering or refraction of the incident laser beams by the fabricated grating 
with large depth, leading to self-limitation of ablation. The ablation rate is estimated to be about 33.0nm/pulse at less 
than 60 pulses. 

3.2.   Hole-drilling   of fused quartz and Pyrex glass 

Fig. 4. Optical microscopy image of holes in fused quartz (a: rear surface, b: front surface) and Pyrex glass (c: rear surface and d 
2 

front surface) drilled by 532nm laser at d= 1.5mm, F=7.7J/cm  andN=300 

The through holes (about 700(im in diameter) were produced for both 0.5mm thick fused quartz and Pyrex glass by 532nm 
2 

laser ablation at d=7.7J/cm   and N=300 (in Fig. 4.). For both fused quartz and Pyrex glass, a basically well-defined hole 
without large cracks was formed at the rear surface of the sample. But at the front surface, the hole is somewhat distorted 
with cracks. This is due to the fact that the influence of plasma on the ablated front becomes weaker as channel is being 
grown. 

3.3.   Ablation  mechanism 
A simple model of tripartite-interaction-system of photon (hv), energetic species (M) and substrate (SiC^) is proposed to 
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understand the ablation mechanism (in Fig. 5). It was already reported that the laser produced metal plasma can expand 
several hundreds |J.m during the pulse duration, which contains high energetic species such as ions, radicals and electrons 
(in region a). The expansion continues up to several mm after pulse, which leads deposition of metal atoms on the sample 
surface, (in region b). Thus, when ablated sample is set in the region a, the interaction of laser, energetic species (ions, 
radicals, electrons) and sample takes place simultaneously to produce ablation by the first laser pulse. In this case, transfer 
of energy or charge to the sample surface resulting in formation of transient absorption site to the laser beam, may play 
the dominant role in the process. When the sample is set in region b, the thin metal film was first formed on the rear side 
of sample by the first laser pulse and then the ablation takes place by the subsequent pulse. Since the deposits may have 
strong absorption to the incident laser beam, heat transfer from the deposits to the sample leads the ablation 15, 

Ablation model 

For a single ns-laser pulse, the produced metal plasma 
can expand several hundreds urn during the pulse 
width (a), and up to several mm even after pulse (b). 

Kpulse width 
Energetic species: 
electrons, ions and radicals 

at first pulse at second pulse 

Fig. 5. A simple model of LIPAA of fused quartz 

A series of experimental results from a single pulse ablation provides a direct evidence. Figure 6 shows the ablation depth 
produced by the first single laser pulse as a function of the distance between metal target and fused quartz substrate. 

Distance between target and substrate (mm) Laser fluence (J/cm ) 

Fig. 6. The dependence of ablation depth on the distance 
between target and substrate at F=6.55J/cm2 andN=] (the 
first pulse). 

Fig. 7. The dependence of ablation depth on the laser fluence 
atd=0.2mm and N=l( the first pulse). 
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A ablation threshold of distance (dtk) of 0.6mm was obtained, which basically agrees with the expansion length of plasma. 
From the variation of ablation depth produced by the first pulse as a function of laser fluence, a ablation threshold of laser 
fluence (Fth) of about 3.0J/cm2 was also obtained (in Fig. 7). Thus, when the distance is longer than d,h=0.6mm or the 
laser fluence is lower Ftt=3.0J/cm2, the ablation is produced by the second pulse. In this case, two ablation processes are 
expected (1) At the shorter distance than dth=0.6mm and the lower laser fluence than F/A=3.0J/cm2, a compound which is 
formed by the interaction between Si02 and the high-energetic-species produced by the first-pulse, mainly contributes to 
the ablation. Furthermore, the formation of the compound depends on the laser fluence on the metal target. In this case, 
the ablation process depends not only the laser fluence on the sample, but also that on the metal target. Thus, a nonlinear 
increase of ablation depth as a function of laser fluence (similar to Fig. 7) was observed, as shown in Fig. 8. 

0.4     0.6 0.8  1 3 
Laser fluence (J/cmr) 

Fig. 8. The dependence of ablation depth on the laser fluence 
atd=0.2mm andN=2. 

0.4   0.6   0.8  1 3 
Laser fluence (J/cm2) 

Fig. 9. The dependence of ablation depth on the laser fluence 
at d=1.0mm andN=2. 

(2) At the longer distance than d,A=0.6mm and the lower laser fluence than F(A=3.0J/cm2, only the metal-deposits produced 
by the first-pulse mainly induce the ablation, since the energy of species in plasma at this distance may not be large 
enough to form the compound In addition, a variation of deposit thickness in the range of several tens nm due to the 
change of the laser fluence on the metal target seems to be not effective to markedly influence the ablation process. The 
ablation process mainly depends on the laser fluence on the sample. Thus, a linear increase of ablation depth as a function 
of laser fluence at d= 1.0mm was observed (in Fig. 9,). 

4. CONCLUSION 

we demonstrate precision microfabrication optical elements in fused quartz and Pyrex glass by LIPAA technique, using 
conventional nanosecond lasers. The investigation on the LIPAA mechanism indicates that either energetic species in the 
plasma or thin metal film can induce the laser ablation of glass materials. We believe that the novel ablation technique 
presented here has great potential for precision microfabrication of optical elements and optoelectronic devices. 
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A study on laser direct dry etching of GaAs/AlGaAs multi-layer 
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ABSTRACT 

It has been studied the direct dry etching of GaAs/AlGaAs multi-layer using argon ion laser. To analyze etching 
characteristics at an interface between GaAs and AlGaAs, local temperature profiles on the surface by a laser 
irradiation were calculated through three dimensional heat transfer equation. Etching profiles obtained in this study 
were somewhat different from that of GaAs bulk obtained in our previous study. Etch width of GaAs/AlGaAs 
interface was larger than that of the AlGaAs/GaAs. 
Now until, accurate mechanism of the dry etching for multi-layer has not been reported. But, it is assumed that 
the mechanism has to do with thermal characteristics such as thermal conductivity, absorption coefficient, and 
melting point of materials. The phenomenon result from the fact that laser direct dry etching is dominantly 
thermal reaction. The maximum etching rate was 32.5 um/sec and the aspect ratio of etched groove on multi-layer 
was 0.5 (3 urn / 6 urn). This special etching profiles obtained in this study are expected to apply for a 
waveguide of optoelectronics and cantilever of MEMS. 

Keywords : direct dry etching, GaAs/AlGaAs multi-layer, local temperature profiles, etch width, thermal 
conductivity, absorption coefficient, melting point, etching rate 

1. INTRODUCTION 

Various techniques have been developed for fabricating optoelectronic and microelectronic devices and circuits 
including wet-chemical, ion beam, and plasma etching.1. Laser direct dry etching is a relatively new technique in 
semiconductor processing which possesses3"5 many of the advantages including lack of etch-mduced damages as 
well as material selectivity. A conventional wet-etching technique has uniform etching rates across the wafer and 
requires a photoresist mask for patterning. Laser direct dry etching allows resistless light-defined patterning as well 
as light-contoured etching. ,-.,.... •      u 
Laser direct dry etching of GaAs/AlGaAs multi-layer with CChF* provides self-aligned device processing by 
removal of GaAs on AlGaAs with a high selectivity in etching rates , superior to that obtained with wet-chemical 
etching procedures.7"8 For example, selective dry etching has been demonstrated for micro-lenses, waveguide 
devices and diffraction gratings. For applications the dependences of selectivity in etching rates between GaAs 
and AlGaAs on the etching conditions is crucial. Therefore, we examined variations of the etchmg profile 
correspond on varying the etching conditions. 
In this study, we present the characteristics of direct dry etching for GaAs/AlGaAs multi-layer by a smgle scan 
of laser. The etching characteristics using C2H2F4 gas of CFC alternatives have been also investigated to compare 
with that using CCI2F2 gas. 

2. EXPERIMENT 

Laser direct dry etching of GaAs/AlGaAs multi-layer was carried out in the setup shown in Fig. 1. The 
arrangement consist of an argon ion laser, optical system, and processing chamber fixed on an electrically 
controlled X-Y-Z stage. The irradiation was carried out with an argon ion laser operating at 514.5 nm and was 
focused by a microscope objective lens (NA=0.4) down to a spot diameter of about 1.2 //m2(at 1/e intensity) on 
the sample surface. The laser power density was varied from 13.3 MW/cm to 29.1 MW/cm . The focused laser 
beam was scanned on the sample by moving the chamber with speed ranges from 8y«m/sec to 80/im/sec. The 
samples were mounted in a vacuum chamber with a quartz window. The chamber was evacuated down to 10 
Torr by a rotary pump and etching gas was introduced through a needle valve at a pressure of 760 Torr to the 
chamber. In order to compare etching characteristics, two gases, CCI2F2 and C2H2F4 were used as ambient gases. 
The etching rate was defined as the depth divided by the laser beam dwell time, which is defined as the laser 
beam diameter divided by the beam scan speed. The physical characteristics of the etched patterns such as then- 
shape, size and cross sectional view were obtained using scanning electron microscope (SEM). The chemical 
compositions of the residues nearby etched area were analyzed by Auger electron spectroscopy (AES). The local 
temperature rising on the sample surface by laser irradiation has been calculated with three dimensional heat 
equation to investigate etching characteristics for GaAs and AlGaAs. 
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Fig. 1. Schematic diagram of laser direct dry etching system. 

3. GaAs- AND AlGaAs-SURFACE LASER-INDUCED HEATING 

The modeling of temperature distributions induced by laser irradiation in solids was pioneered by Lax12'13 for 
stationary spots and by Cline and Anthony14 for moving spots. With the growing interest in laser processing, 
these models have been developed further. Very recently, melting has been incorporated into the calculation for 
stationary circular spots. 
We present calculations  of the temperature profiles  induced by  a stationary  cw  laser beam  with  a Gaussian 
intensity   distribution   for  GaAs   and  AlGaAs,   respectively.   Temperature-dependent  thermal   conductivity,   optical 
absorption coefficient and surface reflectivity are incorporated in our calculation. In the case of stationary beam, 
thermal conductivity is not considered in calculation. 
The heat equation1   can be written as 

^r-^-V -[K(T)vT] = Q(x,y,z,i) IX. T)    dt (1) 

where the first term represents the time development of the temperature T, the second term describes the spatial 
dependence of T, and the third is the incident source term. The K(T) is the temperature-dependent conductivity of 
the irradiated material, K(T) is an energetic term with dimension W/(cm • K). D(T) is the thermal diffusivity of 
the material and is a kinetic term with dimension cm /sec, D(T) becomes important whenever scanned beams are 
to be incorporated in the model. The temperature-dependent thermal conductivity K(T) can be eliminated form the 
heat equation by performing a Kirchhoff transform.15 The Kirchhoff transform requires the introduction of a 
linearized temperature 6, which is defined as 

6(T)=d(T0)+f^^prdT K(T0) 

where 8(T0)and K(Ta) are constants. 
The heat equation can now be written in terms of the linearized temperature 6 as 

(2) 

1 86 
1X1X6))   dt v20= Q(xy ,y, z, t) 

K(T0) 
(3) 
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For GaAs, K(T) and D(T) can be modeled with approximate \IT by a least-square fit to experimental data' 

K(T) = - 

D(T) = 

k 
T-Tk 

1 k 

k = 98W/cm, 7i = 91 K (4) 

X 
1.6       T-Tk 

The terms 8(T) and T(6) can now be expressed analytically[Eq.(2)] 

T(d)= Tk+ (T0- T*)exp[0/(T0- Tk)] 

(5) 

(6) 

The term T„ is the substrate temperature of the sample that is to be irradiated. The 8 and T can be calculated 
directly by numerical iteration. Figure 2 shows a local temperature rise characteristics on the surfaces of GaAs 
and AlGaAs by a laser irradiation were calculated. 
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Fig. 2. Local temperature rise characteristics on the surfaces of GaAs and AlxGai.xAs(x=0.3) by a laser irradiation were 
calculated with three dimensional heat transfer equation. 

4. RESULTS AND DISCUSSION 

In order to find the best conditions for highly selective laser direct dry etching, the behavior of the two materials 
GaAs and AlGaAs(x=0.3) was investigated under two etching gases and various laser power densities. Samples 
with 1 urn thick of GaAs and AlGaAs on top of the semi-insulator(S.I.) GaAs substrate were used. Figure 3 
shows the etching profiles of the sample under the conditions from laser power density of 16.8 to 20.3 MW/cm , 
scan speed of 13 um/sec, and CCI2F2 pressure of 760 Torr. 
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(a) 16.8 MW/cm (b) 18.6 MW/cm (c) 20.3 MW/cm' 

Fig. 3. Cross-sectional views of etching profile of the multi-layer obtained by a beam scan speed of 13 um/sec, CC12F2 
pressure of 760 Torr, and different incident laser power densities ; (a) 16.8 MW/cm2 (b) 18.6 MW/cm   (c) 20.3 MW/cm . 

The etch width of GaAs located in top layer and 3th layer from the top layer increase with the increase of laser 
power density. The reason is because etching rate of GaAs is larger than that of AlGaAs. As shown in Fig. 2 
and as known in the numerical calculation, this is also due to the higher temperature rise of GaAs compared to 
that of AlGaAs 
In order to observe the differences of etching rate for two materials, samples with different thickness of GaAs 
and AlGaAs were also used. The sample is consist of capping layer of 30 nm, AlGaAs layer of 1 urn, 
sandwiched GaAs layer of 0.4 urn, and AlGaAs buffer layer of 3.0 urn. Figure 4 shows the expected schematic 
plot of etching process in the multi-layer structure. 

(a) GaAs capiSOnm 

1          V          1 

^- -^       AlGaAs 1.0MJ1 

GaAs Q.4U11 

AlGaAs Uun 

S.I. GaAs Substrata 

(c) 
QaAs cap. 

AlGaAs 1.0 in 

QaAs 0>itan 

AlGaAs Uun 

S.I. GaAs Substrate 

(b) 

GaAs 0.4U11 

AlOaAs 3.0UTI 

ai. GaAs Substrate 

(d) GaAs capL 

AlGaAs 1.0 urn 

GaAs Man 

AlGaAs 3.0UT1 

S.I. GaAs Substrate 

Fig. 4. The expected schematic diagram of laser direct dry etching process in the multi-layer structure. 

If the thickness of GaAs or AlGaAs is changed, etching profiles also are changed as shown in Fig. 4. Therefore, 
we can control an etching profile with the variations of the thickness of multi-layer. 
Figure 5 shows the cross sectional view of etching profile was expected in Fig. 4. By these results, it was found 
that the mechanism of laser direct dry etching for multi-layer is related closely with differences of etching rate 
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and thermal effects ; thermal conductivity, optical absorption coefficient, melting point and so on. 
In this structure, we obtained the etching rate of 32.5 um/sec and the aspect ratio of about 0.5. Thesei.results of 
the etching rate and aspect ratio for GaAs/AlGaAs multi-layer were lower than those for GaAs bulk . On the 
other hand,  it  is  interesting that the  etch width of GaAs  layer is wider than that  of AlGaAs  layer  in the 
GaAs/AlGaAs multi-layer structure. The reason results from difference in the temperature rise characteristics and 
in the etching rate between GaAs and AlGaAs as mentioned in previous. 
The etch width ratio of GaAs to AlGaAs can be enhanced with good thermal confinement of GaAs/AlGaAs 
interface which caused by lower thermal conductivity(0.106 W/cm • K) of AlGaAs than that(0.44 W/cm • K) of 
GaAs15. The maximum etch width ratio of GaAs to AlGaAs was obtained about 1.7 at a laser power density of 
20.4 MW/cm2, a scan speed of 13 um/sec, and a CC12F2 pressure of 760 Torr. 
Etching profiles  for C2H2F4 gas(CFC  alternative) to compare etching characteristics  showed m Fig.  6.  In this 
figure,  deposition  of reaction products  on  and nearby  etched groove was  appeared.  This phenomenon  mainly 
appeared  in  using  C2H2F4  gas  and  the  reason  is  that  CFC  alternative  has  no  chlorine  which  is  important 
components in conventional dry etching reactions. 

11111111 

GaAs cap. 

i 

S.l. GaAs substrate 
■2.08H. 

Fig. 5. Cross sectional view of the etching profile for the structure as shown in figure 4. The etching conditions are a beam 
scan speed of 13 um/sec, a CC12F2 pressure of 760 Torr, and an incident laser power densities of 15.9 MW/cm . 

Fig. 6. Cross sectional view of the etched groove obtained in C2H2F4. Conditions are a gas pressure of 760 Torr, a beam 
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scan speed of 13 um/sec, and an incident laser power densities of 29.2 MW/cm . 

AES profiles for the residues on etched surface are measured to obtain the stoichiometry of the reaction products. 
As shown in figure 7, there were not only As and Ga peaks but C and F peaks in the AES spectra for the 
reaction products. This figure indicates also that the residues include carbides and fluorides of Ga and As after 
laser-induced thermochemical etching under C2H2F4 ambience. Therefore, it is suggested that there are too much 
carbides and fluorides to be imperfectly vaporized. However, the residues on etched surface can be controlled with 
an incident laser power, a scan speed, and an etching gas pressure as shown in our previous study.17 
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Fig. 7. AES depth profiles of elementary composition in the near surface region of sample in Fig. 6. 

Figure 8 shows the etch depth (a) and etch width (b) as a function of laser power density in CCI2F2 pressure of 
760 Torr and a scan speed of 13 um/sec. The etch depth increases with increasing the laser power density up to 
17.7 MW/cm2. However, the etch depth decreases with increasing the laser power density above this value as 
shown in Fig. 8 (a). 
The decrease of etch depth in higher power range is because that the etch width of GaAs layer on AlGaAs layer 
tends to enlarge and etching process can be suppressed by the reaction products deposited on and nearby the 
etched groove(Fig. 8(b)). Also the deposition of residues in the etched surface during etching process occurs with 
a weak light guiding effect18 which the focused laser beam is reflected repeatedly between the two side walls and 
laser beam is guided to the bottom of the groove with very small loss. 
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Fig. 8. Etch depth (a) and etch width (b) as a function of laser power density at a scan speed  13 urn/sec and a CCI2F2 
pressure of 760 Torr. 

5. CONCLUSIONS 

The laser direct dry etching of GaAs/AlGaAs multi-layer, which is useful for fabrication of three dimensional 
micro-structure, have been investigated with etching gas such as CCI2F2 and C2H2F4(CFC alternative). We have 
obtained  the  unique  profiles  which  etching  activity  in  horizontal  higher  than  in  vertical  with  CCI2F2.   The 
maximum etching rate 32.5 um/sec and the maximum etch width ratio of GaAs to AlGaAs was about 1.7 in this 
study. 
When the thermochemical etching occurred on the  sample surface by  laser beam, the reaction products were 
deposited simultaneously on and nearby the etched groove in case of higher laser power density. These reaction 
products appeared dominantly in the samples etched with C2H2F4 gas of CFC alternatives, which is less active 
than  CCI2F2  gas.   The residues  were  clarified to  the  carbides  of Ga and As  or fluorides  of them  by AES 
measurements. 
The special etching profile obtained in this study, are expected to apply for a waveguide of optoelectronics and 
cantilever of MEMS. 
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ABSTRACT 

Laser direct writing using thin solid films of metallo-organic precursors offers some unique advantages in terms of 
materials design, process control, and safety over gas phase or solution processes. Micro patterned copper films 
were obtained by laser-induced deposition using Cu(HCOO)2 • 4HzO films as a precursor. Then the new 
applicabilities for interconnection of integrated circuits were preliminary studied by the estimation of physical and 
electrical properties of copper films after annealing. The growth kinetics of these Cu films was investigated as a 
function of the laser power and the scan speed which were varied in the range of 70 to 600 mW and 0.1 to 20 
mm/s, respectively. The high-purity of the deposit was also confirmed by Auger electron spectroscopy (AES) 
analysis. The resistivity of the patterned copper films was a factor of about 20 higher than that of bulk value 
however, the resistivity decreased due to changes in morphology and porosity of the deposit and was about 10 ß 
Qcm after annealing at 300 °C for 5 minutes. 

Keywords: Laser direct writing, Metallo-organic precursors, Laser-induced deposition, Copper formate, Annealing, 
Interconnection 

1. INTRODUCTION 

The field of laser direct writing is expanding rapidly as the potential for accomplishing one-step pattern 
definition and metallization. Current investigations in this area include laser-induced photochemical, photothermal, 
and photoelectrochemical reactions, in the gas, liquid, or solid state'. Major issues being addressed relate to 
characterization of the final deposits, namely, spatial resolution, chemical composition, and electrical properties 
Optimization of direct-write processes, however, requires an understanding of the reaction chemistries involved and 
the ability to tailor precursors for specific applications. Most of the studies reported to date have used gas phase 
precursors for decomposition, though some results on the use of solid metallo-organic films have been recently 
reported Here we describe results based on a new approach, namely, scanned cw laser writing of 
room-temperature stable metallo-organic films. These materials offer the potential for patterned deposition of a 
wide variety of metals from uniform films that can be developed by methods compatible with standard 
lithographic techniques. Precursors must meet certain requirements to be of practical use. These include (1) 
homogeneous film formation and (2) high metal content, i.e., sufficient to form continuos metal features after (3) 
complete volatilization of organic components at (4) decomposition temperatures low enough to prevent substrate 

In addition, either the film or the substrate must have enough optical absorption at the laser wavelength 
to initiate the decomposition of the metallo-organic film. 

In this paper, we focus on the reaction profiles generated in a direct-write process for copper as a 
means of understanding and optimizing the process. We report the deposition of copper by pyrolytic 
decomposition of copper formate films using a focused argon ion laser beam (514.5 nm). We have also 
investigated the contents of the deposited material and the resistivity of the copper patterns. 

2. EXPERIMENTAL 

2.1. Apparatus 

The laser-induced deposition equipment consisted of an Ar+ laser, a translation stage and an optics. The 
experimental setup is schematically shown in Fig. 1. The focused output of the 514.5 nm beam from an argon 
ion laser (Spectra-Physics model stabilite 2017) was used to decompose the metalorganic film to metal for 
selective area. The laser beam was focused using a microscope with a 20 X objective (NA=0.4) onto substrates 
positioned on a translation stage. The focused minimum spot size on the substrate was about 1 van. The sample 
was rastered with respect to the laser spot by computer-controlled DC servo-motor-driven translation stages. 
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Figure 1. Scheme of experimental setup for laser-induced deposition. 

2.2. Experimental procedure 

Copper formate should be decomposed to metallic copper when locally heated with a laser3'. We used 
the tetrahydrated copper formate (Cu(HCOO)2 • 4H2O) as a more simple copper precursor in terms of ligand 
complexity. This precursor contains only Cu, O, C and H. In addition, the thermal decomposition byproducts 
(C02, CO, H2 and H2O) are harmless to the environment4'. 

The substrate preparation for deposition from copper formate is as follows : 
The substrates, which are used for the all experiments, are slide glass and silicon wafer covered with 

thermal oxide film with a thickness of 0.6 ßn. They are cleaned with acetone and isopropyl alcohol (IPA) before 
coating of copper formate films. The films were sprayed onto the substrate from an aqueous solution of copper 
formate and are subsequently dried at 70 ~ 80 °C to remove the water. We obtained smooth and semitransparent 
films of composition. The sample should be used quickly after spraying because crystallization sets in following 
water loss. The samples were fixed on a three-dimensional scanning translation stage and were irradiated with the 
focused laser beam through a microscope objective. After the local decomposition step, the laser-written samples 
were developed in deionized water to remove unirradiated metalorganic film. 

To investigate the effects of annealing on the surface roughness, the structural properties of the deposits, 
and the influence of annealing temperature on the resistivity of the copper film, the samples were heated in a 
tube furnace at a rate of 3 °C/min in air to the designated temperature of 200 — 300 °C for 5 minutes. 

2.3. Characterization methods 

The thickness and width of the deposited material were evaluated by scanning electron microscope (SEM) 
and stylus profilometer (Alpha Step 500, Tencor Instruments). The composition of it was observed by Auger 
electron spectroscopy (AES). Scotch-tape tests performed on these films after development to demonstrate good 
adhesion. 

The deposition rate of deposits was obtained from the ratio of film thickness, measured with the stylus 
profilometer, to beam dwell time. 

The resistivities are obtained from the copper line profiles measured with the stylus profilometer and the 
line resistance measured with a multimeter. Dots of silver paste were deposed on both ends of the lines to 
improve the electrical contacts. After annealing, morphological changes in copper films are observed by atomic 
force microscopy (AFM). 

3. RESULTS & DISCUSSION 

3.1. Copper deposition from copper formate 

The   choice   of a  suitable   copper  formate   is  based  on  the   search   for   a  molecule  which   is   fairly 
transparent to the laser radiation and decomposes rapidly to volatile and stable reaction products at relatively low 
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temperatures. The compound should be easy to dissolve for spin-on, spray-on, or paint-on purposes, and should 
give a homogeneous gel-like layer after drying. Rapid crystallization of the metalorganic in the drying procedure 
should be avoided because it leads to inhomogeneities in the metallization step. In the case of copper, several 
compounds were considered among copper formate, copper oxalate, and copper acetate. These were tested for 
laser metallization in different solvents (water, formic acid, acetone, pyridine, acetonitrile, THF, glyme, and 
diglyme). Copper formate sprayed from aqueous solution was the only one which did not crystallize immediately 
through solvent evaporation5'. 

The kinetics and products of thermal decomposition of copper formate have been reported6). The overall 
decomposition may be satisfactorily represented as 

Cu (HCOO)2 • 4H20 — Cu (HCOO)2 + 4H20 

Cu (HCOO)2 -> Cu + H2 + 2C02 

The decomposition behavior is quite complicated and the rate depends to some extent on the method of 
preparation of the original formate and its water of crystallization. The fractional decomposition of the film during 
laser writing is determined by the temperature-time relation in the film, which is controlled by the laser power 
and scan speed. 

Typical films deposited on glass and silicon substrates are shown in Fig. 2. The laser power was 90 
mW for deposition on glass and 300 mW for the silicon substrate with a 200 ßs/s scan speed. The power 
required for decomposition on silicon is in general of a factor of 3-4 higher than a glass. For a glass substrate, 
the central region reaches a temperature high enough to melt and evaporize the copper film. These results can be 
qualitatively understood by considering the thermal properties of the deposit and substrate. The thermal 
conductivity of copper is similar to that of glass at room temperature. Thus, the heat is lost primarily through the 
copper film in the case of glass substrate, leading to strong coupling between temperature distribution and deposit 
geometry. In the case of silicon most of the heat loss is through the substrate and the temperature distribution is 
relatively insensitive to the geometry of the deposit     . 

As proved by tape tests, the lines show a sufficient adhesion to the glass substrate but not silicon 
substrate. 
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Figure 2. SEM micrographs of Cu film on glass (a) and silicon substrate (b). 

The dependence of the linewidth for the copper lines deposited on glass substrate on laser power density 
is shown in Fig. 3. This result confirms that laser-induced deposition occurs via a local heating of the substrate. 
For a given scan speed, the linewidth varies almost linearly with laser power density. 

As thickness profiles of the copper lines were measured with a stylus profilometer, it is found that 
Gaussian profiles are produced at low power density, giving way to volcano-like profiles at high density. 
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Figure 3. Linewidth of Cu films as a function of laser power density. 

The linewidth of the copper films as a function of scan speed for a range of laser power (80-150 mW) 
is plotted in Fig. 4. The linewidth is observed to decrease with increasing scan speeds, and is varied from 25 to 
78 /an. 
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Figure 4. Linewidth of Cu films as a function of scan speed. 

While the linewidüi increases approximately linearly with the laser power, the thickness of the film 
presents a more complicated behavior. Fig. 5 shows the average thickness of the copper films as a function of 
scan speed. The thickness of the film was approximately independent of scan speed for above 90 mW laser 
power. This behavior is due to the different temperatures reached at the center and at the edge of the films both 
of which determine respectively the vertical and the lateral growth rates. At high power densities the central 
region reaches a temperature high enough to melt and evaporize the copper film, so that the height of the edge 
»n   g«f, ** °f *e center of the fibn- The Sickness therefore is smaller than that of the film deposited at 81) mW laser power. 
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Figure 5. Thickness of Cu films as a function of scan speed. 

Fig  6 shows scanning electron microscope image of a copper line  which was approximately Aijm thick 
and 40 w tide on the glass substrate. The laser output power was 80 mW and the scan speed was 1 mm/s. 

Figure 6. SEM micrograph of Cu line deposited under 80 off laser power and 1 min/s scan speed. 

3.2. Deposition rate 

The deposition rate can be determined by the height of written lines and the residence tooflta»laser 
beam Fig 7 shows the deposition rate as a function of laser power density for various scan speeds^ Once the 
dentition rate is seen to decrease until, at about 100 mW. For fast writing speeds and hence short residence 
frfme SddiTto lost constant under laser powers are above 100 mW. For this reasor.deposition rate 
increases sliehtlv with scan speeds of 2-20 mm/s and laser powers m the range of 100-150 mW. 
increases «J« witn 3on

P
rate M of view, laser-induced deposition process is excellent in comparison with 

conventionnhemicafvapr deposition (CVD) processes. However, the wafers coming from a large-area process 
S as! convenSnal CVD is more than those coming out from the laser direct writing technique. The laser 
technique is a serial process in which connection lines are drawn one by one. 
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Figure 7. Deposition rate as a function of laser power density. 

3.3. Film properties 

3.3.1. Purity 

Auger analysis of the laser written features reveals little oxygen as shown in Fig. 8. The origin of O at 
the surface is due to a post-deposition contamination when the processed sample surface was exposed to air 
before the AES measurements. We conclude that oxide in the laser-written features is not the primary formate 
decomposition product but formed by reaction of copper with the air ambient. The every spectrum is almost same 
for films deposited over a wide range of scan speeds (0.1—20 mm/s) and laser power (70 ~ 600 mW) and for 
deposits on silicon substrate. 
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Figure 8. Auger electron spectra of copper features written at laser power of 80 mW and a scan speed of 1 mm/s. 

3.3.2. Morphology 

SEM images of the film morphology are given by Fig. 9. The overview in Fig. 9 (a) shows that the 
surface of as-deposited film is very rough and porous. This results from incomplete sintering of formed copper 
particles and volatilization of organic by-products during decomposition of the copper formate. Rapid cooling of 
the reaction area then limits the extent of sintering. Films contain a significant degree of porosity, which can be 
partially eliminated by subsequent annealing. 

Fig. 9 (b) and (c) show that the morphology of the films which annealed at 200 °C and 300 °C for 5 
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minutes, respectively. As shown in Fig. 9 (b) and (c), it is observed that the grains tend to grow with formation 
of agglomerates and decrease in porosity. This is to be expected considering the known strong tendency of copper 
particles to sinter together. 
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(a) (b) (c) 

Figure 9. Morphology of Cu films as a function of annealing temperature, 
(a) as-deposited, (b) 200 °C, (c) 300 "C. 

Fig. 10 shows that atomic force microscopy images of surface morphology as a function of annealing 
temperature. After annealing, the surface roughness of the films are more smooth in comparison with as-deposited 
surface. Therefore, these structural changes probably affect the electrical properties of the films. 
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Figure 10. AFM images of surface morphology as a function of annealing temperature, 
(a) as-deposited, (b) 200 °C, (c) 300 °C 

3.3.3. Resistivity 

Because AES analysis of the samples resulted in essentially 100 % copper composition for all the 
samples, the variations in resistivity could only be explained as being due to the differences in morphology of the 
deposited lines. The resistivity of the patterned copper films was a factor of about 20 higher than that of bulk 
value (p= 1.67 ß J2cm). The films however were annealed at 300 V, for 5 min., the resistivity decreased with 
annealing temperature until about 10 ß ßcm. The resistivity drop is due to changes in morphology and porosity 
of the deposit. 

3.4. Applications 

For the purpose of microelectronics repairing and pattern direct writing applications of electronic circuits, 
it is necessary to beam scanning technique, which can be automatically rastered the laser spot toward a random 
direction. In experiment, desired copper patterns (frequently lines) were created by moving the sample using 
computer controlled translation stages with a lateral resolution of 0.1 /an. Examples of the micro patterned copper 
films with various shape are shown in Fig. 11. 

384 



wg&g^,?** **-?*■ * 4aÄ^k &< 

1 l ■   K^'' 
■MoKStb'.-?' 
■   Bg^-i^ 

810796     le.ßkV    XE0.8   '''980Vi» 

Figure 11. Examples of micro patterned copper films. 

4. CONCLUSION 

We have characterized copper films that were deposited by laser decomposition of copper formate film. 
The dependence of the laser power and the scan speed on the geometry, the morphology and the resistivity of 
lines has been studied. The principal conclusions drawn from this study can be summarized as follows : 

(1) The temperature rise induced by absorbed radiation explains the different influence of the laser power and 
the scan speed on the width and height of the lines. 

(2) AES data indicates that the decomposition can be carried out in air since the rapid heating and fast cooling 
during laser-induced pyrolytic decomposition prevents oxidation of the copper. 

(3) Copper films have an average as-deposited resistivity value of 30   /i Qcm.  The high resistivity may be 
caused by film morphology with porosity and poor roughness. 

(4) Annealing the films at 300 °C for 5 minutes reduces the resistivity by less than 20  p Qcm. 

The major conclusion of this work is that reducing the resistivities to values much closer to the bulk 
resistivity is considered essential for a copper laser-induced deposition process to become a viable manufacturing 
technology. 
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ABSTRACT 

Jefferson Lab is commissioning a high-average-power infrared IR FEL during 1998. When driven with its superconducting 
linac operating in a recirculated mode, the IR Demo FEL is capable of producing kilowatt-level average power in the mid- 
infrared (2-7 microns) range. With operational experience and hardware changes involving primarily change-out of the 
optical cavity mirrors, the FEL is capable of covering a wide range of the infrared (1-16 microns) at power levels exceeding 
100 watts. This tuning range combined with a unique pulse structure (ps micropulses at 37 MHz) makes the Jefferson Lab 
FEL a versatile research and development tool for a wide variety of laser applications. A core group of industrial partners has 
been involved in planning applications using the FEL since 1991. This initial user group was augmented with university 
partners in 1993 and with participants from several national laboratories in 1996-1997. With the initiation of construction of 
the FEL and the associated 600 m2 user facility laboratory in 1996, a number of topical user groups were formed to plan and 
implement the first series of user experiments. The industrial partners have formed user groups planning applications in 
polymer surface processing, metal surface processing, microfabrication, and electronic materials. University partners have 
submitted proposals on basic science topics which complement the planned applied research topics, in addition to proposing 
experiments in atomic physics, chemical physics and materials science which take advantage of one or more of the unique 
characteristics of the FEL. A synopsis of the proposed user experiments for the first phase of operation of the Jefferson Lab 
FEL will be presented. 

*This work is supported by US DOE Contract No. DE-AC05-84ER40150, the Office of Naval Research, the Commonwealth 
of Virginia, and the Laser Processing Consortium. 

1. INTRODUCTION 
A versatile high-power, infrared (IR) free electron laser (FEL) user facility was recently completed at the US DOE Thomas 
Jefferson National Accelerator Facility (Jefferson Lab) campus in Newport News, Virginia. The FEL is driven by a dedicated 
50 MeV, recirculated, superconducting linac"1 based on the technology in Jefferson Lab's much larger 5 GeV linac (CEBAF) 
used for the nuclear physics research community. This linac technology provides a high-average-power, high brightness, 
short pulse electron beam driver for FEL applications. The first FEL to be built in the facility began lasing in June 1998pl 

and is capable of producing kilowatt-level average powers in the mid-infrared (2-7 microns) and 0.2 kW power output over a 
wide range of the infrared (1-16 microns). A planned upgrade to the linac extending the electron beam energy to 200 MeV 
would allow the mid-infrared power to be increased by an order of magnitude and would extend the kilowatt-level power 
through the visible to the deep ultraviolet (230nm). 

The FEL Facility at Jefferson Lab is the result of a public-private partnership organized by the Laboratory and key users of 
the facility who formed a consortium in 1993, the Laser Processing Consortium (LPC), to develop applications and solicit 
support for construction and use of the high-average-power FELs. Given the large potential for industrial applications with 
the successful development of cost effective, high-average-power FELs, industry members of the consortium have played a key 
role in the specifications of the Jefferson Lab FELs and in the identification of relevant applications of industrial interest.131 

Unique aspects of the FEL output (high-average power, tunability and time structure) have attracted university members to 
the consortium who have proposed basic science applications of the light source. In 1996, the U.S. Department of Navy 
joined the consortium because of defense interests in the propagation of high-average-power laser light through mid-infrared 
atmospheric windows in the maritime environment.1"1 The consortium has held biannual workshops since 1993 to plan the 
use of the FELs and to identify user equipment and infrastructure which could be shared among the project stakeholders in the 
industrial, university and national lab research communities. 

The consortium was successful in attracting sufficient support and funding for the construction of a 600 m2 User Facility and 
the first FEL (the "IR Demo FEL") by June 1996. Construction was completed and FEL commissioning began in 
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September 1997. Completion of commissioning of the IR Demo will be interleaved with the start-up of the first experiments 
in the User Facility during 1999. Funding for FEL hardware came from the US DOE, the US Dept. of Navy and the 
Northrop Grumman Corporation. Funding for the User Facility building came from the Commonwealth of Virginia. Initial 
outfitting of the User Facility laboratories is being provided by DuPont, Armco, Virginia Power, Northrop Grumman and 
Aerospace Corporation. 

Figure 1 shows the power spectrum for the IR Demo FEL under various operational scenarios and Table 1 lists output 
characteristics that would be of interest to light source users. The fundamental operating range of the IR Demo FEL is in the 
mid-infrared range from 2-7 microns, where kilowatt-level average powers can be delivered. Third harmonic operation would 
extend the short wavelength limit of operation to near 1 micron at power levels in the 100 watt range. When the linac is 
operated in a non-recirculated mode, the electron energy can be dropped to 18 MeV extending the long wavelength limit out 
to 16 microns. The IR Demo has an evolutionary upgrade plan that involves adding a second and third cryomodule to the 
superconducting linac. The second cryomodule would extend the short wavelength limit to the mid-visible range and the 
third cryomodule would extend the short wavelength limit to 230 nanometers in the deep UV. The FEL accelerator vault in 
the User Facility building has been designed to accommodate this upgrade path. 

The use of a cw superconducting linac results in a unique time structure for the FEL output. Similar to many linac driven 
FELs, the micropulse length is a very useful, short period of the order of a picosecond (chirping may allow pulse lengths as 
short as 200fs). Because of the cw capability 
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Figure 1.  Performance of the IR Demo FEL.  The installed hardware is capable of delivering kilowatt level power mid-infrared (2-7 
microns) at two field positions (weak/strong) of the wiggler.   With third harmonic operation, the short wavelength emit can be 
extended to 1 micron operation.  With the use of long wavelength optics and no energy recovery the long wavelength limit can be 
extended to 16 microns. 
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2. FEL CHARACTERISTICS OF INTEREST TO USERS 

Table 1. IR Demo FEL Output Characteristics 
(see www/jlab.org/FEL/sciencap.html for further details) 

Average Power (see Figure 1) 
Wavelength range (see Figure 1) 
Micropulse energy 15-30 p-J 
Pulse length ~2 ps FWHM nominal 
PRF 37.425 MHz, 18.7125 MHz 
Bandwidth <1.2 times Fourier transform limit 
Timing jitter < 0.2 ps RMS 
Amplitude jitter < 5% peak-to-peak 
Amplitude drift <20%/hour 
Wavelength jitter 0.08% RMS 
Polarization linear, > 100:1 
Transverse mode quality < 2X diffraction limit 

of the linac, the micropulse repetition rates are high, in the range of a few megahertz to 37 megahertz at the full average-power 
output rating. The combination of the short micropulse and high-average power gives the laser significant advantage for 
materials processing. In the basic science arena, this FEL offers new capabilities for sensitive spectroscopic measurements in 
selected condensed matter systems and almost all gas phase systems. 

3. FEL INDUSTRIAL APPLICATIONS 
A number of industrial partners have played a key role in the specification of the FEL and the subsequent development of 
applications with industrial relevance. Working groups led by industrial partners have been formed in four application areas: 
polymer surface processing, metal surface processing, microfabrication, and electronic materials. These working groups have 
been planning initial experiments and fit-up of user lab areas with relevant equipment. Table 2 lists some of the applications 
developed by the working groups. Most of these applications have been benchmarked using conventional Nd-YAG or 
excimer lasers. Processing capabilities will be extended by taking advantage of one or more of the characteristics of the IR 
Demo FEL, i.e., the high-average-power can enable large area processing, and the tunability and short pulse structure can 
enhance absorption. A description of many of the industrial applications proposed by industry members of the consortium is 
given in Reference.'31 A brief summary of several of the applications is presented here. 

Table 2. Illiustrative Applied Research and Industrial Applications of the IR Demo FEL 
Topic Participants 

•     polymer surface modification DuPont/UVA 
amorphization, texturing 

•     metal processing Armco, VA Power 
amorphous metals Northrop Grumman 
texturing Univ. of Mass. 
cutting/welding 

•     microfabrication Aerospace, 3M 
non thermal processing Northrop Grumman 
ceramics/glasses 

•     photovoltaics NREL, Solarex 
defect analysis 
annealing 

Conventional lasers have been used to modify the surface of industrially important polymers to enhance a surface property that 
has commercial value. Examples include surface texturing and amorphization at relatively low laser fluences (> 0.5J/cm ), 
and ablation and chemical transformation at higher laser fluences. This work could largely be done with excimer lasers. 
However, the typical long pulse length (ns) of these lasers decreases the efficiency of coupling the laser energy to the surface. 
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Secondly, the average power limits (200 watts) and pulse repetition rates (a few KHz) of available industrial excimer lasers 
prevents processing of production quantities at affordable rates. 

With the availability of a high-power, tunable, infrared FEL, many of these surface modification demonstrations can be 
repeated at infrared wavelengths where there are significant absorbencies for commercially important polymers such as nylon 
(6.1 microns) and PET (5.9 microns). The first experiments in this area are planned by the polymer working group leader 
from DuPont who will investigate surface amorphization effects in PET. One of the FEL User Labs has been outfitted by 
DuPont with polymer film exposure equipment to enable the FEL beam to be rastered over an area of polymer film with a 
variable flux and variable transport rate. This work is an extension of experiments that were first performed at both the 
Stanford and Vanderbilt FEL user facilities. A complementary study of the fundamentals of energy transfer that occur during 
rapid thermal processing of polymers is being planned by a University of Virginia/DuPont collaboration. 

A metals working group has planned similar large area, surface processing applications. Surface modification effects on 
metals surfaces benchmarked by conventional lasers include: surface amorphization, surface texturing,17"101 surface alloying, 
and surface ablation.1"1 A consortium led by Armco, Virginia Power and Northrop Grumman has outfitted one of the User 
Labs with a general purpose apparatus for varying the FEL exposure on sheet metal stock accurately positioned on a scanning 
work table. An important application from the metals working group is Virginia Power's interest in modifying the surface of 
the high strength steels used in the manufacturing of turbine blades to improve corrosion and wear resistance.181 This process 
has been benchmarked with YAG lasers, but again because of the time structure and the low average-power of these sources, 
the process is not commercially viable. Proposals have been prepared by several university groups (University of Mass. and 
Old Dominion University) to investigate the more fundamental aspects of laser material interactions on metal surfaces, 
particularly emphasizing the nature of laser-induced amorphization and surface alloy formation. 

A microfabrication working group comprised of 3M, Aerospace Corporation and Northrop Grumman Corporation is planning 
to install several laser-micromachining workstations in the User Facility laboratories. One workstation will be dedicated for 
investigating fundamental aspects of laser ablation that can be used to optimize microfabrication tasks.1'2'13) Given the broad 
tunability of the FEL, these studies will emphasize a wide variety of materials, including materials that are difficult to 
machine, such as glasses and ceramics. The second workstation will accommodate much larger samples to test production 
scale-up issues. 

The most recently formed working group is a collaboration of industry and university partners in the LPC interested in 
electronic materials processing. This team is planning to use the IR Demo for pulse laser deposition1"1 and laser assisted 
chemical vapor deposition1'41 studies. The tunability of the source allows novel precursor materials to be used and the 
available power will enable processing rates and processing areas to be scaled over a larger range than can be studied with 
conventional lasers. 

4.  BASIC SCIENCE APPLICATIONS 
Because of the expense, size and limited capabilities of FELs, these light sources have not yet had wide impact on scientific 
studies. The situation is changing rapidly with the availability of several FEL user facilities in the U.S. (Stanford, Duke, 
Vanderbilt, and Santa Barbara) and Europe (FOM, Orsay). In general, the scientific market is well served with the 
availability of Ti-sapphire pumped, optical parametric oscillators (OPOs) that can provide short pulse (-100 fs), widely- 
tunable radiation (350 nm-3|am) with sufficient micropulse energies (mJ) and average powers (milliwatts) for most scientific 
investigations. However, if considerably more average power and access to the mid-to-far IR or deep UV is required, than 
FELs provide the only available sources. Secondly, if an FEL is operated as a user facility, with appropriate attention to 
availability and user needs, then the facility costs can be easily amortized over a modest user base (10-20 users) such that the 
cost-per-user experiment is much less than the comparable cost of state-of-the art bench top lasers. 

The university community that is involved with the Laser Processing Consortium has proposed a number of experiments 
that take advantage of the unique properties of the Jefferson Lab FEL. As noted in the previous section, some of these 
experiments examine a basic science problem associated with one of the FEL industrial applications, while others have no 
particular connection to one of the established applications. From the initiation of the LPC workshops in 1993, consortium 
members have benefited from, and encouraged a healthy mixture of applied science and basic science interests as the user 
program developed. 
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During the Spring of 1997, a specific call for basic science proposals for the FEL was issued through the consortium and 
several workshops sponsored by DOE's Basic Energy Science program office. The topics that were addressed in these 
proposals are listed in Table 3 and a brief description of several of the most promising proposals is given below. 

Table 3. Basic Science Proposals for the IR Demo FEL 

short pulse laser ablation physics 
laser deposition 
photophysics at buried semiconductor 

interfaces 
armorphous layers on metals 
rapid thermal processes in polymers 
laser synthesis of ferroelectric nanoparticles 
spectroscopy of molecular and cluster beams 
characterization of photovoltaic films 
kinetics of carbon nanotube formation 

Vanderbilt, U. Mich., PVD, Aerospace 
NCSU, ODU, NSU, FSU 
OSU, Vanderbilt, NCSU, Aerospace 

Univ. of Mass., ODU, Stony Brook 
UVA, DuPont 
ODU, Kodak 
Princeton, UVA 
NREL, Solarex, Inc. 
Univ. of KY, Univ. of PA, DuPont 

Many scientific applications of the FEL will take advantage of the significant increase in source brightness when the FEL is 
compared to existing scientific sources in the mid-infrared. Fig. 2 plots the average brightness of the FEL relative to a 
standard laboratory IR source (a 2000K blackbody radiator or "glowbar") and with the strength of the IR synchrotron 
emission extracted at the IR beamlines at the National Synchrotron Light Source at Brookhaven National Laboratory."51 In 
the mid-infrared (~5 microns) the Jefferson Lab FEL is 5 orders of magnitude brighter than the NSLS synchrotron emission 
and 8 orders of magnitude brighter than a glowbar source. Scientific measurements that are signal limited by the IR source 
average brightness can take particular advantage of the FEL. 

An example of such a class of experimental measurements is the spectroscopy of silicon surfaces and embedded interfaces in 
silicon microelectronic structures. Silicon is reasonably transparent in the mid-infrared which means that average powers in 
the 0.1-1 kW range could be used on clean silicon samples for enhanced spectroscopy in either absorbing or reflecting modes. 
Basic science proposals have been submitted1'^181 which address the nature of diatomic bonds (e.g., Si-O, Si-H, Si-D, Si-N) 
at the Si/Si02 interface; this bond structure strongly effects the electronic behavior across the interface. An understanding of 
this important interface has impact on the performance of gate electrodes in silicon microelectronics. All of the diatomic pairs 
noted above have stretch transitions in the mid-infrared that are weak and difficult to observe with conventional sources 
especially when the interface is buried.   There is sufficient source brightness with the FEL to detect these transitions with 
standard spectroscopic techniques without relying on multiple internal reflection geometries. The average power in the FEL 
would enable surface defects to be analyzed 
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Figure 2. Average Brightness vs. Photon Wavelength 
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at buried interfaces well below the sub-mono layer level (< 10   cm' ), and may also afford the possibility of selective 
annealing of problematic defects at buried interfaces. 

A related study on silicon hasGalready been performed using IR radiation from the Vanderbilt FEL. Feldman et al.1'91 have 
detected the presence of silicon-hydrogen vacancy complexes, some of which can be induced by the FEL radiation. This 
work will continue at Vanderbilt1201 and migrate to the Jefferson FEL to take advantage of the higher power and expanded 
tuning range. 

Both polycrystalline and amorphous silicon films are the primary materials incorporated in solar photovoltaic panels. A 
collaboration involving DOE's lead laboratory in solar photovoltaic development (NREL) and the largest manufacturer of 
commercial solar panels (Solarex) has proposed using the FEL for characterization of impurities and defects in silicon PV 
films and for the development of large area laser processing techniques for panel materials.12'1 

Proposals have been submitted from a number of university groups (NCSU, Norfolk State University, Old Dominion 
University and Florida State University) that would use the FEL IR radiation both as a source for laser assisted chemical 
vapor     21 deposition and a probe of growth conditions and growth kinetics. This group is aligned with the electronic 
materials working group mentioned previously under the heading of industrial applications. 

Conventional short pulse lasers (excimers and YAGs) have been used for laser ablation of difficult to melt or 
multicomponent target materials and for laser deposition of thin films from the resulting laser-produced plasma plumes.1"1 
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High quality films of complex materials (alloys, high Tc superconductors, ferroelectrics, etc.) have been produced by pulsed 
laser deposition that are unrivaled with other high purity deposition techniques. The high-average power of FEL enables 
extrapolation of the technique to significantly larger substrate geometries than the typical (-10 cm) substrates. The tunability 
of the FEL may improve the efficiency of the technique by taking advantage of specific absorbencies in the laser target 
materials. Proposals are under development that explore many uses of the FEL for laser ablation and deposition. A group 
from Vanderbilt University is interested in the fundamentals of the interaction of short pulse (ps) laser radiation with oxides 
and metals'1251 A collaborating group from the University of Michigan would analyze the characteristics of the resulting 
plasma plumes to connect plume properties to incident laser conditions and the resulting quality of the deposited films.      A 
collaboration involving the University of Kentucky, the University of Pennsylvania and DuPont'271 hasDproposed using the 
FEL to optimize the laser ablated growth of carbon nanotubes.128' The laser ablation technique has been demonstrated [29! to 
make significant quantities of carbon nanotubes which promises to be very useful for a wide variety of scientific and technical 
applications (q.v., a host material for ID quantum confinement studies, a building block for nanoelectronics and extremely 
high strength fibers). 

Laser ablation is also useful for producing useful quantities of nanoparticles1301 which can be used to characterize materials 
properties at nanoscale dimensions and for source material for synthesis studies. A collaboration involving Old Dominion 
University and Cornell University13'1 is developing a proposal for laser ablation and laser-assisted CVD production of 
ferroelectric nanoparticles.1321 

The high-average-power, relatively high peak power, and broad tunability of the FEL open up an array of scientific studies 
involving gas phase chemical systems. The FEL will be particularly attractive for detection of dilute species in plasmas, 
flames and molecular beams. Such applications were first proposed in one of the first workshops on FEL applications,1331 and 
most recently provided the scientific justification for a high-average-power IR FEL that was to be built as a major scientific 
tool for combustion research at the Lawrence Berkeley National Laboratory.'341 The first proposal in this area for 
implementation at Jefferson Lab involves a collaboration between Princeton University and the University of Virginia. 
Recent work by Lehmann and Scoles[351has shown the value of 4He cluster beams for high sensitivity spectroscopic analysis 
of molecules encapsulated in the 4He clusters. The 4He clusters provide a weakly interacting host for the test molecule: the 
translational temperature of the clusters is of the order of 0.4K and there is no spin coupling to the host atoms because of the 
lack of spin in 4He. The existing spectroscopic studies performed with low repetition rate conventional lasers are severely 
count-rate limited. The use of a high average power IR FEL can saturate IR transitions in the test molecules allowing 
determination of: (1) true homogeneous line widths; (2) rotational and vibrational population relaxation; and (3) 
dissociation and recombination times. 

In the beginning of this discussion of scientific applications of FELs, it was noted that most scientific applications of lasers 
are well served by the current generation of Ti-sapphire or YAG laser-pumped OPOs. These laser systems have found wide 
application in chemical physics, atomic, molecular and optical physics, and surface physics. Most of these studies would 
benefit from having several (2-3) OPOs synchronized and available for interrogation of the system under study with variable 
time delays between the separate OPOs. The expense mounts considerably and the time synchronization problem is non- 
trivial as OPO systems are multiplexed. A collaboration involving the University of Virginia, the College of William and 
Mary, and Old Dominion University has proposed a novel solution to this problem.'361 The FEL can be used as the drive 
laser for multiple OPOs, thus providing in one user lab a unique spectroscopic tool for atomic, chemical and surface physics 
studies. 

Several options for such an "OPO Farm" are being evaluated by the collaboration and the FEL design team. One possible 
version uses the third harmonic laser radiation (100-200 watts at 1-2 microns), which is first beam split to the power 
handling limits of harmonic conversion crystals for converting the IR to UV for driving the OPOs. The OPOs would be 
synchronized because of the use of the identical drive laser. Downstream pulse compression techniques could be used to 
provide ultrashort pulses in one or more of the OPO channels. Potential uses for a facility with multiple, time-synchronized 
OPOs include: (1) coherent control studies of chemical reactions in atomic/molecular beam scattering experiments; (2) 
pump-probe studies of gas-phase and surface phase reactions; (3) preparation of ultra-pure chemical reactants. 

SUMMARY AND ACKNOWLEDGEMENTS 
The specification, design and development of the Jefferson Lab FEL User Facility has been strongly coupled to a user 
community interested in the use of high-average-power laser light. After commissioning of the first FEL in the User Facility, 
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a versatile infrared FEL, the first user experiments will be executed in the Winter of 1999. The preceding document was a 
brief description of several of the experiments planned by industrial, university and national laboratory participants in the user 
programs. Further details are available in the proceedings of the Laser Processing Consortium workshops and directly from 
the principal investigators. The author thanks the principle investigators for granting permission to summarize their 
proposed experiments and for their strong support of the Jefferson Lab FEL program. The author is indebted to his 
colleagues on the FEL team, in the Accelerator Division, and our funding agencies (Dept. of Energy, Dept. of Navy, 
Commonwealth of Virginia) who have made the Jefferson Lab FEL a reality. 
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ABSTRACT 

A diode-pumped laser system is described operating at 1 Hz - 7 kHz pulse repetition frequency. 

Average powers of more than 5 W at 355 nm are achieved. With it's beam quality of M2 better than 1.1 

it is excellently suitable for micro-machining applications generating smaller spot sizes with rather 

simple imaging systems. Laser parameters such as pulse duration, average power as well as energy 

stability are investigated. Long term test results above 4.0 x 1010 shots are presented. 

KEY WORDS 

Micro-Machining, Micro-Drilling, Diode-Pumped Laser, UV Solid-State Laser, High Pulse Repetition 

Frequency 

1.   INTRODUCTION 

Industrial applications of ultraviolet (UV) lasers include micro-lithography, ablation, micro-hole- 

drilling, micro-adjustment, and micro-welding. While at highest UV average power levels production 

systems employ excimer lasers, progress in UV solid-state laser technology and nonlinear materials has 

widened their potential impact on low power applications in microengineering and optoelectronic 

manufacturing. The required throughput of flexible industrial processes often demands high pulse 

repetition frequencies (PRF). The paper discusses achievements in all-solid-state UV lasers. Prospects 

of applications in microelectronic and optoelectronic manufacturing are discussed and examples of 

micromachining are presented. 

Part of the SPIE Conference on Laser Applications in Microelectronic and Optoelectronic 
Manufacturing IV • San Jose. California • January 1999 
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2.   LASER OSCILLATOR 

Fig. 1 depicts a schematic outline of a diode-pumped Nd:YAG laser that is commercially available as 

the Lambda StarLine and meanwhile well established in applications in science and industry [1, 2]. The 

laser oscillator is a hermetically sealed-off electro-optic Q-switched diode-pumped Nd:YAG laser with 

stable resonator. The laser rod is side-pumped by 100 W average power quasi-cw laser diode bars with 

25% duty-cycle. An advanced imaging arrangement of the diode-bars into the Nd:YAG rod has been 

developed. Optimum overlap of the pumped gain volume and the transverse fundamental mode of the 

resonator is obtained while thermal distortions are minimized. 

Folding 
Mirror 

# 

Sealed-off Resonator 

Outcoupling    Polarizer  Q-              Pump-Diodes    X/4-plate        HR 
Mirror Switch | ., . Mirror 

-EEB" 
Laser rod ■B-~**- 

o Beamdump 1 

VB ■ED—-E 

*~ 

■?■ 

355 nm output 

Folding    Telescope SHG-Unit     THG-Unit Beam Beamdump 2 
Mirror Separator    1064 nm + 532 nm I 

Fig. 1 Diode-pumped Nd:YAG laser oscillator - schematic view. 

Additionally, the use of a quarter wave-plate and the electro-optical Q-switch on opposite sides of the 

laser rod results in a twisted-mode arrangement which provides significant advantages. Spatial hole 

burning is prevented and the quarter-wave plate compensates for thermally induced birefringence. 

In the following we present first results of the next generation prototype system. The output beam of 

more than 10 W for operation in a range of PRF between 1 Hz and 7 kHz is nearly diffraction limited 

(M2 < 1.1). The fast rise-time of the electro-optical Q-switch in combination with the high laser gain 
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results in a pulse duration of less than 10 ns at 1 kHz PRF. At 5 kHz a pulse length below 28 ns is 

achieved. Extraordinary beam quality, high intensity and short puls length qualify this system for 

efficient external generation of harmonics. 

For a variety of applications it is desirable to adjust the pulse energy without changing other beam 

parameters such as spatial beam profile and divergence. Furthermore, it is often necessary to vary the 

pulse repetition rate depending on the specific process. The resonator design and software meet these 

requirements. The laser output power can be continuously adjusted between 50% and 100% without 

changes in mode quality. The repetition rate can be varied to any integer value between 1 Hz and 7 kHz 

without affecting mode quality. 

Fig. 2 illustrates the performance of the laser between 300 Hz and 7 kHz repetition rate. At 

5 kHz more than 11.5 W of average power (pulse energy > 2.4 mJ) are obtained at 1064 nm with 

excellent beam quality (M2 < 1.1, demonstrated in fig.3). A shorter resonator has been developed to 

reduce the pulse length. At 1 kHz the system generates 10 ns pulses and even at 5 kHz the pulse length 

is less than 28 ns. This is of particular importance for efficient external harmonic generation and for 

special high peak power applications. 

Fig. 2 Average output power at 1064 nm versus pulse repetition frequency. 
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Fig. 3 Beam profile of laser at 1064 nm, running at 5 kHz. 

The excellent energy stability for different pulse repetition frequencies from 1 Hz to 5 kHz is illustrated 

in Fig. 4. 

1000       2000       3000       4000       5000 
Repetition Frequency / Hz 

Fig. 4 Pulse energy fluctuations (standard deviation) at 1064 nm using different pulse repetition 

frequencies. 
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3.   HARMONICS GENERATION 

The demands of specific applications and materials require different laser wavelengths for optimum 

results. Additionally, shorter wavelengths provide higher spatial resolution and may be preferred 

therefore. The laser has been tested with SHG (532 nm) ,THG (355 nm) and 4HG (266 nm). This 

paragraph summarizes some main results on frequency conversion. 

Superior beam quality and pulse energies are the key to highly efficient external harmonic generation, 

even at pulse repetition frequencies up to 7 kHz. External conversion schemes have the advantage of 

higher stability as they do not affect the fundamental frequency of the laser. Therefore then, the 

stability of the harmonic output is superior to that of intracavity frequency conversion schemes. 

Additionally, it is much easier to switch between different wavelength if requested. 

Frequency tripling is performed in two consecutive doubling / mixing crystals. Fourth harmonic 

generation is performed by frequency- doubling of the 532 nm radiation using a proprietary second 

frequency converter [3]. At 5 kHz PRF the laser delivers average powers well above 11.5 W at 1064 

nm, 6 W at 532 nm, 5 W at 355 nm and almost 2.5 W at 266 nm. Fig. 5 depicts the dependence of the 

harmonics' average power on the average power of the fundamental wave. 
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At 7 kHz PRF the system produced 4.7 W in the second harmonic (532 nm) using 11.4 W in the 

fundamental wave (1064 nm) with a corresponding pulse length of 30 ns for the SHG (32 ns at 1064 

nm). 

Generating the third harmonic with this laser system the beam quality is absolutely excellent. As shown 

in Fig. 6. the beam quality is measured as to M <1 .1. 

Fig. 6 Beam profile of the 355 nm beam and cross-section with Gaussian fit. 

4.   PROMISING APPLICATIONS IN MANUFACTURING 

The unmatched performance as reported above opens new prospects for the application of diode- 

pumped solid state lasers in manufacturing. Besides obvious applications in nonlinear optical processes 

for diagnostic studies, material processing itself benefits from the average power levels available, the 

beam quality and the intensity in the UV. Typical applications are hole drilling and manufacturing of 
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three dimensional structures. Figure 7. shows an example of a three dimensional structure of 1.5 mm 

depth, manufactured by using Lambda Physik's StarLine at 532 nm, running at 1 kHz. 

^■eatvi 

Fig. 7 three dimensional pyramid in TSM 30, 532 nm. Source ILT Aachen. 

5. CONCLUSIONS 

We have developed a diode-pumped laser system that is operating at pulse repetition frequencies from 

1 Hz to 7 kHz. At 5 kHz PRF the laser delivers average powers well above 11.5 W at 1064 nm, 6 W at 

532 nm, 5 W at 355 nm, and almost 2.5 W at 266 nm. Laser parameters such as pulse duration, 

average power and energy stability are investigated. 

Prospects of applications in microelectronic and optoelectronic manufacturing have been discussed. 

Beam quality is better than M2 = 1.1 and so forth excellently suitable for micro-machining applications 

generating smaller spot sizes. An example on micro machining structures has been shown. 
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ABSTRACT 

Mask based structuring in excimer laser applications is costly if masks with a small ratio of the hole pattern area compared 
to the whole illuminated area are used. In this case, the major part of the laser beam is reflected or absorbed at the mask. 
The herein presented system shapes the reflected part of the beam and guides it onto the mask again. This principle has been 
realized for up to eight irradiations of the mask. In order to achieve high quality ablation results both the beam divergence 
as well as the homogeneity play an important role. Therefore, a special homogenizer was developped which converts the 
excimer laser beam efficiently into a flat-top profile with negligible influence on the beam quality. The achieved optical 
resolution keeps within 2um and the homogeneity is sufficent to achieve nearly the same structure quality over the entire 
image field. Providing that the transmitting areas of the mask do not exceed a few per cent of the total irradiated area, an 
efficiency enhancement by more than a factor of five was achieved for eight mask irradiation passes compared to a single 
irradiation. 

Keywords: Micro machining, structuring of polyimides, excimer laser ablation, homogenizer, efficiency enhancement 

1. INTRODUCTION 

Excimer lasers are suitable for structuring different polymers, e.g. polyimides, which are used in electronics industry. The 
typical properties of excimer lasers, e.g. the pulse duration in the order of nanoseconds and the short wavelength, in 
combination with the material properties of polymers, e.g. short absorption length and low thermal diffusivity, allow to 
generate high precission structures with a well controlled depth. 

Due to the poor beam quality of the excimer laser usually a mask projection technique is employed. On the one hand, the 
result of the ablation is determined by the quality of the optical components which are used for the projection and on the 
other hand it is highly dependent on the homogeneity of the mask irradiation. One method to generate homogeneity in the 
plane of the mask is to cut off the inhomogeneous sections of the beam's cross-section with an aperture. Another possibilty 
is to employ a so-called homogenizer to obtain a large homogeneous part of the beam profile. In the first case, the 
efficiency is drastically reduced due to the usually large fraction of the cross-sectional area that is cut away and thereby 
absorbed or reflected at the aperture. In the second case, a homogeneous beam profile can only be achieved in one single 
plane and the beam quality is usually worse compared to that of the original laser beam. The poor beam quality after 
homogenization requires top quality projection lenses to achieve structures without the influence of optical abberations. 
From an optical point of view this method ensures structure resolutions down to a sub urn scale. 

If the strucure density is low compared to the entire irradiated area of the mask, the overall efficiency of the system is poor 
even if a homogenized beam is used. In order to increase the efficiency of the process, a system was developed at the IFSW 
which consists of an excimer laser, a new homogenizer concept, and an arrangement of mirrors and lenses that allows to use 
that part of the laser beam which is reflected at the mask to irradiate the mask several times. 
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2. SYSTEM LAYOUT 

In order to explain the function of each component as well as their interaction, an overall view of the system is presented in 
Fig 1 An excimer laser (Lambda 4000) operating with KrF at 248nm serves as laser beam source. In many systems the 
laser beam is shaped by two telescopes consisting of pairs of cylindrical lenses in order to achieve a beam with a square 
cross-section to be sent into a conventional flye-eye homogenizer1. In contrast to that, in the presented system the 
homogenizer is adapted to the output beam of the excimer laser and consequently the telescopes are located after the 
homogenizer and are used to adapt the cross-section and the divergence angle of the homogenized beam to the mask- 

irradiation system. 

excimer laser homogenizer 

target 

telescopes 
(4 cylindrical lenses)    entrance of the 

irradiation system 

mask 

projection 
optics irradiation system 

Fig. 1 System layout with excimer laser, homogenizer, telescopes, irradiation system, and mask projection 

The irradiation system reshapes that part of the laser beam which is reflected at the mask and guides it back onto the mask 
that can be repeated several times. The actually used set-up generates eight illuminations (shown in detail in Fig. 7). Each 
illumination meets the mask at a slightly different angle of incidence. The largest angle of incidence occunng at the mask 
can be considered as the divergence angle a (see Fig. 1) of the total illumination. This divergence angle a is small enough 
that the mask structures can be imaged onto the target using conventional projection optics. 

3. PRINCIPLE OF A NEW HOMOGENIZER 

The realization of a multi irradiation system with small divergence angles at the mask requires that a homogeneous beam 
profile is maintained over a beam path of several meters. Conventional homogenizers u, however, have a homogeneous 
beam profile only within a range of about 10 mm to 50 mm. Therefore, a homogenizer3 was developed that satisfies the 

required specifications. 

Many excimer lasers have a rectangular beam cross-section with a nearly flat-top profile along the long beam axis. 
Therefore, this beam axis does not need to be altered by the homogenization. Along the short beam axis, however, the 
profile is similar to a Gaussian profile which is to be homogenized. 
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roof mirror 2 

roof mirror 1 

The laser beam is devided by the beam splitter into 
two beams, see Fig. 2. The transmitted beam 
leaves the homogenizer with the original beam 
profile whereas the reflected beam is guided to the 
first roof mirror. It devides the beam in half along 
the long beam axis. Each half beam is reflected 
separately onto the second roof mirror which 
recombines the two beams. The recombined beam 
now has an inverted-shaped Gaussian-like beam 
profile, having its minimal intensity at the center 
and the maxima at the edges. At the back of the 
beam splitter this beam profile is coaxially 
superimposed with the originally transmitted 
beam. The other part of the shaped beam profile, 
that is transmitted through the beam splitter after 
the first round trip, is inverted once more by the 
roof mirrors during the next round trip which leads 
to a Gaussian-like profile similar to the original 
one. For further round trips the beams leaving the 
homogenizer alternate between an inverted 
Gaussian and a Gaussian profile. After four round 
trips 90 % of the pulse energy has left the 
homogenizer. Due to the short beam paths a 
prolongation of the pulse width can not be observed 
(see Fig. 3). 

When an adequate transmission ratio of the beam 
splitter  is  chosen  the  beams  which   leave  the 
homogenizer after several round trips add up to a 
homogeneous beam profile. Fig. 4 shows the beam 
profiles    at    different    distances    behind    the 

homogenizer in comparison to the beam profile at the laser output. The beam profiles measured in the distances of 500 mm 
and 2500 mm resemble each other. The slightly change of the shape is caused by the divergence of the laser. The measured 
beam parmeter product of the homogenized laser beam is nearly equal to the original beam. 

Fig. 2 Principle of the homogenizer and beam profiles for the first round 
trip 
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Fig. 3 Pulselength of the input beam and the homogenized beam 
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laser Lambda 4000 
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Fig. 4 Original beam profile and homogenized beam profiles at the distances of 500 mm and 2500 mm behind the homogenizer 
with area A, t (framed white) wherein all energy densities amount to more than 10 % of the maximal energy density and 
area Aj9 (central white area) wherein all energy densities amount to more than 90 % of the maximal energy density (the 
beam profiles are cut off on the left and right side by the camera chip) 
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The homogeneity can be characterized according to the ISO 13964 standard1 by the edge steepness and the plateau 
uniformity. The plateau uniformity can be illustrated by the statistical energy density distribution of the spatially resolved 
energy densities of the entire beam profile. That means that the cross-section of the beam is devided into small cells (here 
240x240 according to the pixels of the camera frame grabber which was used for the measurement) and all cells with an 
energy density within a certain interval are counted. These numbers of pixels can be assigned to the mean energy density of 
each interval. The numbers of pixels for each energy densitiy included in the beam profiles measured at distances of 
500 mm and 2500 mm behind the homogenizer are displayed in Fig. 5. The FWHM of the peak short below the maximum 
energy density is characteristic for the homogeneity of the measured beam profile. The plateau uniformity which is defined 
as 

AHFWHM 
uP=- 

**ma: 
(l) 

amounts to 5,0 % at the distance of 500 mm and to 11.1 % at the distance of 2500 mm. Both values are limited by the 
inhomogeneities along the long beam axis which was not affected by the homogenization. For an optimal top-hat profile the 
plateau uniformity Up approaches 0. The results depend in detail on the shape of the input beam profile and hence of the 
laser. The other criterium, the edge steepness s, is defined as the normalized difference between the area A0, (framed white 
in Fig. 4) wherein all energy densities amount more than 10 % of the maximum intensity and area A09 (central white area in 
Fig. 4) wherein all energy densities amounts at above 90 % of the maximal intensity. Equation (2) shows that an optimal 
top-hat profiles approaches 0. 

. Aft;- A09 

An 
(2) 

The measured edge steepness at the distance of 500 mm amounts to 0.67 and to 0.82 at the distance of 2500 mm. 
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Fig. 5  Statistically spatialy resolved energy density distribution of the homogenized beam profiles measured at the distances 
500 mm and 2500 mm behind the homogenizer 

Many other types of homogenizers have apertures determined by the homogenizing system itself, e.g. microlens-arrays or 
prisms, which usually cut off the inhomogeneities of the beam and decrease the efficiency of the homogenizer. But the ISO 
standard cited above does not take into account the efficiency of the homogenization. Note that all beam profiles are 
displayed without cutting off parts of the beam profile by using an aperture. The total efficiency of the presented 
homogenizer that means output devided by the input power depends on the shape of the input profile and ranges in the scale 
between 75 % to 95 %. 

This homogenizer cannot be easily compared to flye-eye homogenizers which achieve a plateau uniformity of 2.5% and a 
edge steepness of 0.1. It has to be taken into account that the efficiency of those systems depend on the demagnification 
which is used for the mask projection due to the high divergence angles which usually occur in the mask plane. 
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The presented homogenizer may be usefull for many other applications beside the presented multi-irradiation concept due 
to the sum of the properties. The most advantage, the low beam parameter product after homogenization, makes the 
presented homogenizer particularly well suited for set-ups employing a mask projection with a high demagnification. 

By choosing the transmittance of the beam splitter, the energy density distribution of the output beam can be controlled. 
The use of a mirror, for example, would lead to an inverted Gaussian profile. In the system presented in this paper the 
output beam profile is adapted to the needs of the multi-irradiation system. 

4. EFFICIENCY INCREASE USING MULTIPLE IRRADIATIONS 

The basic idea of the multi-irradiation system4 is to capture the part of the beam which is reflected at the mask, to shape it, 
and to guide it back onto the mask. In order to achieve a high structure quality on the target and a large depth of focus a low 
divergence of the total irradiation at the mask is required. The beam quality provided by the homgenizer plays an essential 
role for the divergence angles at the target. Other multi-irradiation systems5,6,7 suffer from high divergence angles at the 
target due to the chosen design of homogenization or beam superpositioning at the mask. Some of these systems may be 
useful for laser marking but their use may be problematic for laser structuring due to the small depth of focus at the target. 
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The homogenized laser beam is shaped by the 
telescopes (see Fig. 1) such that a focus Fl (having the 
cross-section of 14 mm x 2 mm as will be shown at the 
end of this chapter, see also Fig. 9) occurs in the mirror 
plane at the entrance of the irradiation system (see Fig. 
6). The focal length of the condensor lens 1 is equal to 
the distance between the mask and the mirror plane, 
and, consequently, the divergent ray pencil of each 
irradiation which passes through the mask is 
collimated. Condensor lens 2, located directly behind 
the mask, focuses each ray pencil into the focus plane 
of the projection lens such that a telecentric projection 
is achieved. The projection lens images the mask onto 
the work piece with a demagnification by a factor of 
four. 

The part of the laser beam which is reflected at the 
mask is refocused by condensor lens 1 into the mirror 
plane which means an imaging of Fl to FT. A small 
inclination of a = 25 mrad of the incoming laser beam 
with respect to the normal of the mask and the distance 
of 1000 mm between mirror plane and mask plane 
allow the incoming beam to be separated from the 
reflected beam. A flat mirror reflects the beam to 
cylindrical lens 1 which shapes the beam for the 
successive irradiation. The following mirror guides the 
beam onto the mask again. 

Fig. 6 Principle of the multi irradiation system 
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In order to achieve eight irradiations with the low divergence angle a = 25 mrad at the mask, a three dimensional packing 
of the optical components for the mirror arrangement has been realized (see Fig. 7). The laser beam is focused through the 
entrance of the irradiation system and irradiates the mask for the first time. After reflection at the mask and focusing by 
condensor lens 1, as described above, mirror 1 guides the reflected part of the laser beam to the cylindrical lens 1 which 
shapes the beam. Via mirror 2 the beam is directed onto the mask for the second irradiation. The reflected part of the laser 
beam is guided to the cylindrical lens 2 by mirror 3, consequently by means of mirror 4 the third irradiation is generated. 
Mirror 5 guides the reflected beam through the cylindrical lens 3 to mirror 6 in order to realize the fourth irradiation. The 
focusing mirror 7 reflects the laser beam onto itself such that the whole beam path is reversed. When at least the laser beam 
leaves the mirror arrangement, the mask has been irradiated eight times. The cylindrical lenses 1 and 3 have to be inclined 
to account for the orientation of the long beam axis, which occurs when the asticmatic laser beam is guided three- 
dimensionally by the mirrors 1,2 and 5,6. 

laser beam 
from the telescopes 
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cylindrical lens 1 

focusing 
mirror 7 

mirror 5 

cylindrical lens 3 

cylindrical lens 2 
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laser beams from/to the mask 
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Fig. 7 Left: Three-dimensional scheme of the optical elements in the mirror plane, right: design of the arrangement of the mirror 
plane (viewed from the mask in direction to the mirror plane) 

irradiation number 

2 3 
Due to the arrangement of the mirrors, the beam cross-section on the mask turns 90° 

12 3 4     during consecutive illuminations (see Fig. 8). Therefore, the system was optimized 
    ^_^  ^_>^  .    for a square cross-section at the mask which is illuminated full sized. The turning of 
|G|(»| QIC^IOICM^ I    ^ laser beam on ^ mask leads t0 m additional homogenization of  the total 

irradiation. 
Fig. 8 Irradiation of the mask 

The cross-sections of the laser beam cannot be calculated in detail using ray optics presented in Fig. 6 due to the different 
beam parameter products of the laser axes. Therefore, in Fig. 9 the calculated cross-sections of the irradiation system are 
presented unwrapped along the beam propagation. Due to the beam parameter product of the homogenized beam which is 
nearly the one of the original laser beam, the beam cross-sections are calculated using the ABCD-formalism8'9 for four mask 
irradiations. The inclination of the mask is neglected and the calculated result is optimized for a cross-section of 15 mm x 
15 mm square in the mask plane in respect to the properties of the projection lens. Depending on the aperture of the 
projection lens and in combination with the required energy density on the target larger or smaller irradiation fields can be 
realized. The cylindrical lens in the mirror plane images the mask upon itsself along the long beam axis to correct for its bad 
beam quality. Along the short axis the beam propagates freely without imaging and reaches the required size at the mask. In 
principal it is possible to image the short beam axes upon itsself, too. But it should be taken into account that the parts of 
the laser beam which fall on transmittive areas of the mask cover no energy. If for the successive irradiations those parts are 
imaged onto transmittive parts of the mask, no efficiency enhancement will occur. By choosing a free-space propagation 
along the short beam axis, as was done in this case, the intensity structures of the mask vanish in the reflected beam. 
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Fig. 9 Unwrapped presentation of the beam propagation for four illuminations of the mask. 
Along its short axis the laser beam is propagated freely between each illumination 
while along the long axis a cylindrical lens is used for imaging the mask upon itself 

Therefore, an efficiency 
enhancement is ensured. 

It can also be seen in Fig. 9 
that the focal cross-sections 
on the surface of the 
cylindrical lenses in the mirror 
plane are rectangular having a 
size of 14 mm x 2 mm. The 
combination of demagnifi- 
cation (here 1:4), eight mask 
irradiations, and the common 
energy density used for 
structuring polyimides which 
ranges usually between 
0.5 J/cm2 and 2.5 J/cm2 leads 
to a maximal energy density 
of 20 mJ/cm2 on the surface of 
the cylindrical lenses. The 
threshold of destruction of the 
optical components and 
coatings is higher by at least a 
factor of ten. 

5. EFFICIENCY AND OPTICAL RESOLUTION 

Considering the losses of the optical components the theoretical efficiency of this system amounts to a factor of 6.2 for a 
structure density of 1 % on the mask. Experiments show that an efficiency increase of 5.5 can be achieved easily. With high 
precision adjustment a further improvement is possible and a maximum efficiency of 5.8 was obtained. 

The efficiency increase can be also seen at the area 
below the temporal power distribution for eight 
irradiations (see Fig. 10). Due to the distance of 
1000 mm between the mask plane and the mirror plane 
the time between two successive irradiations extends up 
to 6.6 ns. Therefore, the efficiency enhancement can be 
separated in an enhancement of the pulse peak power by 
a factor of 4 and a theoretical prolongation of the puls 
duration by 46 ns. 

After four irradiations the puls peak power increases 
underproportionally with respect to the number of 
irradiations. For each successive illumination the laser 
pulse is prolonged. An effect of the pulse prolongation 
on the quality of the laser induced structures, therefore, 
may  be   suspected.   Within   the  time   scale   in   the 
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Fig. 10 Puls duration in dependence of the number of illuminations 

performed experiments no effects have been observed. 
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Furthermore, two other features of the irradiation system could influence the quality of the ablated structures. On the one 
hand, neither the projection lens nor the target are irradiated perpendicularly (see Fig. 6 and Fig. 7) since the mirror 
arrangement leads to an inclination of the irradiation directions. On the other hand, in contrast to common systems, the 
placement of the condensor lens 2 (see Fig. 6) between the mask and the projection lens is determined by the system 
principle, and this may have a negative influence on the quality of the projection. In order to examine the influences of 
these features the optical resolution over the entire image field was measured in detail. In doing this, a mask containing 
lines of various widths and different line spacings was imaged onto the surface of the target. The ablation result diplayed in 
Fig. 11 does not show any effects of optical abberations at a structure size of 2 um which is the maximal optical resolution 
of the employed projection lens. The demagnification amounts to 1:4, the Numerical Aperture (NA) at the working piece is 
0.1, and the pulse length (FWHM) is 80 ns. These structures were obtained with 0.3 J/cm2 at the target and 30 pulses in 
polyimide. The laser-manufactured structures match the structures of the mask exactly. 
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Fig. 11 Optical resolution achieved on polyimide after 30 pulses with H=0.3J/cm2 using the mirror arrangement of Fig. 7 

6. ABLATION RESULTS 

The efficiency and the quality of the laser produced structures depend essentially on the homogeneity achieved by the entire 
system. In order to examine the homogeneity, a mask with 9x9 holes was used for drilling 81 holes within an image field of 
3.8 mm x 3.8 mm (see Fig. 12). 
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Fig. 12 Test matrix with 9x9 holes drilled in polyimide, H = 0.5 J/cm2,390 pulses 
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The structure density on the mask was 1.3 % of the entire irradiated area. Taking into account all losses at optical 
components the required energy for the whole structure amounts to 34 mJ per pulse. For drilling the test matrix without the 
irradiation system an energy of 187 mJ would be required. The light-coloured structures around the holes consist of ablation 
products which are deposited on the surface of the target, they can easily be removed. 

upper row lower row 

hole number 

Fig. 13 Hole matrix diameters along the diagonal of the matrix 

Along the vertical direction the mask was not fully 
illuminated by the irradiations, consequently, the upper 
and lower rows of holes do not have the same quality as 
the rest of the holes. This can also be seen in Fig. 13 
where the hole diameters along the diagonal of the 
matrix are shown. The front diameters vary only within 
the range of the measurment accuracy of the equipment 
used. The missing energy density at the upper and lower 
rows of the matrix can be recognized considering the 
hole diameters on the rear of the sample. These rows 
show a quite small rear diameter. For an energy density 
of 0.5 J/cm2 in the homogeneous field the corresponding 
wall angles are 12.9° ± 1.6 °. For higher energy 
densities of 0.7 J/cm2 and 1 J/cm2 the wall angles amount 
to 9.4 ° + 1.6 °. Choosing other energy densities and 
demagnifications allows to influence both the wall 
angles as well as the size of the hole diameter10. 

The overall hole geometry may not satisfy the required quality for e.g. ink jet printers but is sufficient for many other 
applications. The quality of a single hole of the matrix with respect to the described limits is shown in Fig. 14. The cross- 
section on the right hand side of Fig. 14 is not exactly through the middle of the hole. However, it can be seen that the hole 
is perpendicular and the difference between the minimal and maximal front diameters varies within the scale of the 
measurement accuracy. Similar properties can be observed at the back of the target. 
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Fig. 14 Hole quality of a single hole of the test matrix in PI, H = 0.7 J/cm2,390 pulses 
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7. SUMMARY 

In this contribution a system is presented which increases the efficiency of mask based laser ablation using multiple 
irradiations of the mask. The increase in efficiency is based on a mirror arrangement which guides that part of the laser 
beam that is reflected at the mask back onto the mask again. A specially developed homogenizer which does not influence 
the beam quality of the laser beam ensures small divergence angles and a good beam quality for projection. The presented 
homogenizer is charcterized according to ISO 13694. The achieved optical resolution of the entire system was below 2 urn 
corresponding to the resolution limit of the projection optics used. This system was applied to structuring hole matrices as 
well as lines and spaces. The homogeneity of the total irradiation of the mask is sufficent to achieve nearly the same 
structure quality over the entire image field. Providing that the transmitting areas of the mask do not exceed a few per cent 
of the total area, an efficiency enhancement by more than factor five was achieved for eight mask irradiation passes 
compared to a single irradiation. 
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Microstructuring with 157 nm laser light 
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ABSTRACT 

The use of fluorine (F2) lasers, emitting at 157 nm, offers new possibilities for key applications 
demanding very high resolution (e.g. microlithography for chip production) and/or higher photon energy 
to expand the laser-processable material spectrum (e.g. nanotechnology). Promising results have been 
achieved using F2 lasers at 157 nm for micromachining of various materials that are very difficult to 
process at other laser wavelengths. 

This paper reports about new F2 laser source developments and their efficiency in processing 
Teflon®/Polytetrafluoroethylene (PTFE) and fused silica under moderate, uniform illumination 
conditions. Ablation rates and threshold parameters have been investigated. Scanning electron 
micrographs of the produced microstructures are presented. 

Keywords: Excimer Laser, Flourine, F2, 157nm, Microlithography, Nanotechnology, Micromachining, Teflon, Quartz, 
Fused silica, Diffractive optics 

1.   INTRODUCTION 

Excimer laser sources working at 308 nm, 248 nm and 193 nm are established tools for high precision 
micromachining of materials such as polymers, ceramics and glass. The combination of unique features, 
such as a short wavelength and a high peak power, have established excimer lasers as the tool of choice 
in many different manufacturing applications, such as microlithography, microstructuring, surface 
modification and marking.1"3 

However, there is a strong interest to achieve shorter wavelengths to yield higher resolution and higher 
photon energy. The next step will be commercially available F2 lasers operating at a wavelength of 
157 nm. Recently, a study was published using 157 nm laser exposure in optical microlithography to 
achieve a line resolution of 80 nm.4 On the other hand, applying direct laser structuring, many refractory 
and high band-gap materials (such as PTFE, silicon, fused silica, and silicone polymers) require a 
shorter wavelength for effective ablation. Therefore the interest in the 157 nm laser output with a photon 
energy as high as 7.9 eV is strongly increasing. 

2. DEVELOPMENT OF F2 LASER SOURCES 

Although the F2 laser has many similarities to the excimer laser, the mechanism of the emission is 
distinctly different.5 In an excimer laser, emission occurs when a loosely-bound, excited-state dimer 
undergoes a radiative transition to an unbound or weakly bound lower state. The exciplex ArF* decays, 
for example, to atomic Argon and Fluorine (Ar + F). In contrast, F2 laser emission occurs in a transition 
between two bounded states, resulting in a much lower bandwidth. The natural emission spectrum of the 
fluorine laser shows two lines (157.5233 nm and 157.6299 nm, respectively) with individual line 
bandwidths of about 10 pm. 
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Industrial applications require F2 laser sources with high performance, reliability and efficiency. Since 
cost of ownership is a major criteria, lifetime of the laser tube, laser gas and optical components are 
crucial factors, especially for F2 lasers. The shorter the laser wavelength, the stronger its interaction with 
matter, from the internal laser tube surfaces to all optical materials encountering the 157 nm radiation. 
Therefore we developed, based on our NovaTube® metal ceramic technology,1 a special laser series for 
157 nm radiation: the LPF™ 100 and LPF™200 laser series. These lasers deliver the shortest 
commercially available laser wavelength and offer the state-of-the-art in Deep UV (DUV) laser 
technology. With pulse energies exceeding 25 mJ, repetition rates of 300 Hz, and output power greater 
5 W, the LPF laser series creates new fields of application studies. 

In our R&D laboratories we have developed F2 laser prototypes with 25 W average output power and 
pulse repetition rates of 1000 Hz. The three graphs in figure 1 represent the average output power versus 
repetition rate. There are two individual laser lines with corresponding output power (157.523 and 
157.629 nm). The top graph is result of the broadband emission spectrum (both lines without selection). 
Figure 2 demonstrates the output power as a function of repetition rate to 1 kHz (broadband). An energy 
of 17 mJ per pulse is reached at the maximum repetition rate. 
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Figure 1:    Output power of prototype F2 laser 
(157 nm) running at 600 Hz 

Figure 2:    Output power of prototype F2 laser 
(157 nm) running at 1000 Hz 

3.   EXPERIMENTAL SETUP FOR APPLICATION STUDY 

A Lambda Physik fluorine laser LPF 210, incorporating NovaTube® technology and Magnetic Switch 
Control (MSC®) was used to produce 157 nm pulsed laser output. NovaTube technology, a complete 
metal/ceramic laser tube design, assembled under clean room conditions, greatly extends gas lifetimes, 
optics cleaning intervals, and component lifetimes. The MSC protects the electrical circuitry from 
reversal currents of the plasma discharge. The rear resonator mirror was a dielectrically coated, normal- 
incidence, high-reflection MgF2 flat optic. The laser produced pulse energies in excess of 30 mJ, a beam 
profile of 8 mm by 23 mm and a pulse length of 18 ns. All experiments were run at a repetition rate of 
50 Hz. 
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Figure 3 shows a schematic of the experimental layout including laser, focusing optics, contact-mask 
and substrate. The samples were placed within a 1.5 m distance of the laser and were machined either in 
the focal point or using a contact mask. Due to the absorption of oxygen at 157 ran, the complete optical 
beam path from the laser output-coupler to the sample was enclosed and purged with helium. The laser 
is equipped with a purge gas connection, check valve, and purge tube leading out of the laser housing. 
The remaining purge system consisted of a polycarbonate tube and a flexible plastic enclosure. 

LPX 21 Oi Excimer Laser 

He Purge \ 
Purged Adapter for 
157nm Operation 

Computer Controlled 
Purged Housing Stages 

A- 
HR157nm 
(Dielectric) 

Output Coupler 

Polycarbonate Tube Spherical or Cylindrical 
Lens Mask 

Substrate 

Figure 3: Schematic of the experimental setup. 

A contact mask setup allowed for quick, space efficient, and reliable adjustment of the fluence delivered 
to the substrate. All experiments using a contact mask were completed with a flat rear-mirror and flat 
output-coupler for the laser resonator. Focal point machining was either done with the flat/flat resonator 
configuration or an unstable-resonator configuration. The unstable-resonator configuration consisted of 
a flat rear-mirror and a meniscus output-coupler. 

The contact mask as well as focal point machining setups focused the beam with a 50.6 mm focal length, 
biconvex, A./10, MgF2, spherical lens. Line features were produced by positioning substrates at the line 
focus of a 62.1 mm focal length, plano-convex, A/2, MgF2, cylindrical lens. Substrates were positioned 
axially with a 0.25 urn resolution, Aerotec ATS 100 positioning stage. The sample was translated 
laterally with another ATS 100 and an Aerotec AVSO 100 stage. 

4.   RESULTS 

4.1.        Ablation rate 
The use of a contact mask permitted a simple approach to characterize the ablation rates and threshold 
levels. The fluence was easily adjusted by varying the distance between the lens and substrate and 
determined by measuring the energy throughput of a known aperture area. A contact mask with a hole 
diameter of 400 urn yielded an ablation rate for PTFE of 0.47 urn/pulse at a fluence of 1.4 J/cm2. The 
ablation rate for fused silica was determined in a similar way to be 0.15 urn/pulse at a fluence of 
2.0 J/cm2. 
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4.2.       Resulting Geometry 
A sheet of PTFE (0.52 mm thickness) was placed before the focal point of a spherical lens with a focal 
length of 50.6 mm to increase the fluence delivered to the substrate to 1.4 J/cm2. A mask with an array 
of 300 um diameter apertures on 600 urn center distance, was placed directly in front of the sample. The 
mask and sample were scanned across the beam-waist (788 um diameter) to produce a 1 cm by 0.5 cm 
array of holes. The holes produced had a sharp edge quality, minimal taper angle, and clean exit 
(Figure 4). This sample had no surface preparation and no post process modification of any kind. 

Upot Magn      Del  WU   txp 
IV     3 0     80« SF      11.fi   1 Lasftr dritfod Tofkm 

ce.V   Spot Magn     Do«  WD   Exp 
LOO kV 4.0    MOx MIX    IKK   1 

Figure 4:    Front view of a Teflon/PTFE sample, machined before the focal point of a biconcave lens 
(f = 50.6 mm) using a contact mask 

In another setup, fused silica was focal point machined with a spherical lens (f=50.6 mm). The central 
portion of the raw beam was selected by placing a round aperture (0=5 mm) directly at the output of the 
unstable resonator configured laser. Grooves of 25 urn were cut in a pattern of concentric circles to 
produce a crude, Fresnel-type lens (Figure 5). 

Micromachining    of   fused    silica    opens   up   T 
interesting possibilities for producing direct-write, 
rapid prototype, diffractive optics.    Clearly the 
F2 laser  could  be  used  to  produce  diffractive 
optical elements. 

.V   Spot Magn     Dot  WO   Exp    I 1   200 um 
JOkVS.O   9Sx SSE 20,1  30       Wot 2.2 Ton 

Figure 5:    Focal point scribing of concentric 
circles in fused silica with an unstable 
flat/convex resonator to simulate a 
Fresnel lens. 
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5.   CONCLUSION 

The use of F2 lasers, emitting at 157 nm, will allow an essential further step towards higher resolution in 
DUV microlithography and in material processing by direct laser ablation. The high photon energy 
expands the spectrum of processable materials and allows more efficient material removal. 
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ABSTRACT 

In-situ excimer laser irradiation to growing films is expected to progress the surface reaction i.e. oxidation and surface 
migration of adatoms. This method therefore will be adequate for the low temperature formation of oxide semiconductor 
films showing a wide band energy gap. We studied the effect of in-situ excimer laser irradiation on the electron beam(EB) 
deposited Indium-Tin-Oxide(ITO) films and evaluated the electrical and optical properties. The ITO films deposited 
without laser irradiation at room temperature were opaque and had an amorphous structure, and its resistivity was higher 
than 0.04Hem On the other hand, the ITO films deposited with in-situ laser irradiation at room temperature showed good 
transparency and electric properties. The low resistivity, smaller than 9 X lO^Hcm, and high transparency, more than 90%, 
were achieved simultaneously at room temperature. The films crystallized with in-situ laser irradiation had a cubic 
crystalline structure. The Hall mobility and carrier density of the ITO film were 12 cm2 / Vs and 5.5 X 1022 cm" 
3 .respectively. These results suggested that the in-situ excimer laser irradiation progressed the surface oxidation and 
eliminated the unstable adatoms on the surface of growing ITO films. 

Keywords: Indium Tin Oxide, Thin film, Excimer laser, EB deposition, resistivity, transparency 

1. INTRODUCTION 

The band gap energy of oxide semiconductors, such as an Indium-Tin-Oxide (ITO), 3.7eV, is smaller than the photon 
energy of ultraviolet light, ~5eV. Therefore, when oxide semiconductors are irradiated with UV light, the materials will be 
activated electrically and electron-hole pairs will generate ''. Such electrical activation in materials surface is expected to 
give the selective desorption of adatoms that exist at surface defects and also promote oxide reactions '-. 
ITO films of transparent conductive oxides are highly degenerated wide gap semiconductors with high conductivity and 
high transparency in the visible region of the spectrum. They are widely used in information displays, such as LCDs. ITO 
films is usually deposited at the substrate temperature of 350~400t: by the sputtering method2: The films used for STN 
type color LCD are required to be deposited on a resin film substrate with the substrate temperature lower than 200^ and 
have low resistivity. 
In this study we examine the formation of ITO films at room temperature (R.T.) by using the excimer laser assisted 
electron- beam(EB) deposition method. The resistivity, transparency and surface morphology of the films were evaluated. 
The effect of laser irradiation on crystallization of EB-deposited ITO films was a special focus of investigation. We made 
crystallographic analysis of ITO films deposited on glass and single crystal plates. 

2. EXPERIMENTAL 

Figure 1 shows a schematic illustration of the excimer laser assisted electron- beam(EB) deposition apparatus. The 
deposition chamber has an EB source at the bottom and a quartz window through which an excimer laser beam (wave 
length: 248nm) was irradiated on a substrate at the incident angle of 45deg. The laser beam was rectangular and 15mmX 
35mm.  The deposition chamber is first evacuated to a vacuum~6 X lOiPa using a conventional oil-diffusion pump system 

* Correspondence: Email: yanrvS)sniri.go.jp; WWW: http://www.sniri.gO.jp/index.lltml; Fax: +81-87-869-3551 
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Fig. 1 A schematic illustration of the excimer 
laser assisted electron- beam(EB) 
deposition apparatus. 

"W" 
Pump -»■ V 

Quartz window 

EB evaporation source 

with a liquid nitrogen trap, and then back-filled with high purity oxygen gas (99.99 mass %) at a pressure of about 0.13Pa. 
In the oxygen atmosphere ITO films were deposited by using EB-evaporation of ln203- 5 masss%Sn02 tablets, and an 
excimer laser beam was simultaneously irradiated on the depositing film. The laser fluence was varied in the range of 0~ 
46mJ/cm2, and the laser repetition rate was a constant of 40Hz. The laser power was obtained by a product of laser fluence 
and repetition rate; 0~ 1.8W/cm2. 

3. RESULTS AND DISCUSSION 

3.1. ITO Films Deposited on Glass Substrates 

Figure 2 shows the electrical properties of the ITO films deposited at the laser fluence of 0~46mJ/cm2 and with the other 
deposition conditions held constant. The resistivity of the films formed without laser assist was 0.040 cm. With increasing 
laser fluence the resistivity of the films first decreased, and reached the minimum value, 9X lO^Ocm, at the laser fluence 
of 22mJ/cm2, and then increased again. The resistivity, p, of semiconductors is known to be inversely proportional to the 
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Fig.2 The electrical properties of the ITO films deposited at the laser fluence of 0~~46mJ/cm2 

419 



product of mobility, /u, and free-carrier density, n,. The measured mobility and free-carrier density showed the maximum 
values at the resistivity reaching the minimum The maximum mobility, /*, and free-carrier density, n, were^ =12cm2/ Vs 
and n= 5.5 X Mfcm3, respectively. 
The typical electrical properties of ITO films formed by the sputtering method (2) at a substrate temperature of 4001 are p 
= 1.3 X 10"4ncm, fi = 43 cm2/ Vs and n= 1X ltf'cm"3. By comparing the properties of both film we find that the carrier 
density is nearly equal, but that our films also have moderate oxygen vacancies and form a sufficient substitutional solution 
ofSn. 
This result suggests that the high resistivity of our film derives from the low mobility of carrier electrons in the films. The 
film grown on a substrate at 400t: is thought to be crystallized under thermally equivalent conditions and so contains 
relatively low point defect density causing a decrease in mobility.  On the other hand, the film grown on a R.T. substrate 
with laser assist will crystallize under non-thermal equivalent condition, and therefore may contain some defects in the films 
that will give centers of scattering for carrier electrons and increase carrier electron mobility. 
This laser assisted EB- deposition process has the potential to produce better electrical properties by further changing the 
deposition parameters. 
Figure 3 shows the transparency of the ITO films deposited at the laser fluence of 0 ~ 46mJ/cm2 and with the other 
deposition conditions held constant. The transparency of the films formed without laser assist was 20%. With increasing 
laser fluence, the transparency of the films increased, reached more than 90% at the laser fluence of larger than 12mJ/cm2 

(laser power is larger than 0.5W/cm2), and then slightly decreased to 80%. The film formed without laser assist is black 
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Fig.3 The transparency of the ITO films deposited at 
the laser fluence of 0~46mJ/cm2 
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Fig.4 X- ray diffraction patterns of the ITO films formed on glass substrates. 
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and opaque, whereas the film formed with laser assist became transparent in the visible region of the spectrum, 400 ~ 
800nm. The color centers based on oxygen vacancies in the films are thought to absorb light and make films opaque \ 
Adequate oxygen vacancies are necessary for ITO films to have high electrical conductivity. However too many vacancies 

make films opaque by increasing absorption of light at color centers. The oxygen vacancies tend to form when the substrate 
temperature is low, such as at R.T., when oxidation reactivity at the film surface will be low. However, in this experiment 
the laser assisted EB- deposition process produced transparent ITO films on a R.T. substrate. This result indicates that the 
laser assist promotes the oxidation reaction at the film surface. 
Figure 4 shows X- ray diffraction patterns of the ITO films formed on glass substrates. The film formed without laser assist 
shows a broadening X- ray diffraction pattern and is therefore thought to be an amorphous structure. The film formed with 
laser assist is a crystalline form of ITO, because the X- ray diffraction peaks coincide with the peaks of an In203 standard 
crystal. Excimer laser irradiation of the EB- deposited film surface changes an amorphous structure to a polycrystalline 
structure. The crystallization of ITO films will decrease the resistivity of the films. By way of explanation, it has been 
mentioned that Sn atoms dissolved in ln203 crystal as substitutional atoms increase free- electron carrier density and 
decrease the scattering centers for carrier electrons *. 
Figure 5 shows the lattice constant of the films estimated from the (111) peak of X- ray diffraction patterns. The solid line 
in this figure shows the lattice constant of an ln203 standard crystal. At the laser fluence of larger than 12mJ/cm2 (laser 
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Fig.6 FE- SEM images of the surface morphology of ITO films formed on glass substrates. 
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power is larger than 0.5W/cm2), the lattice strain of the film is less than 0.1%. This value is smaller than that of the ITO 
films formed by the sputtering method (4), that is 1.0—1.4%, and so our film has a very small lattice strain. The half value 
width of the (111) diffraction peak, 0.25deg., is also relatively small and thus our film is confirmed to have good crystalline 
structure. The X- ray diffraction pattern of the film with laser assist coincides with the diffraction pattern of sintered ITO 
tablet with respect to both peak position, 2 0, and peak ratio. It means that the film has no orientation and has an equiaxial 
polycrystalline structure. 
Figure 6 shows FE- SEM images of the surface morphology of ITO films formed with or without laser assist. The film 
formed without laser assist, Fig6(a), has the smooth and featureless morphology which coincides with an amorphous 
structure. The surface of the films formed with laser assist, Fig6(b), shows both cup-like structures of lOOnm in diameter, 
and a finer structure, leading us to believe that the film grows in a columnar manner. The sputtering method at the 
substrate temperature of 400'Cgives a smoother surface than that obtained in our films 4. In the sputtering process, ion 
species having higher kinetic energy patter the film surface \ The film produced by such pattering has a smoother surface 
and larger lattice strain than our film. 

3.2. ITO Films Formed on Single Crystal Substrates 

As mentioned above, the best properties of resistivity and transparency are obtained at the laser fluence of 22mJ/cm2. By 
using this deposition condition, ITO films were formed on yttrium stabilized zirconia (YSZ) single crystal and magnesium 
oxide (MgO) single crystal plates. X- ray diffraction patterns of these films are shown in Fig.7. The diffraction pattern for 
an YSZ substrate, Fig.7(a), has two large peaks deriving from (002) planes of the YSZ substrate and (004) planes of the ITO 
film. The other peaks are very weak. This result shows that the space between the (002) plates of the substrate is close to 
the space between the (004) planes of the film, and the oriented c- axis of the film is perpendicular to the YSZ substrate. 
On the other hand, the diffraction pattern for a MgO single crystal substrate, Fig.7(b), shows no- orientation and has an 
equiaxial polycrystalline structure the same as the film formed on a glass substrate. 
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Fig.7 X- ray diffraction patterns of the ITO films formed on yttrium stabilized zirconia 
(YSZ) single crystal, (a), and magnesium oxide (MgO) single crystal plates, (b). 
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The misfit strain between YSZ substrate and ITO film is -1.7%, whereas the misfit between MgO substrate and ITO film is 
19.6%. The value of the misfit strain between substrates and films is suggested to influence intensely the growth orientation 
of films. 
Figure 8 shows the pole figure diagram from (222) lattice planes of the c- axis oriented ITO film formed on an YSZ 
substrate.  There are four diffraction peaks from (222) lattice planes of the ITO film, at a = 35deg. and at ß = 90deg. 
intervals, but no other peaks. It is suggested that the film is hetero- epitaxially grown on an YSZ single crystal substrate. In 
the pole figure measurement, the fixed 2 6 angle is set at 30.432deg., which is close to the 2 6 value for (222) planes of ITO 
film, whereas the 26 value for (111) planes of YSZ substrate is 30.56deg. Considering that the half- value width of these 
diffraction peaks is about 0.25deg., the diffraction pattern of the pole figure in Fig.6 is not derived from (111) planes of the 
YSZ substrate, but only from (222) planes of ITO film. 
Figure 9 and 10 shows FE- SEM images of surface and section morphology of ITO films formed on YSZ crystal and glass 
substrates.   The film formed on a YSZ substrate, which is hetero- epitaxially grown, also has a cup-like structure. 
Compared with the surface of the ITO film formed on glass, the cup-like surface of that on YSZ seems to be equal in size 
and also lined up. The half- value width of the diffraction peaks in the pole figure in Fig.8 is about 10%, and therefore this 
wide peak corresponds to the disorder of crystal at the cup-like surface of the film. 
Kamei M. et al 5- report that ITO films are hetero- epitaxially grown on a YSZ single crystal substrate at 200"Cby using 
conventional dc magnetron sputtering apparatus. Taga N. et al& also get the hetero- epitaxially grown ITO films on an YSZ 
single crystal substrate at 300*0 with a conventional EB evaporation method. 
As mentioned above, using excimer laser assisted EB- deposition system we formed the hetero- epitaxially grown ITO film 
on a YSZ single crystal substrate at R.T. for the first time. 

Fig.9 FE-SEM images of surface morphology of the ITO films formed on YSZ (a) andglass(b) substrates. 
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Fig. 10  FE- SEM images of cross section of 
the no film formed on YSZ substrates 

0.1 um 

4. CONCLUSION 

We examined the formation of ITO films at room temperature by using the excimer laser assisted electron- beam(EB) 
deposition method. 
The best resistivity and transparency were obtained for ITO films deposited on R.T. substrates at the laser fluence of 
22mJ/cm2, resistivity, p .mobility, /u, and free-carrier density, n,  being (o=9X10"4ficm , /«=12cm2/Vs and n=5.5X 
lO^cm"3, respectively. The film formed without laser assist is black and opaque, whereas the film formed with laser assist 
is transparent in the visible region of the spectrum, 400~800nm, with transparency higher than 80%. 
The effect of laser irradiation on crystallization of EB-deposited ITO films was a special focus of investigation.   The 
crystallographic analysis of ITO films deposited on glass and single crystal plates was performed.  By using an excimer 
laser assisted EB- deposition method, ITO film was hetero- epitaxially grown on a YSZ single crystal substrate at R.T.. The 
value of the misfit strain between substrates and films is suggested to intensely influence the growth orientation of films. 
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ABSTRACT 

In the recent years, great progress in development of spontaneous UV and VUV sources, radiating on the transitions 
of excimer and exciplex molecules has been achieved. However, practical use of sealed-off excilamps is limited by low 
lifetime of gas mixture. In this paper, stability of output parameters of the excilamps pumped by glow, barrier and capacitive 
discharges is studied and the mechanism of chlorine losses in low pressure halogencontaining excilamps made of quartz is 
determined. 

Key words: glow, barrier and capacitive discharges, ultraviolet, excilamp, lifetime. 

1. INTRODUCTION 

In the recent years, significant progress in development of excilamps is achieved. Excilamps represents relatively new 
subclass of discharge lamps, radiating in the UV and VUV spectral ranges on the transitions of exciplex and excimer 
molecules M. 

Operating parameters of powerful excilamps with different discharge geometry pumped by glow discharges, high- 
pressure volume discharge with UV-preionization and barrier discharge were investigated in our early works '' . Intense 
radiation of Ar2*, Kr2*, Xe2*, ArF*, KrBr*, Cl2, KrCl*, KrF*, Xel*, XeBr*, XeCl*, XeF*, I2 and IBr molecules was 
obtained in rare gases or in rare gas - F2 (CH3Br, Cl2, HC1,12, NF3) mixtures. Excilamps with high spatial uniformity of the 
output and narrow emission line were developed. It was shown that the efficiency of KrCl* exciplex molecules luminescence 
of about 30% can be obtained in a high-voltage glow discharge and positive column of a glow discharge. Output at \~2Tl 
and 308 nm up to 200 W from single excilamp and 500 W from three excilamps operating in parallel was demonstrated. It 
was shown that efficiency of the barrier discharge excilamps pumped by sinusoidal pulses several tens microseconds in 
duration can be sufficiently improved. 

For practical use of the excimer molecules radiation sealed-off excilamps with long lifetime are required. The present 
work is devoted to experimental study of radiation parameters of glow, barrier and capacitive discharges in rare gas - halogen 
mixtures for the purpose to stabilize the excilamp output parameters. 

2. EXPERIMENTAL RESULTS AND DISCUSSION 

2.1. Experimental setup and measurement procedure 

Design of the cylindrical discharge tube is presented in Fig.l(a,b). Inner diameter of the tubes were varied from 1.5 
to 6 cm and its length was up to 55 cm. The gap between ring (Fig. 1(b)) electrodes was varied from 1 to 30 cm. All excilamp 
tubes were made of high quality quartz with the transmittance coefficient in the 200-300 nm spectral region no less than 
80%. 

When investigating glow discharge tubes (Fig. 1(a)) the electrodes and flanges for inlet and evacuation of gases were 
fastened to the tube faces. These electrodes had the cylindrical form with a diameter of 40 mm and were made of stainless 
steel or nickel. Positive potential was applied to the anode from a DC power supply, the cathode was grounded. 
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Two excilamp designs were used in the study of a capacitive discharge. Classical capacitive discharge11 was realized in 
cylindrical tubes with ring electrodes 0.5-10 cm in width placed on the tube walls (Fig.l(b)). Other form of a capacitive 
discharge, which now is very widely used for development of excilamps3'5'12 (so-called "barrier discharge") was realized, 
using a coaxial design (Fig. 1 (c)). With diameter of outer tube 4 cm, the inner gap between tubes was 8 mm, and working 
length coated by solid (1) and perforated (2) electrodes did not exceed 15 cm. The perforated electrode 2 had a transmittance 
of 82 %. 

Let us underline, that capacitive discharge excitation is used both in barrier excilamps and cylindrical excilamps with 
capacitive discharge. However, operating conditions of the excilamps are differ. A barrier discharge lamp is characterized by 
relatively high pressure of working mixture and the discharge itself consists in a number of separate filaments. In cylindrical 
capacitive discharge excilamps the discharge in its appearance is similar to glow one and occurs at small operating pressures. 
Therefore below we shall distinguish these two types of capacitive discharge. It should be also noted, that probably, we have 
originally begun to use cylindrical capacitive discharge for development of exciplex lamps. 

Excitation of the capacitive discharge excilamps was carried out from a sinusoidal voltage pulse generator, which was 
assembled on the two-stroke scheme. The generator provided current pulses of about 1.2-10'5 s in duration (FWHM) with 
frequency up to 22 kHz. Voltage amplitude of the pulses did not exceed 6 kV. 

Average output UV power was measured by a FEK-22SPU photodiode. The photodiode has peak sensitivity at 
wavelengths near 300 nm and is insensitive to the radiation at wavelengths over 600 nm. Besides, calibrated light filters 
transparent only in the UV placed in front of the photodiode were used to separate UV radiation in the excilamp output. 
These measurements were made in the following way. An aperture with diameter d was placed directly against the excilamp 
surface. The photodiode was located at a distance L»d from the aperture. Next, the aperture was considered to be a point 
source, emitting uniformly in solid angle of 4K. In this case the part of the UV output that enters into the photodiode can be 
calculated as k=sin"2 (a/2), where a=arctg (A/2L), A is the input aperture of the photodiode. Next, total output power was 
calculated taking into account the area of radiating surface as well as angular and axial distributions of the UV radiation. 
Validity of this procedure was tested using a DRL-400 industrial mercury lamp with specified UV output. Measurement 
results obtained agreed to the specified UV output of the mercury lamp with an accuracy of 15%. 

Emission spectra were recorded by a MUM monochromator with inverse linear dispersion of 3.2 nm/mm. 
The working mixtures were prepared just in the lamp volume with successive inlet of halogen (Cl2, HO), inert (Xe, 

Kr) and buffer (Ne, He) gases. 
Eighteen diffusion and kinetic models7 were used for calculation of isothermal kinetics (formal and nonformal) of 

heterophase reactions. The choice of optimum model was carried out on the minimum of the root-mean square deviation of 
calculated dependencies from those obtained experimentally using a program of choosing the best kinetic model of solid state 
reaction. The calculations were carried using the minimum mean-square error method (MMSE). 

2.2. Glow Discharge Excilamps 

For obtaining stable output parameters of the lamps it is necessary to reduce a rate of working gas abandon from 
discharge volume. This rate depends on the medium and walls temperature, envelop and electrodes material, presence of 
contaminations and lamp design. 

The main mechanism reducing life-time of a halogencontaining glow discharge excilamps is chemical interaction of 
halogen with electrodes. Fig.2 shows the UV radiation efficiency in binary mixture Xe/Cl2 = 5/1 versus gas pressures. One 
can see that Cl2 concentration decrease in the mixtures witn optimal in terms of radiation efficiency pressure results in 
noticeable drop both efficiency and UV radiation power of the excilamp. Pure chlorine with the greatest reaction ability under 
low pressure conditions appears in the harpoon reaction: 

Kr*(Xe*) + HC1 (Cl2) -> KrCl*(XeCl*) + H(C1). (1) 
It is known, that the HC1 recovery rate in the reaction H + Cl -> HC1 is much higher than that of reaction atomic 

chlorine - metal electrode. Therefore, similarly to9, the excilamp operation time could be improved by small hydrogen 
additions into the volume during operation. Unfortunately, as it was shown in2'4, the use of HC1 instead of Cl2 the lamp 
reduces noticeably average radiation power. 

Chlorine losses can be reduced by another way when the electrodes are made from a metal with high chemical 
resistance, for example, from nickel. So, life-time th of Xe/Cl2 = 5/1 binary mixture (total pressure of 4.5 mmHg) in glow 
discharge XeCl-excilamp with stainless still electrodes did not exceed one hour at specific input power 0.29-1.1 W/cm3 .The 
use of nickel electrodes results in ten-fold extension of tlt, other condition being the same. For inctance, th was as long as 15 
hours at the specific input power of about 0.15 W/cm3 (see Fig. 3). The 70 hours pause in the operating of this lamp did not 
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reduce the ultraviolet output. It is indirectly testifies that operation stability of glow discharge excilamp was determined by 
concentration of chlorine atoms, which formed in reaction (1). 

2.3. Cylindrical Capacitive Discharge Excilamps 

Design of capacitive discharge excilamps allows to avoid a problem of contact between working mixture and 
electrode material. Nevertheless, this does not automatically provide significant extension of the working mixture life-time as 
compared to that of glow discharge excilamps. One of the reasons leading to the radiation power drop of the capacitive 
discharge lamps can be absorption of d atoms and molecules contained in gas mixture by the wall. When the discharge 
envelope is filled by a mixture of inert gases at pressure over several tens of mmHg the absorption did not usually lead to 
noticeable variations of the device operational mode during a long period. However, absorption processes in low-pressure 
mercury or hydrogen lamps can appreciably reduce longevity of the lamps, and in this case it is necessary to compensate7 the 
gas losses. The same problem is actual for electrodless chlorine containing excilamps, as well. 

Longevity of the cylindrical excilamp excited by capacitive discharge (Fig. 1(b)) directly depends on the engineering 
process of its preparation to work. Two dependencies of a KrCl-excilamp average power versus its operation time are 
shown in Fig.4. The inner diameter and the gap between the ring electrodes were 3.8 and 10 cm, respectively. In the first case 
(Fig.4(l)) before test we have prepared a lamp envelope by several cycles of krypton inlet and evacuation. In the second case 
(Fig.4(2)) these cycles were supplemented by addition of 15 mmHg Cl2 just after the preparation and then the system was 
passivated during two days. As a result, ten-fold improve of the excilamp mixture lifetime was achieved. Further extension of 
tu can be achieved using an active passivation by discharge in the gases, which will be further filled the lamp. A small-size 
sealed-off XeCl- excilamp was prepared according to this procedure. The inner diameter and the gap between the ring 
electrodes were 1.8 and 1 cm, respectively. Input power density was as high as 0.35 W/cm3 (it is higher, than that in the 
above examples). As it is shown in Fig. 5, further 100-fold improvement of the excilamp lifetime was achieved after the active 
passivation. 

2.4. Barrier Discharge Excilamps 

Optimization of pumping conditions and working mixture composition carried out for barrier discharge excilamps 
allow us to obtain efficiencies of XeCl and KrCl excilamps up to 10%8. However, lifetime of these lamps in our experiments 
usually did not exceed 100 hours. 

As in the case of a glow discharge, the UV radiation output power in a barrier discharge depends critically on Cl2 

content in gas mixtures. Average radiation power in the spectrum region around X ~ 308 nm in Ne-Xe-Cl2 mixture as a 
function of Cl2 pressure is shown in Fig. 6. Noticeable reduce of the UV radiation intensity is observed at chlorine pressure 
lower 1.5 mmHg. It is explained by the shortage of molecular chlorine for formation of molecules XeCl*. It is clear, that 
steady contact of chlorine with the walls reduces its concentration in the discharge region and leads to a drop of the radiation 
output power. 

We have tried to find out the mechanism responsible for chlorine losses in electrodless quartz excilamps. 
To indirect judge about chlorine losses it is necessary to record emission power on Cl2* (Ä.-258 HM) spectral band. It 

is known that this band is clearly detected in a KrCl-excilamp spectra and has much lower intensity in XeCl-excilamp spectra. 
The Ne/Kr/Cl2 = 750/75/1.5 (mmHg) mixture was taken for this experiment. Output power up to 0.9 W (7 mW/cm3) and 
ultraviolet radiation efficiency of about 2 % were obtained during first minutes of operation. 

Radiation power on KrCl molecules as a function of the lamp operating time is presented in Fig.7(a). Sharp drop of 
the intensity on a stage I of the given curve, can be explained by a number of phenomena: 

1) adsorption and absorption of Cl2 molecules during the phase, when quartz micropores do not contain significant 
portions of gas; 

2) adsorption, absorption and chemical interaction of atomic chlorine formed in the process of dissociative electron 
attachment: 

e + Cl2 -> Cl + Cl"; (2) 
3) release of oxygen from quartz walls of the lamp. Though the last reaction 

Si02 + 4C1 -> SiCl4 + 02 (3) 
is energetically favorable, the probability of simultaneous local cooperation of four chlorine atoms with a quartz lattice is 
extremely low due to low volume concentration of Cl. 

Formation of radiating RC1* molecules (where R is a rare gas torn) occurs in reactions 
R + e -> R* + e, (4) 
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R* + C12->RC1*+C1, (5) 

R+ + Cl- + Ne->RC1*+Ne. (6) 
If molecular chlorine is not regained completely, contribution of reactions (4 - 6) decreases with time. The stage II of the 

given curve represents slow fall of the radiation intensity and corresponds to normal work of the discharge device. Under the 
conditions of sufficient micropores filling by portions of a gas absorption and desorption processes occur simultaneously. 
Therefore the fall of the average power on this stage is slowed down. 

Besides it is possible to speak about chemical heterophase reaction of atomic chlorine with a quartz wall, which results 
in a chlorinesiloxane (SinOnCl2x)x formation, for instance, in the following process: 

nSi02 (solid) + 2nCl(gas) -> SinO„Cl2 „(solid) + (n/2)02. (7) 
The thermodynamic calculations done indicate that this reaction is more favorable energetically than (3). 

Fig. 7(b) gives emission power of Cl*2 molecules (^-259 HM) as a function of the lamp operating time. The power 
behavior is indirect evidence that the decrease of KrCl* molecules emission power occurs as a result of Cl2 concentration 
decrease via the interaction with a-Si02 and formation of chlorinesiloxanes. Curves presented in Fig.7(a) and Fig.7(b) 
correlate well. 

The mechanism of reaction (7) was determined using the program choosing the best kinetic model of solid state 
reaction. We reasoned that the radiation intensity is proportional to the degree of chlorine transformation ot(t)Cl in the 
process of interaction with quartz walls. It was also supposed that a(0)Cl = 1 at the moment of the lamp triggering and 
a(tk)Cl = 0 by the moment tk when Cl2* emission intensity in discharge decays to 5 % of its initial value. Eighteen kinetic and 
diffusion models were taken into account and the anti-Yander model gives minimal dispersion (from 10 up to 6) of a(t)Cl for 
Therewith the following kinetic equation is valid: 

[(l+a(t)Cl)l/3-l]2 = k-t. (8) 
This means, that in the conditions of our experiments atomic chlorine displaces oxygen atoms from a quartz crystal 

lattice and forms chlorinesiloxane skin-deep layer. Mobility of oxygen atoms are higher than that of chlorine atoms (this is 
due to their different sizes). Therefore, O atoms being superseded from the lattice diffuse to the quarts surface through the 
chlorinesiloxane layer and form 02 molecules in the reaction with O atoms accumulated in the surface layer. Then 02 

molecules interact with rare gas atoms R and form chemically neutral compounds RO, R02. Therewith R losses from the 
excilamp has volume effects insignificantly on the RC1* formation kinetics. 

It can be assumed that the role of the above mechanism has stronger effect in a barrier discharge as compared to that 
in a classical glow and capacitive discharges realized in cylindrical tubes. This is due to the coaxial barrier excilamp design 
(see Fig. 1(c)) when the gap between the quartz tubes is usually less than 1 cm. Therewith such parameters as free run length 
of chlorine ions and high field strength across the gap are favorable for the chlorinesiloxane film formation. 

From the above reasoning it follows that for lifetime extension of barrier discharge excilamps containing chlorine in a 
working media the period of discharge passivation should be longer than in the case of classical capacitive discharge. This 
assumption was tested using a coaxial excilamp identical to that described in Section 2.1. The excilamp was filled by a 
mixture of Xe/Cl2 =8/1 composition at p=2 mmHg. Therewith the stage I responsible for the active passivation process (as in 
Fig.7) was not observed and the excilamp lifetime above 1000 hours was achieved (Fig. 8). 

3. CONCLUSION 

The study done showed, that in addition to their high average power and efficiency XeCl and KrCl excilamps can have 
a long operation period and development of sealed-off samples with a gas mixture lifetime over 1000 hours is possible. The 
longest lifetime is most easily to obtain in electrodless excilamps excited by various types of capacitive discharge (barrier, 
classical low pressure capacitive discharges in cylindrical tubes). Reliability of the capacitive discharge excilamps is 
determined by the heterophase chemical reaction mechanism of interaction chlorine atoms with a quartz wall with formation 
of polymeric chlorinesiloxane products. Besides the lifetime extension can be obtained in excilamps with inductive discharge, 
as well. 
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Fig. 1. Schematic of glow (a) and capacitive (b,c) 
discharge excilamps. 1 - solid electrodes, 2 - 
perforated electrode, 3 - discharge volume, 4 - 
quartz envelopes. 
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Fig.2. UV efficiency (X ~ 308 nm) of a XeCl-excilamp versus 
total pressure in mixture Xe/C^ =5/1. 1 - input power density 
Pd = 0.43 W/cm3, 2 - input power density Pd = 0.64 W/cm3. 
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Fig.3. Output average power of glow discharge XeCl* 
excilamp versus operation time for Xe/Cl2 = 5/1 
mixture. Total pressure was fixed at 4.5 mmHg, input 
power density is Pd ~ 0.15 W/cm3. 

Fig.4. Output average power of a 
capacitive discharge KrCl-excilamp versus 
operation time for mixture Kr/Ck = 6/1. 1 - 
without preliminary passivation, 2 - with 
passivation by 15 mmHg of CI2 during 50 
hours. Total pressure was fixed at 1 
mmHg, input power density is Pd ~ 0.2 
W/cm3. 
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Fig.5. Output average power of a 
capacitive discharge XeCl- 
excilamp versus operation time in 
mixture Xe/Cl2 = 8/1. Total 
pressure was fixed at 3.3 mmHg, 
Pd ~ 0.35 W/cm3. 
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Fig. 6. Output average power of barrier 
discharge KrCl-excilamp versus Cl2 

pressure in mixture Ne/Xe/Cl2 = 750/60/1.5 
(mmHg). 
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Fig.7.    Radiation    intensities    of 
KrCl* (a) H Cl2* (b) molecules  800 
versus operation time in mixture 
Ne/Kr/Cl2 = 750/75/1.5 (mmHg). 
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Fig.8. Output average power of a barrier XeCl*-excilamp versus operation time in mixture Xe/Cl2 = 8/1 at total pressure ~ 2 
mmHg, 
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ABSTRACT 

The condensation of vapor within the expanding plume produced by ns-laser ablation is discussed in the frame of Zeldovich 
and Raizer theory of condensation. The calculations have been performed for Si, Ge and C -vapors. It is shown that the size 
of clusters formed during the condensation is very small, typically of the order of few nanometers. The averaged cluster 
radius is calculated for different temperatures and densities of the initial plume. The generalisation of the theory is made for 
inhomogeneous plume where the rates of nucleation as well as condensation times are different at different parts of the 
plume. The size distribution function is calculated for the plume expansion into vacuum. For the clusters moving together 
with vapor one can distinguish three different waves propagating through the plume: (1) The saturation wave, where the 
vapor becomes saturated, (2) The supercooling wave, where the highest supercooling is reached, and (3) The quenching 
wave, where the growth of cluster stops. The last stage of cluster formation is related to cooling of clusters and their 
crystallisation. This leads to delay in photoluminescence signal with typical delay time from 0.1 to 7 ms depending on the 
type of the background gas and its pressure. 

Keywords: Laser ablation; Silicon clusters; Nanocrystals; Theory of condensation; Photoluminescence. 

1.   INTRODUCTION 

Formation of nanoclusters during a fast expansion of vapor, produced by laser ablation is a promising technique for 

synthesis of new optoelectronic materials [1-5]. The nanoclusters occupy an intermediate position between the quantum 

objects (atoms, molecules) and macroscopic objects (bulk materials), thus, many properties of nanoclusters differ from both, 

the quantum objects and bulk materials, this is of great practical and scientific interest [6-8]. There are many problems, 

which should be clarified to optimize the synthesis of quantum-confined nanomaterials by laser ablation. Condensation of 

vapor during its fast expansion occurs in strongly nonequilibrium conditions. Characteristic cooling rates for the plume 

expanding into vacuum reach 1010 - 10u K/s. It exceeds many times characteristic rates which physics of phase transitions 

conventionally treated in explosion problems, impact of meteorite on the surface of planet, etc. Thus, some fundamental 

problems of fast condensation are still under discussion. 

Recently, both, the theoretical [9] and experimental [10] studies of characteristic temporal and spatial scales were 

done for Si-nanoparticles forming within the vapor produced by excimer laser ablation of c-Si. The basic question is how 

fast the nuclei are formed within the expanded vapor. According to theoretical study formation of nanocluster is completed 

at the moment of quenching (when the collisions are terminated) which at typical conditions expansion into vacuum consists 
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of a few us (= 2 us for the example, shown in [9]). The experimental study of nanoclusters formation by time-resolved 

imaging of photoluminescence (PL) reveals that the first luminescence signal appears with significant delay time which 

depends on the pressure and type of the background gas [10]. This time consists of At = 200-400 us (in He at 10 Torr) and 

At = 3 ms (in Ar at 1 Torr). Thus, the time of luminescence appearance is two or three orders of magnitude longer than the 

cluster formation time. Approximately the same delay time was found in [10] for Rayleigh-scattered light (RS). 

There are three reasons for this delay time. First of all, the plume expansion in the presence of the background gas 

occur slower than in vacuum, thus, cluster formation and growth processes are also slower. Second, the nonisothermal 

effects in nucleation related to the gas and nuclei temperatures difference may be important. Third, the delay time in PL 

should be also caused by the long stage of cooling and crystallization of nanoclusters [11]. Effects in the melting 

temperature decrease for small clusters [12, 13], as well as the variation in dielectric constant [14] are also important. 

At the same time the classical theory of nucleation yields a reasonable estimation for characteristic size of formed 

nucleus and we believe that it shows a correct direction of variation in size distribution function versus parameters. Thus, 

we shall concentrate on this side of calculations and compare results that were found for different materials (nucleation from 

silicon, germanium and carbon vapors). 

2. KINETICS OF CONDENSATION PROCESS. 

The theory of first-order phase transitions (see, e.g. [15-18]) agrees that the condensation process is governed by 

supercooling 

Tcu-T 
6=^ , (1) 

T eq 

where T is the equilibrium temperature along the binodal curve (many features of the real gas behavior can be 

qualitatively understood from the Van der Waals equation, see in Fig. 1). If one forms instantaneously the metastable 

homogeneous system with 0|,=o = 0O , then the further evolution of the system to the equilibrium state occurs by means of 

nucleation and further growth of overcritical nuclei. This is the starting point for the understanding of cluster formation. If 

the supercooling is smaller than critical, 6 <6C, where 6C is supercooling along the spinodal curve, then the dynamics of 

cluster follows through the well-defined stages as it is shown schematically in Fig. 2. The nucleus of critical size r—rc\s 

formed with latent time tc oc w '' (w is the probability for the formation of a nucleus with radius rc). The process is initiated 

by localized (droplet-like) fluctuation of finite amplitude, which develops further as the instability. The rate of formation of 

such droplets is described by homogeneous nucleation theory. The "classical" nucleation theory is based on the kinetic 

equation of the Fokker-Planck type, which is written in the "space of sizes" 

#=_.§£,  j=-DtV+BKft (2) 
at        dg dg 

where/is the size distribution function, Ds is the "diffusion coefficient" in the space of sizes g. The coefficient ßs follows 

from the condition that the flux J goes to zero for equilibrium distribution function f0 <* exp[- Rmin (g)/kBT] (here /?min (g) 

is the minimal work necessary to produce the nucleus of the size g [15]). 
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3 Volume 

Fig.l. a) 3D surface, given by Van der Waals equation p- 
8T 

3v-l     v 
—, where p, r,   v are specified reduced pressure, 

temperature and specific volume, b) Van der Waals isotherms. The equilibrium phase transition occurs at pressure when the 

phase trajectory of the system crosses the binodal curve. Equation for binodal follows from the "Maxwell rule"  j p dv = 0 , 

where v, are corresponding roots of the equation. The spinodal curve is given by ps c) Van der Waals isobars. 

Kinetic equation (2) permits to describe the rate of production of "vital clusters" whose size is larger than the critical 

size. This equation was found by different methods in the classical papers of Becker and Döring [19], Kramers [20] and 

Zeldovich [21]. The condensation theory based on equation (2) (Becker-Zeldovich equation [18]) is often called as Becker- 

Döring theory [17] or Zeldovich theory [15]. Having in mind the importance of Kramers contribution [18], it is justified to 

call the classical theory of nucleation as BDKZ-theory. 

If one considers that the establishment of size distribution for subcritical clusters arises sufficiently fast then the 

production rate of nuclei is given by stationary solution of equation (2). This stationary solution needs special "source and 

sink" boundary conditions [17] (they are also called Becker-Döring boundary conditions [18]). It assumes that once a cluster 
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grows to a specified large size (greater than critical), it is removed from the system and replaced by equivalent amount of 

vapor. This production rate has a clear physical sense, it describes a thermally activated process similar to tunneling of a 

Brownian particle across a potential barrier [17]. At small supercooling (it means that 0 <0t, and 0 is not very close to 

0 .) the activation energy has a sharp maximum at x = rc. This permits to present the nucleation rate in the following form 

dv     . — = kv exp 
dt T e 2 

3   2 
167TC7   m m 

Tv =     Q   2   2 ' 
Hi Pt 

where v = v (r) is the number of condensation centers (per atom of vapor), a is the surface tension, m is the mass of atom, 

pf is the density of liquid, q is the heat of vaporization given in Kelvin, and the preexponential factor kv is proportional to 

the density of vapor and expressed through the thermodynamic parameters (see, e.g. [15]). 

When one uses equation (3) a theoretical description of the condensation process is clearly separated into the 

nucleation itself and further growth of overcritical nuclei. The latter can be described on the kinetic or macroscopic 

(diffusion equation) level. This consideration shows that the growth of the overcritical nucleus firstly (when the radius of 

nucleus is smaller than the mean free path in the vapor) occurs in the kinetically controlled region, where the rate of volume 

growth is proportional to the number of collisions, i.e. nucleus cross-section, dr'jdt <* r1. It leads to linear law, r oc t (see 

in Fig. 2). 

When the size of cluster becomes comparable to mean free path within the vapor, the flux of condensed particles, J, 

is related to diffusion (diffusion controlled regime, J cc D/r, where D is diffusion coefficient.). At this stage dr'jdt <* r2J , 

thereby r oc t v\ As the supercooling is decreased during the condensation, then the latest stage of condensation occurs at the 

condition when the sizes of nuclei are close to critical. The rate of volume growth at this stage is constant. It leads to the law 

;- oc t ,n (Lifshitz-Slyozov or "Ostwald ripening", or coalescence stage, see details of this theory, e.g. in [15, 22, 23]). 

During the Lifshitz-Slyozov stage the size distribution function varies due to increase of the big clusters and decrease of 

small ones. However, in the beginning of coalescence stage the clusters (droplets) are practically of the same size, thus, the 

rate of atom exchange between the clusters is low. This leads to the long transition stage where the condensation is "frozen". 

The transition stage is characterized by law r oc fE, e«l, as it was recently suggested in [24, 25]. 

The specific features of cluster production within the expanding vapor plume is related to dynamics of supercooling 

0 = 0(f), which is governed simultaneously by the plume expansion and release of the heat of phase transition. This self- 

consistent consideration of the cluster formation was made firstly by Raizer [26]. Raizer discussed the inertial stage of the 

vapor expansion and solved equation (3) together with equation for the rate of droplet growth and the adiabatic equation in 

the condensation region. The analysis was done for the problem of cosmic dust production during a collision (and further 

vaporisation) of a large meteorite with the surface of a planet without an atmosphere. It was found that the degree of 

condensation, number of clusters and their size strongly depend on the velocity of the vapour expansion which, in turn, 

depends on the initial size of the vapour cloud, evaporated mass, and internal energy. It was also shown in [26, 27] that 

condensation stops because of the phenomenon of quenching. We call this theory the Zeldovich - Raizer theory (ZR theory) 

attributing its origin to papers [21, 26] and monograph [27]. Location of this theory on the kinetics diagram in Fig. 2 

corresponds to nucleation and kinetic controlled region. 
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Fig. 2. The schematic for the changes in kinetics of condensation versus normalized time. 

An important problem for many applications is to control the size distribution function of clusters generated during 

the laser ablation. It is desirable to generate clusters with very narrow size distribution. However, this is impossible because 

the laser plume is strongly nonuniform, and the conditions for vapor condensation vary from place to place within the 

plume. In the recent paper [28] the assumption is made that the distribution function of clusters is formed due to 

coalescence. Thus, the authors of [28] described the cluster growths on the basis of Lifshitz - Slyozov theory, i.e. very late 

stage on the kinetics diagram in Fig. 2. 

On the contrary, in paper [9], we neglect the coalescence and discuss an effect related to the formation of the size 

distribution function due to the difference in condensation time for different parts of the plume. Roughly speaking large 

clusters are formed in the centre of the plume, while the smaller ones are formed near the plume edge. For the theoretical 

analysis we used ZR theory of condensation., which was generalised to describe the nonuniform plume and introduce a few 

corrections related to the special features of the vapour plume produced in laser ablation experiments. Although ZR theory 

does not contain any fitting parameter it is applicable (with minor corrections) to the description of condensation under wide 

variety of conditions (it is sufficient to mention a tremendous difference, sixteen orders of magnitude, between evaporated 

mass in the case of meteorite impact discussed in [26,27] and typical evaporated mass in laser ablation experiments, as well 

as a great difference in many other parameters). 

We mentioned above the problem of a significant delay time of the luminescence signal. This delay time can be 

attributed, at least, partially, to the long stage of nanocluster cooling and crystallization [11]. There is, however, another 

reason for the delay in nanocluster formation. The nucleation process is nonisothermal [18], which is not taken into account 

in the ZR theory. As a result ZR-theory yields overestimated values of the nuclei formation time [18]. In the frame of ZR- 
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theory the nuclei and atoms within the vapor plume have the same temperature. The latest is calculated in adiabatic 

approximation. In reality the entropy is changed and the temperatures of nuclei and vapor are different. The experiments 

[29] shows that even at sufficiently slow variations in the vapor pressures the Becker-Döring theory yields the nucleation 

rate overestimated by one or two orders. The assumption that the temperature of an embryo is slightly higher than the gas 

temperature can compensate this discrepancy [18]. As it was pointed out in [9], the condition for isothermal nucleation is 

broken on some stage of the nucleation process. It means that an adequate description of the condensation process should be 

based on the nonisothermal nucleation theory (the corresponding equations are given, e.g. in [18]). 

We see thus that because of the problem complexity the description of nanocluster formation needs both, the new 

experiments and corresponding theoretical analysis. Although at the present stage this theory is not completed, some 

estimation can be made on the basis of ZR-theory. It predicts, as we see below, the size distribution of nanoclusters, which 

is in a reasonable agreement with experimental data. 

3. THE PLUME EXPANSION AND CHARACTERISTIC WAVES 

Following [9] we use a simplified model of spherical plume expansion 

'Kv 

Rn 

= »P(f)=l + 2-2-f + 
16   E 

3 MR. 
(4) 

where M is the total mass of the vapor, E is the initial internal energy of the plume, R0 is the initial radius of the plume and 

«o is the initial velocity of plume expansion. This solution follows from the special solution of the gas dynamic equations [9, 

30] and holds for monatomic gas with adiabatic exponent y = cplcv - 5/3 . 

The density and temperature profiles within the plume are given by 

P(0=Po[i-^f/V(0 -3/2 _   8   M 

n    R0 

r(r)=r0[i-«
2jp(r)-', T0 = 

JJ_}6E_ 
R.. 15 M 

(5) 

(6) 

where £, = rl R(t) is the Lagrangian coordinate (0 < £, <1), Rs is the gas constant, and ß is atomic weight of the vapor. 

We shall assume that small droplets of condensed vapor move together with the vapor.    For this case, the 

condensation process can be considered independently for each fluid particle with Lagrangian coordinate £,. According to 

the assumption of the ZR theory, the condensation process does not influence the plume expansion. For arbitrary value of t, 

one can write the change of specific volume as 

1 dV _ 3 1 dV 
V dt ~ 2V dt 

The condensation starts when the vapor in the plume becomes saturated, and stops when the plume expansion 

becomes collisionless (free-molecular regime). If a plume is inhomogeneous, the saturation and free-molecular regime are 

reached for different places at the different points of time, i.e. the saturation and quenching waves propagate through the 

expanding vapor. 
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Before the condensation starts, the expansion of the plume occurs along the Poisson adiabatic, PV^ = const. This 

expansion regime lasts for as long as the Poisson adiabatic intersects the saturated vapor curve given by Clapeyron-Klausius 

equation. This intersection occurs at condensation temperature Tc, given by Tc = q&(a), where <P(a) is the smaller root 

of the transcendental equation 

O     exp 
O 

a = ■ 

V/2 

TT 
(8) 

Here q is the heat of vaporization given in Kelvins, Ts - 300 K, B - R^T./fxP, , Ps is the preexponential factor in 

the equation for saturated vapor pressure. It should be noted that Tc depends on initial parameters V0 and TQ but it does not 

depend on Lagrangian coordinate £ , i.e. we obtain the same condensation temperature for different parts of the given 

plume. This condensation temperature Tc is shown for germanium vapor in Fig. 3 (we made calculations for three materials- 

Si, Ge and C; the main results for Si are presented in [9] and for carbon in [31]). Parameters of materials [32, 33] that have 

been used in calculations are presented in Table 1. 

The moment tc when condensation starts, depends on the Lagrangian coordinate: the saturation wave propagates 

through the plume from the periphery to the center. The front of this wave r=rc (f) moves according to 

^L li_Z^(?). 

The plot of this function is shown in Fig. 4. For calculations we used parameters of vapor given in Table 2. 
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Fig. 3.   Condensation isotherms Tc on the plane of parameters T0, V0 for Ge-vapor. The point with T0 = 7000 K and 

V0= 300 cmVg corresponds to Tc = 4481 K. 
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Table 1 Parameters of materials [32, 33] which have been used in calculations. 

Parameter Si Ge C 

Density of condensed phase, pc   [g / cm3 ] 2.4 5.323 2.25 

Atomic weight,   /i    [g / mole] 28 72.59 12 

Heat of vaporization,   q   [K] 50615 43655 93957 

Normalization temperature, 7s [K] 300 300 300 

Preexponential factor, Ps [atm] 6.72 • 106 5.76 • 106 2.78 • 1010 

B, [cm3 /g] 1.31 ■ 10"4 5.96-10"4 7.36 • 10'8 

Surface tension,   cr  [erg / cm" ] 750 604.5 1500 (?) 

Cross-section of collisions, ag [cm ] 4.37-10"16 6.07-10"'6 1.86-10"'6 

Melting temperature, Tm [K] 1685 1210.4 4200 [12] 
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Fig. 4.      Propagation of saturation, quenching and "ejection" waves through the Ge-vapor plume with 
parameters of vapor given in Table 2. 

Table 2 Initial parameters of the plumes used in the calculations. 

Initial parameters of the plume Si Ge C 

Initial temperature, T0   [K] 7000 7000 8000 

Initial specific volume, Vo  [cm' /g] 300 300 200 

Initial size, R0   [cm] 0.1 0.1 0.1 

Initial pressure, P0   [atm] 68.4 26.4 273.5 

Initial velocity of expansion, K0 [cm/s] 6105 610s 6-105 
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Condensation stops due to the so called "quenching effect". It occurs because the collisions within the expanding 

vapor stop at some stage of plume expansion (see [27] for details). To find the boundary r = rq (?) between the collisional 

(hydrodynamic) and collisionless (free-molecular) regions of the plume we use the criterion f.Vv - vs. Here / = l/crg N = 

m/CTg p(r) is the mean free path within the hydrodynamic region (og is the collision cross-section), and vs is the sound 

velocity at given point. Then the equation for the radius of quenching wave is given by [9]: 

*     dt 

JVjW/2 
where   t, =- k    2cr„ 

mVn   |3   m 
5kBT0 

(10) 

The third wave refers to the trajectory where the maximum supersaturation is reached. At this condition the nuclei 

are formed ("ejected" into the saturated vapor). The equation for this wave was found in [9]: 

1   dTeq 

Teij   dt 

1 ctV 

W dt 3 7\, 

ra^ 
0„ 

dv_ 
dt 

where   (X = 
lom 
kB<lPe 

An Pi 
3   m 

V/3 

(ID 

Here Teq is the equilibrium temperature and (dv/dt) is the rate of nucleation given by equation (3). The quantities 

within this equation will be defined below. The derivative (dv/dt) in (11) is taken along the Poisson adiabatic, T=TP . 

The propagation of the saturation, nuclei ejection and quenching waves through the plume is shown in Fig. 4. The plot is 

given in Euler's coordinates, the border of the expanding plume is shown in Fig. 4 as well. 

4. THERMODYNAMICS OF TWO-PHASE REGION. 

When the vapor becomes saturated and condensation starts, the state of matter within the plume is presented by two- 

phase system "liquid + vapor". One can define the degree of condensation, x, as the ratio of number density of molecules in 

liquid phase to the total number density. If one supposes that the system is in thermodynamic equilibrium, then the 

evolution of the system follows the equilibrium adiabatic of "two-phase" region. This adiabatic can be found from the 

energy balance for adiabatic process [27]. This consideration yields the equation [9] 

\t=tr 
(12) 

We denote the temperature along the equilibrium adiabatic as equilibrium temperature Teil. If the specific volume 

varies with time according to (4), then the variation of equilibrium temperature Tnj (t) can be found as 

vov ,/2 
1- 

2q 

2*-r 
T -T 

- + 3^1n B 
T 1 eq 

3/2 

exp 
T, eq 

(13) 

The variation of equilibrium degree of condensation is given by 

2q 
2q-T 

■T      T 
— + 3—In 

f f \ 
(14) 

where xtq (t) = xeq [Teq (?)]• One can see from (11) that at unrestricted vapor expansion under the conditions close to 

equilibrium (i.e. when the expansion proceeds rather slowly) the vapor should completely condense, xeq\ T^0 —> 1. In the 

case of fast expansion, complete condensation does not occur due to quenching effect. 
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5. KINETICS OF CONDENSATION 

For the example shown in Fig. 5 the cooling rate in the beginning of the condensation process is very high, thus, 

vapor continues to expand some time "by inertia" along the Poisson adiabatic. As a result the vapor becomes supersaturated 

and the nucleation starts. Later the supersaturation falls down because of the formation of critical nuclei and their further 

growth. The change of supersaturation is caused by the interplay between the rate of cooling (due to the work of vapor 

expansion) and the rate of heating (due to latent heat release). 

The condensation kinetics is governed by the degree of supercooling (1). We can write now the kinetic equations 

assuming that for given Lagrangian coordinate all the condensed clusters (nuclei) have the same size. Let us assume that 

each cluster consists of g = g{t) atoms. We denote v = v (f) the number of condensation centers (per atom of vapor). Then 

the degree of condensation is given by x(t)-v(t)g(t). Correspondingly, the rate of condensation can be presented as 

dx_ 

dt 

dv de 
— + v— 
dt       dt t=t. = 0 . (15) 

The first term in (15) describes the change of condensation degree due to the formation of nuclei, while the second 

term describes the change of condensation degree caused by cluster growth. 

The rate of nucleation according to equations (3) and (5) is given by 

dy_ 
dt 

where 

*v0 = 

:v0(l-^l-£ 

P0. 12(7 

3/2 
1      *F     '   exp 

T 6< 
\t=tr :0 (16) 

(17) 
Pp   V7tm 

The equation for cluster growth can be written under the assumptions that the growth of nuclei occurs in kinetically 

controlled regime, the accommodation coefficient is equal to unity, and the temperatures of gas and droplet are equal. This 

consideration yields (see [9]) 

dg     .     ,/, i=,.      •.    ,,W2. 

dt 
-.k^M-^-ej «rV'jl-exp -fle-ag-^ g\t=te=8o> (18) 

where a is given by (11) and 

*„ = W0 

m 

3   m 

An 

W' 

Pi 

8*„ 
Km 

(19) 

The initial value of g0 and the "ejection time", te , should be found in self consistent way, using the criterion that 

cluster formation starts at the moment when supercooling reaches its maximum, and the critical nuclei are ejected at this 

moment. Thus, g0 = g(tj = gmm = (a/9nm f » 1, where gmi„ is the number of atoms within the smallest critical nuclei. 

Recall, that kinetic equation (2) considers g as a continuous variable, and it is applicable for macroscopic description, i.e. g 

» 1. 

To find time t,, we used the following procedure. During the initial stage the temperature T follows very close to the 

Poisson adiabatic T- Tp(t), and one can put the supercooling 6p =l-Tp(t)/Teq(t). The degree of condensation is also 
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very small, and one can neglect x  in Eq. (16). The latter assumption allows to calculate the instant of time te , when the 

supercooling reaches its maximum, (d6 jdt \ t-t(; = 0.   This consideration yields the given above equation (11) for te. 

It is also convenient to recalculate other initial conditions to the time instant t,,: 

t=[    =Tp(te), go   =g(te) = gmin , 
e P 

t 
dt ,    x r dv 

T=T(t) 
i> 

,_,  =x =gv . (20) 

Thus, the condensation process is described by a set of four ordinary differential equations (ODE) for four unknown 

functions T{t\ x{t\ v{t) and g(t) together with corresponding initial conditions at the point in time t = t,,. 

6. NUMERICAL SIMULATION AND DISCUSSION 

It should be noted that the "prehistory" of the system, for tc < t < te , can not be described well by the model. 

Calculations show that, with initial condition g0 < gmin a subcritical nucleus decays, while at g0 > gmin it starts to grow. At 

the limit case g0 - gmi„ we observed an effect of the numerical instability - perturbations pushed the system either into the 

dissociation or condensation regions. In order to relieve these instabilities, and taking into account that kinetic equation (3) 

describes the production of slightly overcritical nuclei we use the following approximation: g0 = gmi„ + 1.5. 

Time dependence of the temperature 1(0 , supercooling 6 (t) and the degree of condensation x(t) resulting from 

numerical solution of the set of ODE is presented in Fig. 5. Integration was performed using the "Mathematica" software 

package [34]. The temperature T(t) (see Fig. 5a) follows initially the Poisson adiabatic, then, on the stage of nuclei 

formation, it approaches the equilibrium temperature TeCi, and finally deviate from 7«, due to the quenching. This behavior 

is typical for ZR theory [27]. Correspondingly, the supercooling (see Fig. 5b) reaches its first maximum at t = te , then it 

falls down, and finally increases up to the quenching time t=tq. Time dependence of the degree of condensation is shown 

in Fig. 5c. Actual degree of condensation is lower than the equilibrium one. 

One can see in Fig. 5d that the number of clusters is practically a step-like function. Such behavior is in good 

agreement with the assumption that clusters within the vapor are practically of the same size (for given Lagrangian 

coordinate). A Ge-cluster starts to grow when it contains 16 atoms (for Si-cluster g0 « 18 [9]). The growth is terminated 

when the cluster contains approximately 180 atoms. The radius of a growing cluster versus time is shown in Fig. 5e. 

The resulting size of growing cluster depends on the initial parameters of the plume, its mass, volume and 

temperature. The plots given in Fig. 6 illustrate the dependencies of the cluster size on the plume temperature and specific 

volume. 

The calculations presented above were made for the center of the plume, £, = 0. In the same way calculations can be 

carried out for arbitrary Lagrangian coordinate. This investigation shows that the size of clusters decreases (see in Fig. 7), 

while the number of clusters (per atom) increases when the Lagrangian coordinate changes from the center of plume to its 

edge. The degree of condensation therewith slowly decreases. To calculate the dependencies g(E) and v(£) near the plume 

edge we use a smooth extrapolation of g{t) and v(£) by the best fitting cubic polynomial functions. 
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Having the dependencies g(%) and v(£), one can plot the cluster size distribution function flj) (see  Fig. 8).  The 

number of clusters produced within the interval dl;  is given by 

m 

dr and the variation in their size is dr = — d£ . Thus, the distribution function can be defined as 
d£, 

lYV2 

(21) 

(22) 
dr        Km 

Here dr/d% < 0, thus F(r) is positive. This distribution function has the usual meaning: F(r)dr represents the 

probability to find clusters with sizes between r and r + dr. The distribution function F(r) is normalized to the total number 

of clusters produced: 

~jF{r)dr = N=^\(l-ef2vm2dt; - (23) 
o 7i m 0 

For the "genetic plumes" whose parameters are given in Table 2 the total number of condensed clusters equals JV = 

6.5-1013 (for Ge), 4-1013 (for Si), and 2.7-1014 (for C). Instead of F(r) one can use the normalized distribution function, /(r) 

= F(r)/N.   The obtained distribution function has a specific "triangular" shape (see in Fig. 8). The typical sizes (diameters) 

of clusters for genetic plumes are = 2nm (Ge), 3 nm (Si),   and 4 nm (C). 
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The characteristic width of the distribution functions is almost the same for all investigated materials Adc = 0.6-0.8 

nm. This characteristic size of clusters and the width of the distribution function is close to that which was found 

experimentally (see example for Si-clusters in Fig. 9). We see, thus, that the model developed in [9] and this paper gives 

correct size of clusters. It is important to note that the model does not involve any adjustable parameters. We should note 

that the sharp distribution function found in [9] was resulted from insufficient calculation accuracy. 

7.    LATE STAGE OF CLUSTER FORMATION: COOLING AND CRYSTALLIZATION 

At the quenching temperature clusters are typically still liquid droplets with temperature higher than the melting 

temperature Tm. At the same time the pronounced PL signal, appears just at sufficiently small temperatures, when all the 

phase and structural transitions in nanoparticles are completed [36-38]. Thus, the cluster should be cooled up to the 

corresponding temperatures. In vacuum this cooling (after the quenching) occurs in collisionless regime by radiation heat 

loss and evaporation. It takes sufficiently long time. Within the background gas clusters also initially have sufficiently big 

temperature [39], and they also should be cooled. 

We shall discuss the cluster cooling on the basis of the energy balance equation for individual cluster 

^- = -PR-PE-PH+PC ■    E=mcceT+aS,   TL0=TV, (25) 
at 

Here E is the total cluster energy, which consists of two parts: internal thermal energy mcc,T and surface energy 

All     r> 9 
C S ; mc= pfV is the mass of cluster, V = rt  and S = An rc  are, correspondingly, volume and surface of the cluster, 

rc is its radius, c, = 3Rs/ß is the heat capacity of liquid, <J is surface tension. Different terms in the equation (25) present 

the powers of radiation cooling -PR, heat losses due to evaporation - PE, power of the heat exchange with background gas - 

PH and heat release due to crystallization - Pc (Pc = 0 at the temperatures above the melting temperature Tm). We consider t 

= 0 as a moment of quenching, thus, T   is the corresponding initial temperature of the cluster. 

After the quenching in condensation a further evolution of cluster temperature in vacuum occurs in collisionless 

regime (i.e. PH= 0). A similar model (without evaporation, PE= 0) was discussed recently in [40] to analyze the blackbody 

emission from nanoclusters in silicon nanopowder. 

The power of radiation heat losses is given by 

PR=AKr?ERo0(T*-Tt\ (26) 

a0 is the Stefan-Boltzmann constant, T„ = 300 K , and eR is the total emissivity of cluster. For the small spherical 

clusters with radius rc « X it can be estimated from formula (see e.g. in [8]) 

F   -4 9f-JL       f= l2fl  (27) 
Am (£  +2J   +£ 

where e', £* are the real and imaginary parts of the dielectric permittivity, and A „Jem] = 0.29/7 [K] corresponds to the 

maximum spectral intensity of the black body radiation. The function/depends on temperature, because the corresponding 

values of the dielectric constant should be taken at Ä = Am. We use the £ frequency dependence found for liquid Si in [41]. 
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The dielectric permittivity depends also on the cluster size [12, 13]. If the size of the cluster is smaller than the mean 

free path of the electron, then the absorption of radiation occurs due to collisions of the electron with the cluster surface. 

Roughly speaking, the electron-phonon collision frequency, yep, should be replaced by effective collision frequency ve!f = 

yep+ Vf7 rc, where vf is the velocity of the electron on the Fermi surface [42]. 

To estimate the evaporation heat losses, we consider that atoms emitted from the surface have the Maxwellian 

velocity distribution. Using this assumption one can write the equations for evaporation rate and power of evaporation 

cooling 

dr 
 c_ 
dt 

- -v   exp 
s   f 

2     iRJ~> 
PF-Anr. p.v.—-—exp E c ft ,   ^T      v T 

v, =■ 
2nkBT„ 

(28) 

Here we should mention that this is rather simplified macroscopic picture of the evaporation process. In reality, some 

collective effects in evaporation may be important for small clusters [43]. Also the dissociation energy depends on the 

cluster size by nonmonotonous way [44]. 

To estimate the power of the heat losses, PH> due to heat exchange with the background gas we shall consider that the 

mean free path is greater than the cluster size. Then, one can find [40] 

2 m   cv„ vT   P        i \ 
PH = An rc

2 _!_f-2i_ a   (T-T ), 
4kBTK 

(29) 

m     is the 
8 

where mg is the atomic (or molecular) mass of the background gas, cvg is its specific heat,  v    = /8 k   T   In 

arithmetic's mean velocity within the background gas, P is the pressure and Tg is the temperature of the background gas. We 

consider further T =T„= 300 K. The parameter a is the "accommodation coefficient", following to [40] we put a = 1. 

The last term which we should describe within the equation (25) for the final stage of cluster formation is the power 

of the crystallization heat release, Pc. Taking into account that the description of the "true" crystallization for small cluster 

is rather rigorous [13] we applied model (25) just until T > Tm and Pc = 0. The melting temperature, Tm , depends on the 

cluster size as [12]: 

*m ~ 'm0 2r„ 
(30) 

where Tm0 is the melting temperature for the bulk material, rv is parameter of material   (for Si rv =18.8 A [12]). 

Vaporization at the melting temperature does not play important role, thus, the duration of crystallization can be 

estimated from the energy balance: 

^m-mcLml{PR+PH)\T=Tm, (31) 

where Lm is latent heat of fusion. 

The given set of equations describes the cluster cooling either in vacuum or in the background gas. 

The results of the calculations with the presented model show that pure radiation cooling in vacuum up to the melting 

temperature needs a long time = 0.2 s for 20 A Si cluster. Evaporation influenced evaporation process just somewhere 

above 2000 K. Thus, the heat exchange with the background gas plays the most important role. The necessary cooling time 
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consists ~ 70-80 us for 10 Torr of He and = 2 ms for 1 Torr of the Ar. Crystallization process needs, additionally, « 220-300 

|is for 10 Torr of He (depending on the cluster size) and = 7-8 ms for 1 Torr of the Ar. 

The main error in the given estimations is related to accuracy of the formula (30). This simplified formula was obtain 

in [12] on the basis of FrenkePs theory of vacancies instability [16] which means the volume melting effect. Meanwhile the 

application of this formula for Tm/Tm0 < 0.8-0.9 is rather questionable. When the size of cluster will be smaller than some 

critical one would expect the change in the melting mechanism, where instead of FrenkeFs vacancies the Shottky vacancies 

play the dominant role. In reality, the situation is even more complex, because the collective effects play an important role 

for small clusters [13]. 

Finally we should mention problems related to detection of small clusters by the Rayleigh scattering . One can 

consider that detection threshold corresponds to condition, when the cluster produces at least one scattered photon. At the 

same time, ratio of absorbed and scattered photons changes in favor of absorption, which can be seen easily from the 

simplified Lorentz formulae for the cross-section of scattering, (X,, and absorption, Oa (more careful estimation can be 

done with help of the Mie theory) 

co r„ £-1 

£ + 2 
K r,. 

'cor, ^ 
Im 

£-1 
£ + 2 

n r,. (32) 

Cluster will be completely destroyed if the absorbed energy will be sufficient for its total vaporization. From the 

energy balance one can write mLcff = <&c7a , L# = c(Th -T)+ Lm+Lv, where Leff is the total effective enthalpy, which 

includes the enthalpy of melting, L,„, and vaporization, Lv. The simplified consideration yields the critical size of the cluster 

which can be detected by Rayleigh scattering. 

Tico 

8K P Lef CO 
Im 

£ + 2 £ + 2 

1/6 

(33) 

It shows that RS signal appears just for sufficiently big clusters. 

8. CONCLUSION 

In this paper we discussed the peculiarities of fast condensation of vapor and nanoclusters formation on the basis of 

the Zeldovich-Raizer theory. The calculations were made for Si, Ge, and C vapor plumes produced at typical conditions of 

excimer ns-laser ablation. 

At the parameters used in calculations, a cluster starts to grow when it contains 16 (Ge), 18 (Si), and 20 (C) atoms 

(within the critical nucleus); the growth is terminated when the cluster contains a few hundred atoms which corresponds to 

cluster diameters = 20(Ge), 30 (Si), and 40 (C) A. The significant stage of the cluster growth occurs near the critical radius, 

thus, the effects related to nuclei curvature are very important. The size distribution function of clusters demonstrates a 

typical "triangular" shape with basis Arc = 0.3 rc raax. The size of cluster and the width of distribution function are close to 

experimentally observed. 

The time necessary for the cluster cooling and crystallisation is, typically, long compare to characteristic time of 

cluster formation . 
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ABSTRACT 

Nanocomposite thin films formed by metal or semiconductor nanocrystals (NCs) embedded in a host exhibit interesting 
nonlinear optical properties related to the small size of the NCs (typically around 10 nm or below). These properties make 
these materials potential candidates for the development of all-optical switching devices. The challenge is to produce 
nanocomposite materials with controlled and suitable characteristics. The present work aims to show that nanocomposite 
materials produced by pulsed laser deposition (PLD) might have superior structural and non-linear optical properties than 
those obtained by other techniques. This result will be illustrated in systems formed by metallic NCs (Bi, Cu) embedded in 
an A1203 host. Fundamental aspects related to the nucleation and growth mechanisms or the reactivity of the NCs with the 
host will be discussed. Finally, the excellent nonlinear properties of the PLD synthesized composites will be illustrated in 
the case of Cu:Al203 films, in which the dependence of the nonlinear third order optical susceptibility (x<3)) has been 
investigated as a function of the NCs size and %<3) values as large as 10"7 esu have been achieved. 

Keywords: Pulsed Laser Deposition, Nanocomposites, Metal Nanocrystals, Thin films, Non-linear optics, Third Order 
Susceptibility. 

1. INTRODUCTION 

Nanocomposites formed by metallic or semiconductor nanocrystals (NCs) embedded in dielectric hosts show special 
optical properties. The most striking and easy to observe is the change in coloration undergone by glasses when metal NCs 
are embedded in them, a property which has been used for centuries to produce artistic objects. More recently the linear 
optical properties of NCs embedded in glasses have been used for the development of a wide variety of optical filters or 
sun glasses. These characteristic properties are the result of collective resonances that can qualitatively be understood in 
the classical frame of the Mie theory. ',2 

The study of nanocomposite systems formed by NCs embedded in a host has became lately an active field of research in 
optics because they exhibit nonlinear optical properties with fast response in the ps time scale, in addition to the well 
known characteristic linear optical properties. Their nonlinear optical response is determined by dielectric and quantum 
confinements which are a result of the small dimensions of the NCs compared to both the wavelength of light and the 
mean free-path of electrons in the bulk material.3 One of the manifestations of the third order nonlinear optical 
susceptibilities (%(3)) of these nanocomposites is the optical Kerr effect, which describes the dependence of the refractive 
index on the intensity of the light propagating in the medium. This effect is the physical basis for the development of all 
optical switching devices. Figure 1 shows the characteristic values of x(3) for several dielectric materials as a function of 
the wavelength. This figure is an update of the table reported earlier elsewhere 4 together with the addition of new data for 
transition metal oxides5'6 semiconductor7 and metal8 NCs embedded in dielectric hosts. Oxide glasses show a moderate 
value of the third order susceptibility, at least one order of magnitude larger than that reported for fluoride glasses. The 
oxide glasses are the basic material for optical fibers and since they present extremely low losses, it is possible to use large 
lengths for switching, and thus their moderate x(3> values (10"13-1015 esu) might be sufficient. In fact, silica fibres are still 
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a material of choice for optical switching. The development of integrated devices in waveguide configuration involve much 
shorter switching lengths and thus the requirement for low losses is less demanding but much larger values of % are 
needed. Chalcogenide glasses show larger values, in the 1012 esu range, that are further improved in the case of transition 
metal oxides (from 1012 esu to 10"10 esu). The larger values reported correspond to nanocomposite systems in which metal 
and semiconductor NCs are embedded in a dielectric host. Among them, the largest one has been reported for metal NCs 
systems (10"6 esu) over a wide wavelength range in the visible.8 It is worthwhile noting in Fig.l that there are, to our 
knowledge, no data reported in the wavelength range of interest for optical communications (1.2 um to 1.6 um). 

10-7 - 
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10-16 

--Metal NCs 

Semiconductor NCs 

Fluoride glasses 1 
Chalcogenide 

glasses 

0,4 0,8 1,2 1,6 
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Figure 1. Values reported in the literature for the third order non- 
linear optical susceptibility x3 of several material as a function of 
the wavelength for which these values have been reported. See text 
for references. Metal NCs and semiconductor NCs hold for 
nanocomposite materials formed by nanocrystals embedded in a 
dielectric host. 

The analysis of Fig.l evidences that nanocomposite materials formed by NCs embedded in a dielectric host are the 
materials with the larger x(3) values. These materials have thus high potential for the development of waveguide all-optical 
switches, provided that their nonlinear response can be extended into the near IR region, with similar efficiencies to those 
in the visible, and that the losses are kept low enough at the wavelength of interest. The study of such systems was initiated 
in the 70's when most of the work was related to the study of the optical properties of NCs immersed in colloidal 
suspensions or embedded in glass bulk systems.3 Since then, a strong experimental effort has been done in^the 
development of suitable methods for the production of these materials in the form of waveguides. Ion-implantation,9101112 

sputtering,1314 and sol-gel,15'16'1V are among the most commonly used techniques. In all cases, one of the key issues is the 
control of the size, shape and size distribution of the NCs. Pulsed Laser Deposition (PLD) has been shown to be excellent 
to produce complex oxide materials such as those typically required to host the NCs.18 It has, in addition, a high potential 
for the growth of artificially structured materials due to its flexibility. One of its advantages is that deposition can be done 
either in vacuum or in a wide range of gas pressures. The first report on the production of NCs embedded in a dielectric 
host by PLD was, to our knowledge, the production of CdTe NCs in a Si02 host.19 In this case, the films were grown by 
alternate ablation of the semiconductor and host targets under Ar and O atmospheres respectively. Since then, the works 
reporting on the production of NCs by PLD took advantage of the possibility of using a background gas pressure, and they 
showed how the size of Si NCs could be varied by controlling the ambient gas pressure.20,21,22 

This work aims to show that PLD is an attractive alternative route to produce nanocomposite materials formed by metal 
NCs embedded in a host. This technique allows the production of materials with excellent structural and optical (linear 
and nonlinear) properties, that are in many cases superior to those produced by other techniques. The materials are 
produced by alternate ablation of the host and the metal targets and the unique feature of this work compared, to the earlier 
ones reporting the production of nanocrystalline materials by PLD, is the fact that the materials are produced by ablation 
in vacuum. The results here presented correspond to systems formed by Bi and Cu NCs embedded in an amorphous 
dielectric (A1203) host. Some results obtained in a system formed by a non-oxide host such as amorphous semiconductor 
Ge (a-Ge) will also be described in order to discuss the interactions of the metal NCs with an oxide host. The structural 
properties of the nanocomposite films will be discussed and related to their optical properties, both linear and non-linear. 
Finally, an updated survey of some of the most promising results reported so far on the nonlinear optical susceptibility of 
nanocomposites formed by metal NCs embedded in dielectric hosts is provided and discussed. 
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2. EXPERIMENTAL 

Nanocomposite films were produced in vacuum (<10"7 Torr) by pulsed laser deposition (PLD), using a system consisting of 
an ArF laser (193 nm, 12 ns or 20 ns) operating at 5-10 Hz. The UV laser beam was focused alternately on the host target 
(A1203 or Ge) and on the metallic target (Bi or Cu) leading to an energy density high enough to ablate the metal 
(«2J/cm2).23,24 The targets were set on a computer controlled multi-target holder which allowed both to rotate continuously 
the targets and to expose independently each one to the laser beam. The substrate was located at 32 mm from the target 
surface and held at room temperature. The number of pulses on the metallic target was used to control the size of the NCs 
and it was carefully selected in order to produce metal NCs of sizes of a few nanometers. The number of pulses on the host 
target was chosen to obtain an in-depth separation between NCs layers from 5 nm to 20 nm. The alternate deposition of 
the pair of metal NCs and host layers was repeated several times (1 to 10) and a host layer was always deposited at the end 
of the process in order to protect the metal NCs from reaction with the atmosphere. In order to apply different post- 
deposition characterization techniques, the films were grown on Si, fused silica, glass and carbon-coated mica substrates. 
A HeNe laser beam, focused on the substrate at 45° off the normal, was used to follow the evolution of the film reflectivity 
during growth, which allowed the in situ control of the film thickness and deposition rate.25 

High resolution transmission electron microscopy (HRTEM) analysis has been used to determine the structural 
characteristics of the nanocomposite films, mainly the NCs size and size distribution. Whereas the HRTEM images of the 
NCs show clear lattice fringes indicating their crystalline structure, both the Ge and A1203 hosts were found to be 
amorphous.23,24 The metal content in the films and its in-depth distribution has been determined by Rutherford 
Backscattering Spectrometry (RBS).24 The linear optical properties of the films have been determined by absorption and 
spectroscopic ellipsometry measurements. The ellipsometric parameters, tan \\i and cos 8, have been measured by means of 
a SOPRA spectroscopic rotating polarizer ellipsometer in the 300-800 nm wavelength range, using steps of 10 nm. The 
Bruggeman effective medium model for three dimensional isotropic systems combined with a standard regression method 
were used to simulate the measured ellipsometric parameters of the nanocomposite films.26 The nonlinear response has 
been measured by Z-scan spectroscopy at 590 nm with 30 ps pulses at a repetition rate of 400 kHz. This low repetition rate 
has been used in order to minimize the thermal contribution to the nonlinear response. The beam was focused by a 150 
mm lens, leading to a measured beam waist of 30 urn.27 The resulting data have been analysed in the frame of a model 
based on a thin lens approximation. This model allows to separate the electronic and thermal contributions to the 
measured non-linear response, whenever the latter is low enough. This is important because the fast ps nonlinear response 
comes from the electronic contribution, and this is the one that should be optimized to develop all-optical switching 
devices. 

3. RESULTS AND DISCUSSION 

Figure 2 shows HRTEM images of Cu. A1203 films prepared by PLD. In this case the analysed films correspond to trilayer 
films grown following the sequence AI2O3/CU/AI2O3 and using 160 (Fig. 2a) and 240 pulses (Fig. 2b) on the metal target. 
The resulting films have a single metal NCs layer and thus there is no overlapping of images from crystals lying in 
different layers making it easier the analysis of the shape and size distribution. The images show dark areas with lattice 
fringes which are the Cu NCs surrounded by an homogeneous amorphous background which is the embedding A1203 host. 
The histograms of the NCs size distribution obtained from the HRTEM images included in Fig. 2a and 2b are shown in 
Figs.3a and 3b respectively and clearly show that the average diameter of the NCs increases from 3.0+0.6 nm to 5+1 nm as 
the number of pulses in the Cu target is increased from 160 to 240 pulses. The NCs size distributions are very sharp, 
specially for the films having the smaller NCs (Fig. 3a), and it is narrower than those reported for NCs of similar 
dimensions («3 nm) produced by other techniques such as sol-gel, or ion-implantation.15,28'29 In addition, the images in 
Fig. 2 show that the NCs are uniformly distributed over the film but their average separation (center to center) also 
increases (from 6 nm to 7.5 nm) when the number of pulses in the Cu target is increased.30 
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Figure 2. HRTEM images of Cu:Al203 trilayer films grown 
by alternate PLD and using (a) 160 and (b) 240 pulses in the 
Cu target 

Figure 3. Histogram of the average diameter of the NCs 
seen in Figs. 2a and 2 b, respectively. dm stands for 
mean diameter and sd for standard deviation 

The image in Fig.2a shows clearly that the NCs have an in-plane circular shape, this being confirmed by measuring the 
dimensions of the NCs along two orthogonal directions. The NCs in Fig.2b have more irregular in-plane shapes with a 
broader size distribution as it can be seen in the corresponding histogram (Fig.3b). These results can be interpreted in 
terms of the nucleation of the NCs at the substrate, followed by their growth and coalescence. The image in Fig. 2a would 
represent the earlier stages of formation, in which crystalline nuclei have been developed and grown moderately, all the 
NCs having similar sizes and shapes. At a later stage, the NCs would grow by addition of the new atoms arriving at the 
surface followed by the coalescense of the NCs which are closer to each other. This process is strongly favored by the 
conditions in which PLD takes place, since it has been demonstrated that it involves species arriving at the substrate with 
kinetic energies as high as 150 eV,18 thus facilitating the mobility of the atoms reaching the substrate and promoting the 
growth of crystals from pre-existent nuclei. 
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Spectroscopic ellipsometry measurements are a very powerful non-invasive technique to determine the composition of thin 
films when combined with effective medium modeling. This technique has been successfully applied to the determination 
of the stoichiometry of oxide thin films such as SbOx 

31 and GeOx.32 Nevertheless, the potential of spectroscopic 
ellipsometry to the analysis of nanocomposite thin films has been rarely explored. We have first applied this procedure to a 
a system formed by Bi NCs embedded in an a-Ge host.26 Bi and Ge form an eutectic system with low mutual solubility, 
even in the liquid phase,33 and no metastable alloys have been reported. The low mutual solubility of both elements 
ensures that the Bi will tend to form pure isolated crystals protected against atmospheric oxidation by the Ge matrix. The 
Bi:Ge films were grown on Si substrates alternating different number of pulses on the Bi target, while keeping a constant 
number of pulses on the Ge target. The procedure was repeated five times to lead to films with total thicknesses in the 
range 21 nm to 26 nm. This procedure allowed to obtain films with Bi NCs with diameters ranging from 2.3±0.8 run to 
23±5 nm.24 The optical constants of the films (« and k) were determined from the ellipsometric parameters, assuming an 
absorbing film on a crystalline Si substrate. The results show that the optical constants continuously evolve from those of 
pure a-Ge to those of Bi as the number of pulses on Bi, and thus the Bi content in the film and the NCs size, increases. The 
Bruggeman effective medium model34 was used to simulate the measured ellipsometric parameters, by assuming a three- 
dimensional isotropic system formed by a-Ge and Bi with the optical parameters (n and k values) reported earlier for PLD 
films of the pure elements.35 The effective medium model provides the volume fraction of Bi in a-Ge and the film thickness 
through the use of a standard regression method. Excellent fits of the experimental data were obtained following this 
procedure. The composition of the films in at.% was then calculated from the Bi volume fraction assuming the density of 
the bulk materials (2.8 x 1022 at/cm3 for Bi and 4.4 x 1022 at/cm3 for Ge). Figure 4 shows the atomic fraction of Bi 
determined both from the spectroscopic ellipsometry and RBS measurements as a function of the average size of the NCs. 
It is clearly seen that the compositions determined by both methods are in excellent agreement. 

m 

60- 

y€i 

x  - 
30- 

$■■''' 
- 

4' ■ 

0- —,—,—,—|—,— H ' ^ —1—1—'— 
5 10 15        20        25 
Mean diameter of Bi NCs (nm) 

Figure 4. Bi at. % of Bi:Ge films prepared by PLD as a function of 
the mean diameter of the Bi NCs obtained both from the RBS 
measurements (O) and from the spectroscopic ellipsometry 
analysis (A). 

The same approach was used to determine the Bi content in the case of such NCs embedded in an oxide host, A1203. The 
Bi:Al203 nanocomposite films were prepared by alternating a number of pulses on the Bi and A1203 targets and repeating 
the procedure 10 times, leading to a film with total thickness of« 225 nm and NCs with mean diameter smaller than «1.5 
nm.26 The real part of the refractive index (ri) of the composite as a function of the wavelength shows the same behaviour 
than that of the A1203 host, the only difference being the slightly larger n value of the nanocomposite film. In contrast, the 
imaginary part of the refractive index (k) of the nanocomposite behaves quite differently to that of the pure A1203 film. 
Whereas the linear absorption is found to be negligible (k< l\ 10"3) in the whole studied wavelength range for the latter, 
the result obtained for the Bi:Al203 nanocomposite film is shown in Fig.5a. An increase of the overall absorption of the 
film related to the inclusion of the Bi NCs is observed. A first approach to understand the structure of the k spectrum is its 
analysis in the frame of the theory of Mie for the diffraction of a conducting sphere in a dielectric, using the electric dipole 
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approximation.1'2 According to this theory, the k value should exhibit an enhancement where the condition s,+2nd
2= 0 is 

satisfied, s, being the real part of the dielectric constant of the metal and nd the real part of the refractive index of the 
dielectric. The wavelength at which this condition is achieved is known as the surface plasmon resonance of the metal 
nanocomposite. In our case, this occurs at a wavelength between 370 and 380 nm which is in agreement with the peak 
structure observed in Fig. 5a for this wavelength range. As described before for the case of the a-Ge host, the Bruggeman 
effective medium modeling was used to simulate the ellipsometric parameters and to determine the amount of metal 
embedded in the A1203 host. The best fit is obtained assuming a mixture of A1203 with 0.45 % Bi in volume, which leads 
to 0.14 Bi at % when taking into account the density of amorphous A1203. Figure 5a also includes the calculated k values 
for such a mixture which reasonably agrees with the experimental data since it shows a maximum at around 360 nm and 
the absolute k values are similar to the experimental ones. The atomic fraction of Bi atoms was also determined by RBS 
measurements and the metal content was found to be 0.5 at.%. Even when the absolute differences might seem small, 
taking into account the uncertainties in the element densities, it should be noted that unrealistically large values of k are 
obtained using the Bruggeman model for a mixture containing 0.5 at.% Bi. It becomes clear that the analysis of the 
spectroscopic ellipsometry data underestimate the Bi content in the Bi:Al203 films, as opposed to the excellent agreement 
obtained for the Bi:Ge films. This result suggests that part of the Bi is not in metallic form and has most likely undergone 
some chemical reaction with the matrix. 
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Figure 5. Imaginary part of the refractive index k of (a) Bi:Al203 films and (b) Cu:Al203 films as a function of wavelength. The full line 
in (a) and (A,#) are the experimental values obtained from spectroscopic ellipsometry and the dashed lines are the curves calculated 
using the Bruggeman effective medium model with metal contents of (a) 0.14 at.% of Bi and (b) 5 at.% and 8 at.% of Cu. 
Experimental results for Cu:Al203 films having metal NCs with average diameters of (A) 3.0+0.6 and (©»Stl nm are both shown. 

To analyse further the discrepancies between the absolute determination of the metal content by RBS and by optical 
measurements in the case of the A1203 host, the analysis of the absorption of the same host containing a different kind of 
metal NCs is shown in Fig.5b. The results correspond to two Cu:Al203 films prepared by using different number of pulses 
on the Cu target and thus containing NCs of 3.0±0.6 and 5+1 nm mean diameters each. The size distribution of the NCs in 
these films corresponds to those shown in Fig. 3. For these films, the surface plasmon resonance condition is achieved at 
590+5 nm, in agreement with the experimental results. The RBS measurements provide an atomic Cu content of 7.6 at % 
and 9.8 at %, respectively and simulations with the Bruggeman model were performed for volume fractions of 5% and 8% 
(5.4 and 9.3 at.%), the results being also included in Fig.5b. The comparison of the simulated and experimental values 
clearly shows that also in the case of Cu: A1203 films, the metal content is underestimated when determined from optical 
measurements. Since the agreement for Bi:Ge films is nevertheless excellent as shown in Fig. 4, it has been suggested that 
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the different reactivity of the semiconductor Ge and the oxide A1203 hosts with the metal NCs could be responsible of such 
behavior.26 When embedded in an oxide host, the metal NCs surface could be oxidized or at least covered by a shell of 
oxygen atoms coming from the host. The optical properties of this oxidized shell are indeed different from those of the 
metal and the host and thus the assumption of having an homogeneous mixture of the host and the metal would be no 
longer valid. These results allow us to conclude that some reactions might take place between the metal and the oxide host 
and that these reactions are most likely to occur no matter the production technique. 

The electronic third order non-linear susceptibility (%3) and the linear absorption (a) at 590 nm for the Cu:Al203 

nanocomposite films are plotted in Fig 6 as a function of the NCs mean diameter. Both parameter follow opposite trends as 
the size of the NCs increases. Quantum confinement effects have been reported to become important in metal NCs for 
average diameters smaller than 10 nm due to the contribution of intraband transitions between discrete levels in the metal 
conduction band.3,2S The intrinsec third order susceptibility of the metal NCs associated to these transitions scales as the 
inverse of the third power of the NCs diameter and it becomes larger for the smaller NCs.27,29 The effective susceptibility 
of the nanocomposite x3 is related to the intrinsec one and it is thus expected to be also larger the smaller the NCs as 
shown in Fig.6. The fact that the linear absorption a at a wavelength close to that of the surface plasmon resonance 
increases when the mean diameter of the NCs increases is also expected, since the larger the NCs size the higher the metal 
volume fraction and according to the Mie theory,1 a is a linear function of the metal volume fraction. Both x3 and a are 
key factors for device development since their ratio has to be optimised in order to produce waveguide devices, the 
challenge being to produce materials having a large x3 with minimal a. The results shown in Fig. 6 evidence that the best 
figure of merit for optical switching is achieved for the smallest NCs studied (3.0 + 0.6 nm). 
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Mean diameter of Cu NCs (nm) 

0.5    3 

Figure 6. (■) Electronic third order non-linear 
susceptibility x3 and (O) linear absorption a, both at 590 
nm, of Cu:Al2C>3 films as a function of the average 
diameter of the Cu NCs. 

Table I presents an updated resume of the works reporting x values in metal nanocomposite systems, the data being listed 
according to the x3 value, from larger to smaller ones. The most relevant parameters regarding the nature of the NCs, the 
method of preparation and the technique used to measure the nonlinear response have been included to facilitate the 
comparison between the reported x3 values. This survey includes experimental results on solid state systems, and studies in 
colloids have thus been excluded. It can be observed that Au, Cu and Ag are still the most studied metal NCs, although 
there are few reports on Sn, Bi,and Sb. Regarding to the hosts, most of the research has been done in either fused silica or 
silica glass, a limited number of results are available for A1203 and other oxides (Ti02, Nb2Os), and there is one report in 
which a polymer has been used as host. It is worth noting that the average size of the NCs in metal nanocomposites 
exhibiting a nonlinear response is in the tenths of nanometer range for a large number of the works. If we compare these 
sizes to those shown in Fig. 6 (below 7 nm) it is clear that larger sizes imply higher absorption or losses. Furthermore, 
there are some cases in which the large size of the NCs implies such a high content of metal that brings the metal close to 
the "percolation thereshold", and thus close to the formation of a cuasi-continuous metal layer. 
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TABLE I 

Summary of the nanocomposite materials formed by metallic NCS embedded in an insulator host which exhibit third order non-linear 
susceptibility. The columns describe sequentially the kind of metal NCS; the host; the NCS size, the wavelength (X)I at which &e 
optical properties are listed; the linear optical absorption a; the third order optical susceptibility x«; a column to specify whether the 
reported X

0) value is clearly related to the electronic component (ec); the method used to measure X
c' which includes the method (m), 

the pulse duration (x) and the frequency (o) used; the material synthesis method; and the reference (R). 

NCS Host3 size 
(nm)b X(nm) c a (cm"1) X

(3)(esu)d ec 
Method for %{i) 

m, x, 0 e 

Synthesis 
Method' R 

Sn Silica glass 4-20 500 105 3 x 10"6 D, 5 ns Ion-impl 9 

Au Si02 glass 80 532 105 2.5 x 10-6 Y D, 70 ps RF-Sput 13 

Au AI2O3 30 532 1.7 xlO5 1.2 xlO"6 Y D, 70 ps RF-Sput 36 

Au Ti02 38% (*) 670 3xl05 6 x 10"7 Y D 200 ps RF-Sput 37 

Au Si02 34 530 6.7 x 104 2 x IO-7 D, 20 ns RF-Sput 14 

Au Silica glass 3 532 1.9 xlO5 1.2 xlO-7 D, 7 ns Ion-impl 10 

Cu AI2O3 3 596 4xl04 lO-7 Y Z, 30 ps, 0.4 Mhz PLD 27 

Cu Glass 48 580 (4-5)xl03 IC7 D, 7 ns Quenching 38 

Ag/Sb Silica glass 10-20 596 D 2.5 xlO4 9 x 10"8 Y Z, 6 ps, 3.8 Mhz Ion-impl 39 

Au Nb205 5 590 2.2 x 105 7.3xl0-8(**) Y D, 1.2 ps BADev 40 

Ag Glass 11 420 3x 103 7xl0'8 D, 7 ns Quenching 38 

Cu Silica glass 5/50 596 D 6 x 10"8 Y Z, 6ps, 15.2 Mhz Sol-gel 15 

Ag Silica glass 14 596 D 3.2 xlO4 5.4 x 10"8 Y Z, 6 ps, 3.8 Mhz Ion-impl 41 

Cu/Ni Silica glass 10 770 D 4x10" 4xl0"8 Z, 130 fs, 76 Mhz Ion-impl 11 

Au A1203 5 570 4xl02 3 x 10'8 D, 8 ns Sol-gel 16 

Sb Silica glass 6 596 D 5.5 xlO5 2.4 x 10"8 Y Z, 6ps, 3.8 Mhz Ion-impl 41 

Au Silica glass 10 540 2.6 xlO3 2.3 x 10-8 D, 10 ns Sol-gel 17 

Cu AI2O3 3 596 4x 104 2 x 10"8 Y Z, 6 ps, 3.8 Mhz PLD 23 

Cu Fused silica 5-13 570 (0.2-2)xl04 (0.4-2.2) xlO"8 Y Z, 6 ps, 3.8 MHz Ion-impl 12 

Ag S1O2 7 390-406 D 5.7 x 10" 1.6 x 10"8 D, 20 ns RF-Sput 42 

Bi Fused silica 7 770 D <7.5xl03 1.3 xlO"8 Z, 140 fs, lOOMhz Ion-impl 43 

Au AI2O3 13 570 lxlO2 1.3 xlO'8 D, 8 ns Sol-gel 16 

Cu Fused silica 5/25 563 3.7 xlO4 10"8 Y Z, 6ps„3.8MHz Ion-impl 28 

Sb Fused silica 7 770 D <7.5xl03 6.3 x 10"9 Z, 140 fs, 100 Mhz Ion-impl 43 

Cu Fused silica 5-13 532 (0.1-3)xl04 (2.4-8.4) x lO"10 Y D, 35ps Ion-impl 29 

Au PE 560 1.9 xlO4 6.3 x 10"10 Y D, 70 fs, 0.3 Mhz PE dipping 44 

Au Fused silica 5-30 532 (0.7-1) xlO4 io-'° Y D, 35 ps, 10 Hz Ion-impl 45 

Au Fused silica 800 □ 6 x 10"12 Y D, 0.1-1 ps Ion-impl 46 
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*    PE stands for Polyelectrolyte. 
b    A range of sizes for the NCS refers either to different specimens with a range of a and x<3> values or to a range of NCs size 

measured in the same specimen. (*) refers not to NCs size but to % volume fraction occupied by the NCs. 
c    □ indicates that the measuring wavelength is out of the SPR region. 
d    (**) corresponds to the x*xxx component of the fourth-rank susceptibility tensor. 
e    D stands for degenerate four wave mixing and Z for Z-scan measurements. 
'    "Ion-Impl" stands for ion implantation, "RF-Sput" for RF-sputtering, "IBADev" for ion beam assisted deposition plus co- 

evaporation, "PE-dipping" for Polyelectrolyte dipping and "PLD" for pulsed laser deposition. 

Under these conditions, the thermal load of the material is very high and the discrimination of the electronic component 
(fast one) in respect to the slow thermal one becomes difficult.27 In this respect, special attention should be taken when 
comparing results obtained by different authors and/or measuring techniques and that is why a columm (ec) has been 
added to identify the works in which the authors clearly discuss the existente of both components and state they are 
quoting the electronic component. The possibility of discrimination of the electrical component from the thermal induced 
effects depends not only on the technique used but also on the experimental conditions used, mainly on the pulse duration 
and the repetition rate. Note that in the reports in which the electronic component is identified, the measurements have 
always been performed with laser pulses of ps and fs. 

The Table shows that there is a fairly large amount of nanocomposites for which a third order susceptibility value in the 
range of 10"8 esu has been reported, among which our first report on nonlinear response of Cu NCs prepared by PLD is 
included. There are only four works reporting third order susceptibility values of 10"7 esu and above in which the electronic 
component has been clearly separated. Among these, it is found our Cu:Al203 nanocomposite prepared by pulsed laser 
deposition. It should be noted that this result is very promising, specially taking into account that the linear absorption in 
our film is almost one order of magnitude lower than that for the other films, due to the fact that the NCs size is much 
smaller (3nm compared to 30-80 nm) in the PLD films. 

4. CONCLUSIONS 

Alternate pulsed laser deposition in vaccum is a suitable and flexible route to produce nanocomposite films formed by 
metallic NCs embedded in a dielectric host. The size of the crystals is easily controlled through the number of pulses in 
the metal target and the size distributions are very sharp, the smaller the diameter the sharper the distribution. The NCs 
are produced by nucleation, growth and coalescence at the substrate, the latter process leading to broader distributions 
when the size of the NCs is increased. The linear optical properties of the nanocomposites can be well simulated by 
effective medium modelling whenever the metal and the host do not interact and the simulation thus provides a very 
accurate means to determine the metal content. However, interactions between the host and the metal, when the host is an 
oxide, prevent such determination and lead to an optical behaviour different from that expected, such interactions being 
most likely leading to the formation of oxide shells surrounding the NCs. Finally, the values for the third order non-linear 
optical susceptibiliy x(3) of the Cu:Al203 nanocomposites prepared by PLD are among the larger values reported in the 
literature. When the absorption is taken into account, the PLD films having the smaller NCs (3.0 ± 0.6 nm) have one of 
the best figure of merit x(3) /« reported so far in the literature for nanocomposite materials formed by metal NCs 
embedded in a host. 

ACKNOWLEDGEMENTS 

This work has been partially supported by CICYT (Spain) under TIC96-0467 project and by the EU under BRPR-CT98- 
0616 project. The authors are grateful to A. K. Petford-Long (University of Oxford, UK) for the HRTEM analysis and very 
fruitful discussions, and to the GPS (Universite de Paris VI et VII, Paris, France) for provision and assistance of RBS 
facilities. One of the authors (J.G.) acknowledges a Research Contract from the Spanish Ministry of Education and 
Culture. 

461 



REFERENCES 

1. G. Mie, "Beiträge zur Optik trüber Medien, speziell kolloidaler Metallösungen," Ann. Phys. 25, 377-455, 1908. 

2. M. Born and E. Wolf, Principles of Optics, Ch. 13, pp. 633-667, Pergamon Press, Oxford 1983. 

3 . C. Flytzanis, F. Hache, M. C. Klein, D. Ricard and Ph. Roussignol, "Nonlinear optics in composite materials", in 
Progress in Optics, ed. by E.Wolf, XXIX, 323-311, North Holland, Amsterdam 1991 

4. E. M. Vogel, M. J. Weber and D. M. Krol, "Nonlinear optical phenomena in glass," Phys. and Chem. of Glasses 32, 
231-254, 1991. 

5. M. Ando, K. Kadono, ML Haruta, T. Sakaguchi and M. Miya, "Large third-order optical nonlinearities in transition- 
metal oxides," Nature 374, 625-627, 1995. 

6. T. Hashimoto, T. Yamada, T. Yoko, "Third order nonlinear optical properties of sol-gel derived <x-Fe203, 
7-Fe203, and Fe304 thin films," J. Appl. Phys. 80, 3184-3190, 1996. 

7. G. P. Banfi, V. Degiorgio and D. Ricard, "Nonlinear optical properties of semiconductor nanocrystals," Adv. in Phys. 
47, 447-510, 1998. 

8. C. N. Afonso, R. Serna, J. M. Ballesteros, J. Solis, A. K. Petford-Long and R. C. Doole, "Nanocrystal composite thin 
films produced by pulsed laser deposition for nonlinear optical applications," SP1E vol. 3404, 74-83, 1998. 

9. Y. Takeda, T. Hioki, T. Motohiro and S. Noda, "Large third-order optical nonlinearity of tin microcrystalline-doped 
silica glass formed by ion implantation," 4p/>/. Phys. Lett. 63, 3420-3422, 1993. 

10. K. Fukumi, A. Chayahara, K. Kadono, T. Sakaguchi, Y. Horino. M. Miya, J. Hayakawa and M. Satou, "Au+ ion 
implanted silica glass with non-linear optical property," Jpn. J. Appl. Phys 30, L742-L744, 1991. 

11. M. Falconieri, G. Salvetti, E. Cattaruzza, F. Gonella, G. Mattei, P. Mazzoldi, M. Piovesan, G. Battaglin and R. 
Polloni, "Large third-order optical nonlinearity of nanocluster-doped glass formed by ion implantation of copper and 
nickel in silica;'Appl. Phys. Lett. 73, 288-290, 1998. 

12. R.H. Magruder III, R.F. Haglund, Jr., L. Yang, J. E. Wittig and R. A. Zuhr, "Physical and optical properties of Cu 
nanoclusters fabricated by ion implantation in fused silica," J. Appl. Phys. 76, 708-715, 1994. 

13. H. B. Liao, R. F. Xiao, J. S. Fu, P. Yu, G. K. L. Wong and Ping Sheng, "Large third-order optical nonlinearity in 
Au:Si02 composite films near the percolation threshold," Appl. Phys. Lett. 70, 1-3, 1997. 

14. I. Tanahashi, Y. Manabe and T. Tohda, "Optical nonlinearities of Au/Si02 composite thin films prepared by a 
sputtering method," J. Appl. Phys. 79, 1244-1249, 1996. 

15. G. De, L. Tapfer, M. Catalano, G. Battaglin, F. Caccavale, F. Gonella, P. Mazzoldi and R. F. Haglund, Jr, 
"Formation of copper and silver nanometer dimension clusters in silica by the sol-gel process," Appl. Phys. Lett. 68, 
3820-3822, 1996. 

16. Y. Hosoya, T. Suga, T. Yanagawa and Y. Kurokawa, "Linear and nonlinear optical properties of sol-gel derived Au 
nanometer particle doped alumina," J. Appl. Phys. 81, 1475-1480, 1997. 

17. M. Lee, T. S. Kim and Y. S. Choi, "Third-order optical nonlinearities of sol-gel processes Au-Si02 thin films in the 
surface plasmon absorption region," J. of Non. Cryst. Solids 211, 143-149, 1997. 

18 . C. N. Afonso "Pulsed laser deposition of films for optical applications", in Insulating materials for optoelectronics: 
new developments, ed. by F.Agullo-Lopez, World Scientific Publishing Co.Inc., Chap.l, 1-28, 1995. 

19. S. Ohtsuka, K. Tsunetomo, T. Koyama and S. Tanaka, "Ultrafast nonlinear optical effect in CdTe-doped glasses 
fabricated by the laser evaporation method," Opt. Materials 2, 209-215, 1993. 

20 . T. Yoshida, S. Takeyama, Y. Yamada and K. Mutoh, "Nanometer-sized silicon crystallites prepared by excimer laser 
ablation in constant pressure inert gas," Appl.Phys.Lett. 68, 1772-4, 1996. 

462 



21. W. Marine, I. Movtchan, A. Simakine, L. Patrone, R. Dreyfus, M. Sentis, M. Autric and N. Merk, "Pulsed laser 
deposition of Si nanocluster films," MRS Symp.Proc. 397, 365-374, 1996. 

22. D. B. Geohegan, A. A. Puretzky, G. Duscher and S. J. Pennycook, "Photoluminescence from gas-suspended SiOx 

nanoparticles synthesized by laser ablation," Appl. Phys. Lett 73, 438-440, 1998. 

23. J. M. Ballesteros, R. Serna, J. Solis, C. N. Afonso, A. K. Petford-Long, D.H. Osborne and R. F. Haglund Jr. "Pulsed 
laser deposition of Cu: A1203 nanocluster thin films with high third order non linear susceptibility," Appl. Phys. Lett. 
7, 2445-2447, 1997. 

24. R. Serna, T. Missana, C. N. Afonso, J. M. Ballesteros, A. K. Petford-Long and R. C. Doole, "Bi nanocrystals 
embedded in an amorphous Ge matrix grown by pulsed laser deposition," Appl. Phys. A 66, 43-47, 1998. 

25. C.N. Afonso, R. Serna, J.M. Ballesteros, A.K. Petford-Long, R. C. Doole, "Synthesis by pulsed laser deposition of 
metallic nanoclusters embedded in an amorphous host," Appl. Surf. Sei. 127-129, 339-343, 1998. 

26. R. Serna, J. C. G.de Sande, J. M. Ballesteros and C. N. Afonso, "Spectroscopic ellipsometry of composite thin films 
with embedded Bi nanocrystals," J. Appl. Phys.84, 4509-4516, 1998. 

27. J. M. Ballesteros, J. Solis, R. Serna and C. N. Afonso, "Nanocrystal size dependence of the third-order nonlinear 
optical response of Cu:Al203 thin films," Appl. Phys. Lett, (in press) 

28. R. F. Haglund Jr, L. Yang, R. H. Magruder III, J. E. Witting, K. Becker and R. A. Zuhr, "Picosecond nonlinear 
optical response of a Cu:silica nanocluster composite," Opt. Lett. 18, 373-375, 1993. 

29. Li Yang, K. Becker, F. M. Smith, R. H. Magruder III, R. F. Haglund Jr, L. Yang, R. Dorsinville, R. R. Alfano and 
A. Zuhr, "Size dependence of the third-order susceptibility of copper nanoclusters investigated by four-wave mixing," 
J. Opt. Soc. Am. B 11, 457-461, 1994. 

30 . R. Serna, C. N. Afonso, J. M. Ballesteros, A. Naudon, D. Babonneau and A. K. Petford-Long, "Size, shape 
anisotropy, and distribution of Cu nanocrystals prepared by pulsed laser deposition", Appl. Surf. Sei. (in press) 

31. J. C. G. de Sande, F. Vega, C. N. Afonso, C. Ortega and J. Siejka, "Optical properties of Sb and SbOx films," Thin 
Solid Films 249, 195-200, 1994. 

32. F. Vega, J. C. G de Sande, C. N. Afonso, C. Ortega, and J. Siejka, "Optical properties of GeOx films obtained by 
laser deposition and dc sputtering in a reactive atmosphere,"^/?/. Optics. 33, 1203-1207, 1994. 

33. T. Missana, C. N. Afonso and M. F. da Silva, "Interdiffusion studies in Bi-based layered systems with nanosecond 
laser pulses," Appl. Phys. , 59, 653-658, 1994. 

34. D. E. Aspnes, "Optical properties of thin films," Thin Solid Films 89, 249-262, 1982. 

35. J. C. G. de Sande, C. N. Afonso, J. L. Escudero, R. Serna, F. Catalina and E. Bernabeu, "Optical properties of laser- 
deposited a-Ge films: a comparison with sputtered and e-beam-deposited films," Appl. Optics 31, 6133-6138, 1992; J. 
C. G de Sande, T. Missana, C. N. Afonso, "Optical properties of pulsed laser deposited bismuth films," J. Appl. 
Phys. 80, 7023-7027, 1996. 

36. H. B. Liao, R. F. Xiao, J. S. Fu and G. K. L. Wong, "Large third-order nonlinear optical susceptibility of Au:Al203 

composite films near the resonant frequency," Appl. Phys. B 65, 673-676, 1997. 

37. H. B. Liao. R. F. Xiao, H. Wang, K. S. Wong and G. K. L. Wong, "Large third-order optical nonlinearity in 
Au:Ti02 composite films measured on a femtosecond time scale," Appl. Phys. Lett. 72, 1817-1819, 1998. 

38. K. Uchida, S. Kaneko, S. Omi, C. Hata, H. Tanji, Y. Asahara, A. J. Ikushima, T. Tokizaki and A. Nakamura, 
"Optical nonlinearities of a high concentration of small metal particles dispersed in glass: copper and silver 
particles," J.Opt.Soc.Am. B 11, 1236-1243, 1994. 

39. R. A. Zuhr, R. H. Magruder III and T. S. Anderson, "Optical properties of multi-component antimony-silver 
nanoclusters formed in silica by sequential ion implantation," MRS Symp.Proc. 396, 391-396, 1996. 

463 



40. C. M. Cotell, S. Schiestel, C. A. Carosella, S. Flom, G. K. Hubler and D. L. Knies, "Ion-beam assisted deposition of 
Au nanocluster/Nb205 thin films with nonlinear optical poperties," Nucl. Inst. and Methods in Phys. Res. B 127/128, 
557-561, 1997. 

41. R. H. Magruder III, R. A. Weeks, T. S. Anderson and A. Zuhr, "Linear and nonlinear optical properties of metal 
nanocluster-silica composites formed by implantation of Sb in high purity silica," MRS Symp.Proc. 438, 429-434, 
1997. 

42. I. Tanahashi, M. Yoshida, Y. Manabe, T. Tohda, S. Sasaki, T. Tokizaki and A. Nakamura, "Preparation and 
nonlinear optical properties of Ag/Si02 glass composite thin films,"Jpn. J. Appl. Phys. 33, Part 2 L1410-L1412, 
1994. 

43. Z. Pan, S. H. Morgan, D. O. Henderson, S. Y. Park, R. A. Weeks, R. H. Magruder III and R. A. Zuhr, "Linear and 
nonlinear optical response of bismuth and antimony implanted fused silica: annealing effects," Optical Materials 4, 
675-684, 1995. 

44. W. Schrof, S. Rozouvan, E. Van Keuren, D. Horn, J. Schmitt and G. Decher, "Nonlinear optical properties of 
polyelectrolyte thin films containing gold nanoparticles investigated by wavelength dispersive femtosecond 
degenerate four wave mixing," Adv. Materials 3, 338-341, 1998. 

45. R. H. Magruder III, Li Yang, R. F. Haglund Jr, C. W. White, L. Yang, R. Dorsinville and R. R. Alfano, "Optical 
properties of gold nanocluster composites formed by deep ion implantation in silica," Appl. Phys. Lett. 62, 1730- 
1732, 1993. 

46. R. G. Elliman, B. Luther-Davies, M. Samoc and A. Dowd, " Non-linear optical response of metallic and 
semiconducting nanocrystals in fused silica," MRS Symp.Proc. 438,423-428, 1997. 

464 



Invited Paper 

Semiconductor Nanocrystallite Formation Using Inert Gas Ambient 
Pulsed Laser Ablation and Its Application to Light Emitting Devices 

Takehito Yoshida, Yuka Yamada, Nobuyasu Suzuki, Toshiharu Makino, 
Takaaki Orii*, and Seinosuke Onai* 

Matsushita Research Institute Tokyo, Inc., 3-10-1 Higashimita, Tama-ku, Kawasaki 214-8501, Japan 
♦Institute of Applied Physics, Univ. of Tsukuba, 1-1-1 Tennoudai, Tsukuba, Ibaraki 305-0006, Japan 

ABSTRACT 

Pulsed laser ablation (PLA) in inert background gases can synthesize the nanoscaled silicon (Si), for studying its material 
properties as one of the quantum confinement effects. We report an optimized condition in Si nanocrystallite formation by 
the PLA in inert background gas, varying processing parameters: pulse energy and width, inert background gas pressure. 
The optimized process can prepare well-dispersed Si nanocrystallites without any droplets and debris. Furthermore, we 
investigate the influence of the processing paramerters on transition from amorphous-like Si thin films to nanocrystallites. It 
was found that there is a processing window of the inert background gas pressure where the carrier confinement effects 
become apparent. Next, we have fabricated electroluminescent (EL) diodes with active layers of the Si nanocrystallites. The 
structure of the EL diodes was semitransparent platinum electrode/Si nanocrystallite layer/p-type Si/Pt electrode. We have 
observed visible spectra of not only green photoluminescence, but also red EL, at room temperature. Furthermore, we have 
found that the EL diodes showed strong nonlinear dependence of EL intensity on current density. 

Keywords: silicon, nanocrystallites, pulsed laser ablation, optical properties, electroluminescent diode 

1.   INTRODUCTION 

The group IV elements (Si, Ge) can hardly emit light in the bulk state because they are indirect transition semiconductors, 
however it is well known that they are capable of emitting strong visible light at room temperature when their size is 
reduced in the order of several nanometers. '"3 There have been numerous reports concerning light emission from the 
"porous" Si fromed by the liquid phase anodization." When we study the optical properties of nanoscaled group IV 
materials as one of the quantum confinement effects, it is significant to adopt another approach using the nanoscaled 
"spherical" structures which are homogeneous and well-dispersed. However, hitherto it has been difficult to develop 
nanocrystallites into advanced functional devices because they have a large percentage of surface-exposed atoms (nearly 
40% when the diameter is 5 nm), and are extremely sensitive to impurities and/or damage. On the other hand, since the laser 
processing based on non-equilibrium and the non-mass properties of photons can realize clean and damage-free processing 
ambients, this processing is very suitable for the nanocrystallite synthesis. In particular, pulsed laser ablation (PLA)5"6 with 
its capability of maintaining purity in processing ambients has excellent features, notably from the viewpoints of safety 
and compatibility with the environment. For this purpose, PLA into a background gas has been applied to the preparation of 
Si nanocrystallites7'10. Werwa et al.7 reported that the minimum diameter of Si nanocrystallites was about 2 nm in laser 
ablation into a pulsed inert gas. Yoshida et al.' reported that the size distribution of Si nanocrystallites was controlled by 
varying the background gas pressure. Deohegan et al." confirmed that the ejected species condensed into nanoparticles in 
the background gases. 

Recently, some research groups have focused on electroluminescence (EL) properties as well as on PL properties because 
the EL of the nanoscaled Si structures is suited to optoelectronic device applications. Most EL Si structures have been 
thinned to "porous" structures formed by liquid phase anodization.12 EL of porous Si was first observed during anodic 
oxidation in an electrolyte solution.13 Porous Si EL devices operating in the atmosphere have been studied with solid-state 
contacts, including semitransparent metal-contacted Schottky junction diodes,14"16 p-n homojunction diodes 17"20 and p-n 
heterojunction diodes.21'24 Besides the porous Si, Qin et al. developed a visible EL device of the low operational voltage (> 
4 V) in gold (Au)-contacted extra thin (4 nm) Si-rich Si oxide films deposited by magnetron sputtering.25 Nassiopoulos et al. 
observed visible EL from Si nanopillars formed using highly anisotropic reactive etching and thinning thermal oxidation.26 
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Fig.l. Cross-sectional view of preparation reactor of Si 
nano-crystallites using pulsed laser ablation into reduced 
pressure inert background gas. 

Tab.l. Parameters of a tunable pulse width second 
harmonic Nd:YAG laser as an excitation light source for 
the Si ablation 

Nd: YAG Laser Parameters 
Wavelength 532 nm 

Repetition Rate 10 Hz 

Pulse Width 0.17, 0.35, 0.54, £6,15, 30, 42 ns 

Pulse Energy 
1-100mJ, 
typically 10 mJ (~13 J/cm2) 

For the device realization, it is necessary to prepare well-dispersed and homogeneous Si nanocrystallites without any 
micrometer-sized droplets and debris. 

In this work, at first, we study the feasibility of synthesizing such Si nanocrystallites for the device application using the 
PLA in inert background gas, controlling processing parameters: pulse width and inert background gas pressure. 
Furthermore, we investigate the influence of the processing paramerters on transition from amorphous-like thin films to 
nanocrystallites. Next, we fabricate EL diodes of which active layers are Si nanocrystallites, using PLA in inert background 
gas as one of the physical vapor deposition (PVD) methods. Electrical conductivity, dependence of EL intensity on 
excitation current, and luminescence spectra are characterized to clarify their EL mechanisms. Our fabrication method is 
compatible with the established Si large scale integrated (LSI) technology because the PVD processing is suitable for 
successive film stacking and etching of fine patterns. 

2.   EXPERIMENTAL PROCEDURE 

We adopted a tunable pulse width second harmonic Nd:YAG laser (wavelength: 532 nm) as an excitation light source for 
the Si ablation, and surveyed the optimized condition for synthesizing the Si nanocrystallites, varying processing 
parameters: pulse width and peak energy of the excitation laser, inert background gas (helium: He) pressure, T/S distance. 
Figure 1 shows a cross sectional view of a reactor of the PLA in inert background gas. The tunable second harmonic YAG 
laser beam was focused onto the surface of the Si-wafer target. He gas was introduced into vacuum chamber and maintained 
at a constant pressure using differential evacuation system. 
The base pressure of this process chamber was <1.0X 10"9 

Torr. Target-substrate separation, T/S, was adjusted by 
moving the substrate position. Table 1 shows numerical 
values of the excitation laser parameters. Underlined 
istalics mean main values. Numerical values of other 
PVD processing parameters are indicated as follows: 

Target : p-type (100) Si wafer ((|>2 inch, 1500 urn) 
Deposition substrate : Si 10.625 mm,   D18 mm   or 

Si02t 1.0 mm,   D18mm 
He gas flow rate : ~200 seem 
He (background) gas pressure : 1.0-20 Torr 
T/S distance : 20, 30 mm. 

Si nanocrystallite layer 
(Active region: 150 nm) 

Semitransparent Pt 
electrode (12 nm) 

Thermal oxide layer 
(100 nm) 

2.0 mm diam. 
Si substrate p-type (100) 

\ 
Pt electrode 

Fig. 2. Schematic cross-sectional view of the electro- 
luminescent (EL) diode. The structure is (semitrans- 
parent Pt electrode)/(Si nanocrystallite layer)/(p-type Si) 
/(Pt electrode). 
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Structural characterization for the as-deposited Si nanocrystallites was carried out using scanning electron microscope 
(SEM) and high resolution transmission electron microscope (HRTEM). The HRTEM apparatus was Topcon EM002B, 200 
keV. We measured optical absorption spectra of the as-deposited Si nanocrystallites, in visible region. 

For the EL diode fabrication, the Si nanocrystallite layers were deposited using the PLA in the inert background gas. In 
this case, we adopted an argon-fluoride (ArF) excimer laser beam (k: 193 nm, energy density: 1.0 J/cm2«pulse, pulse 
duration: 12 ns, repetition rate: 10 Hz) as a excitation light source. It was focused onto ap-type Si (100) wafer as a target. 
During the laser ablation of the Si target, He gas was introduced into the vacuum chamber and maintained at a constant 
reduced pressure using a differential evacuation system. In this fabrication, the pressure of He gas was maintained at 333 Pa 
where the as-deposited mean diameter and the geometric standard deviation of the Si nanocrystallites were about 10 nm and 
1.5, respectively. Other conditions were the same as those reported previously.9 A schematic cross-sectional view of the EL 
diode is shown in Fig. 2. To fabricate the EL diode, (100) oriented />-type Si wafers with a resistivity of 12 Q*cm were used 
as substrates. Thermal oxide layers were formed with a thickness of 100 nm for the isolation dielectrics. Electrically active 
regions with a diameter of 2.0 mm were defined by removing the thermal oxide with HF+NH4F solution. The Si 
nanocrystallite layers were deposited using the above PLA method. Thermal annealing was carried out at 800 °C for 10 min 
in N2 gas to produce the visible PL.10 In order to form a contact with the Si nanocrystallite layers, semitransparent platinum 
(Pt) films were deposited with a thickness of 12 nm. The EL active regions were Si nanocrystallite layers with an area of 3.1 
X10"2 cm2 (2.0 mm diameter circle) and a thickness of about 150 nm. 

The current-voltage (I-V) characteristics of the EL diodes were measured under forward and reverse bias conditions. The 
forward bias condition was created by applying a positive voltage to the p-type bulk Si substrate with respect to the 
semitransparent Pt electrode. The photoelectromotive forces were measured using a halogen lamp (150 W) as an excitation 

(a) 

Fig. 3. SEM plane view in low magnification for as-deposited Si species on Si substrate. 
Wavelength: 532 nm, Pulse number: 2000. (a) Pulse width: 0.17 ns, Pulse energy: 10 mJ, 
Peak power: 59 MW, (b) Pulse width: 5.6 ns, Pulse energy: 10 mJ, Peak power: 1.8 MW. 

(a) 

Fig. 4. SEM plane view in high magnification for as-deposited Si species on Si substrate. 
Wavelength: 532 nm, Pulse number: 1000, Pulse width: 42 ns, Pulse energy: 10 mJ, Peak 
power: 0.24 MW. (a) Background He pressure: 2.5 Torr, (b) Background He pressure: 
5.0 Torr. 
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(a) 

Fig. 5. SEM cross-sectional view in high magnification for as-deposited Si species on Si 
substrate. Wavelength: 532 nm, Pulse number: 80000, Pulse width: 42 ns, Pulse energy: 
10 mJ, Peak power: 0.24 MW. (a) Background He pressure: 2.5 Torr, (b) Background 
He pressure: 5.0 Torr. 

light source. The dependence of the integrated EL intensity on the diode current was investigated at room temperature. The 
EL intensity was measured by a photomultiplier (Hamamatsu Photonics R3896). The EL and PL spectra were measured at 
room temperature using a single polychromator system (Jasco CT-25C) with a cooled MOS linear image sensor unit 
(Hamamatsu C4834-02) as a detector. An Ar+ ion laser (hu: 2.54 eV, power: 10 mW) was used as the excitation light 
source for the PL observation. The spectra were collected by spectral sensitivity of the measurement system obtained using 
a standard halogen lamp. 

3.   EXPERIMENTAL RESULTS 

We varied the laser pulse width and energy, in order to find appropriate value for suppressing micrometer-sized droplets 
and debris. Figure 3 shows low magnification plane views for the as-deposited Si species by the SEM. Two figures (Fig. 3 
(a) and (b)) describe a typical dependence of the micrometer-sized structure on the laser peak power. In both cases, the 
laser pulse energies were fixed to be same value: 10 mJ. Figure 3 (a) indicates a high peak power case: 59 MW. There are 
many micrometer-structured droplets and debris. On the other hand, Fig. 3 (b) shows results of a low peak power case: 1.8 
MW. Formation of the micrometer-structured droplets   ,v.,^. .... Hm 
and debris are completely suppressed. As a result of 
experiments varying the laser pulse width and energy, 
we have found conditions to synthesize nanometer-sized 
Si ultrafine particles without any micrometer-sized 
droplets and debris. The optimum laser pulse condition 

is pulse energy: 10 mJ, pulse width: 42 ns, and peak 
power: 0.24 MW. Under the optimized condition, we 
varied the He background gas pressure. Figure 4 showes 
high magnification plane views of the SEM for the Si 
species as-deposited by pulse number:   1,000.  Two 
figures   (Fig.   4   (a)   and   (b))   describe   a   typical 
dependence of the nanometer-sized structure on the He   ||| 
gas pressure. In Fig. 4 (a), the He gas pressure was 2.5   f|||| 
Torr. This image looks a thin film. It was found that at 
low pressures less than 3.75 Torr, structures of the 
deposited Si species were plane thin films. On the other 
hand, in Fig. 4 (b), structure of the Si deposited at 5.0 
Torr is well-dispersed nanoparticles. It seems that the      Fig. 6. HRTEM photograph for as-deposited Si nanoparticles 

on carbon coated micro-grid. Wavelength: 532 nm, Pulse 
number: 1000, Pulse width: 42 ns, Pulse energy: 10 mJ, Peak 
power: 0.24 MW, Background He pressure: 5.0 Torr. 
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nanoparticles of which size distribution is widely 
ranged from order of one nanometer to ten nanometers 
were dispersed on the substrate. At high pressure more 
than 4.0 Torr, Si nanoparticles were deposited. 
However, agglomeration of the Si nanoparticles 
become notable with increasing He pressure, especially 
in higher than 5.0 Torr. Figure 5 shows a cross- 
sectional views of the the SEM for much thicker 
specimen as-deposited by pulse number: 80,000. In a 
low pressure condition 2.5 Torr (Fig. 5 (a)), a thin film 
structure is observed. Its thickness was 230 nm. On the 
other hand, in Fig. 5 (b), structure of the Si deposited 
at 5.0 Torr is nanoparticles mutually agglomerated like 
cauliflower. This cauliflower structure was porous, 
fragile, and easily peeled off, these results suggest that 
mutual binding force is not so strong. Further structural 
observation was carried out by using the HRTEM. 
Figure 6 shows results of the HRTEM observation for 
the Si nanoparticles deposited on a Cu micro-grid in 
the same condition as that of Fig. 4 (b) and Fig. 5 (b). 
The droplets and the debris were not observed at all 
same as the deposition on the Si and Si02 substrates. In 
Fig. 6, white circles indicate lattice plane image of ball-like single crystalline Si nanoparticles. These lattice plane spacing 
corresponded to (111) plane of the bulk Si. Their diameters were about 3-4 nm. In the HRTEM observation on the Cu 
micro-grids, many single crystalline Si nanoparticles were found, and their maximum diameter was around 10 nm. The 
nanoparticles of which sizes seem order often nanometers in Fig. 4 (b) and Fig. 5 (b), presumably consist aggregation of 
the nanocrystallites scaled in the order of one nanometer. Figure 7 shows the influence of the He gas pressure on optical 
absorption spectra of the as-deposited Si nanocrystallites. As well known, bulk single crystalline Si has the absorption edge 
at 1.1 eV. The absorption edges of the Si nanocrystallite are blue-shifted, in comparison with that of bulk Si. Especially at 
3.75 and 4.0 Torr, the absorption edges shift remarkably. These results propose that nanometer-sizing of Si caused carrier 

1.0    1.5    2.0    2.5    3.0    3.5    4.0 

Photon Energy (eV) 

Fig. 7. Optical absorption spectra of as-deposited Si 
nanocrystallites. Pulse number for deposition was 80000. 
Influence on He background pressure is indicated. 
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Fig.8 / -V characteristics of the electroluminescence (EL) 
diode with the Si nanocrystallite layer as the active region. 
Closed circles mean initial measurement results. Opened 
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both forward and reverse bias. 
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confinement effects which increase the band gap energy. 
Figure 8 shows the I-V characteristics of a typical 

EL diode in linear scale. A strong rectifying behavior is 
initially observed, and is indicated by closed circles in Fig. 
8. After current stresses, this rectifying behavior was 
degraded (Fig. 8, opened circles). The series resistance Rs 
was estimated to be 500 C2. The open-circuit voltage at the 
semitransparent Pt electrode was about -0.1 V with 
respect to the back of the grounded Si substrate, under 
halogen lamp irradiation. This polarity means that the Si 
nanocrystallite layer is /?-type. Light emission occurred 
only at forward bias and increased with increasing current. 
The onset of light emission, measured with the 
photomultiplier, was at a forward current of 1.0 mA 
(voltage: 7.0 V). When the forward current and the bias 
voltage were 15 mA and 25 V, respectively, the light 
emission could be observed with the naked eye in the dark. 
The degradation in the rectifying behavior had no bad 
influence for the forward biased EL properties. Figure 9 
shows the integrated EL intensity 1& as a function of the 
forward current j in a log-log scale. The 7a increases 
rapidly with increasing./'. It is evident that the dependence 
of 4t on 7 is according to a power law. The relationship of 
4t vs j can be described as follows: Iu <* j m, m=3.5. 
Integrated external quantum efficiency was roughly 
estimated using a condenser lens and the photomultiplier 
operated in dc current amplifying mode, at a forward 
current of 28 mA and a forward bias of 30.0 V. The result 
was still extremely low, and remained around 10"4 %. We 
predict that the efficiency can be improved by further 
optimizing some process parameters, such as the thickness 
of the nanocrystallite layer, size distribution of the 
nanocrystallites and thickness of the surface oxide. 
Furthermore, the formation of a p-n junction by dopant 
implantation appears to be useful for increasing the 
external quantum efficiency. Time-dependent degradation 
of the emission intensity was not observed during five 
hours of operation at a typical dissipation power of 1.0 W. 
However, the initial rectifying properties were degraded, 
showing an increase in the reverse current, whereas the 
forward current remained unchanged. 

The measured EL spectra is shown in Fig. 10 (a). The 
forward current was varied from 21 mA to 35 mA (power: 
from 0.55 W to 1.10 W) in this measurement. The PL 
spectrum of the same sample is superimposed in Fig. 10 
(a). Since the as-deposited Si nanocrystallites should have 
many surface defects, surface oxidation for defect 
recovering is necessary to realize the PL properties.10 In 
the PL spectrum, the main peak of the green band and 
shoulder of the red band were observed to be similar to 
that reported previously.10 In contrast, the EL spectra 
show a broader main peak around 1.66 eV. The peak 
positions of the EL spectra shifted slightly to a lower 
photon energy level with increasing dissipation power of 
the EL diode. As shown in Fig. 10 (b), it is apparent that 
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Fig. 10 EL spectra for the EL diode at room 
temperature, (a) Applied forward current varies from 
21 mA to 35 mA (power: from 0.55 W to 1.10 W). PL 
spectrum excited by Ar+ ion laser (hu: 2.54 eV, 
power: 10 mW) of the active region same as that of the 
EL is superimposed, (b) Deconvolution of the EL 
spectrum excited at 0.55 W and the PL spectrum 
excited at 10 mW. Dots indicate experimental data. 
Solid lines represent Gaussian waveform units and 
calculated fitting curves composed of the Gaussian 
units, (c) Calculated black-body radiation spectrum at 
3800 K and the EL spectrum excited at 0.55 W. 
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the PL spectrum is composed of Gaussian waveforms of both the green 2.07 eV band and the red 1.66 eV band. The EL 
spectra can also be synthesized by the superposition of Gaussian waveforms corresponding to the green shoulder band and 
the red main peak. Under weak excitation conditions in which the dissipation power was 0.55 W, the calculated fitting curve 
coincided well with the experimental spectrum. However, each Gaussian waveform in the EL spectra was wider than that of 
the PL. 

4.   DISCUSSION 

We characterized the influence of He pressure on the structure transition from the amorphous-like thin films to 
nanocrystallites using SEM and optical absorption spectra (ABS). From the SEM observation it seems that there is a 
boundary between 3.75 and 4.0 Torr. On the other hand, from the ABS observation, a boundary exist at around 2.5 Torr. In 
the medium region around 4.0 Torr, we observed the remarkable blue-shifted absorption edge. The reduction of the size of 
Si to that of the nanometer region brings about carrier confinement effects which increase the band gap energy. 
Consequently, in the medium region, the quantum confinement effects for carriers become apparent in the Si 
nanocrystallites. Furthermore, at 5.0 Torr, Si nanocrystallites were coalesced, and were fragilely agglomerated each other. 
In these, the quantum confinement for carriers become relatively weak. 

In the nanometer region of Si more than 3 nm, relation between the band gap energy and the nanocrystallite size can be 
explained by means of the effective mass approximation.27 In our case (Fig. 7, 3.75 4.0 Torr), average diameter of the Si 
nanocrystallites was estimated to be about 5.5 nm in accordance with the effective mass approximation. This value 
corresponds closely to that of the TEM observation. 

In the amorphous-like Si films, the absorption edge was around 1.8 eV, a value close to that which had been previously 
reported. Also we observed interference fringe which is a characteristic of thin films. The absorption curve of the Si 
nanocrystallites is in a higher photon energy region, in comparison with that of the amorphous-like Si in Fig. 7. The 
interference fringe hardly appear in absorption curves of the Si nanocrystallites. This result is consistent with the SEM 
observation in Fig. 4 and 5. From above results, the Si nanocrystalline layers prepared by the PLA in around 4.0 Torr He 
background gas has different optical properties from both the amorphous-like thin films and the coalesced nanocrystallites. 
Such optical properties are presumably caused by strong carrier confinement effects characteristic in the well-dispersed Si 
nanocrystallites. 

It is necessary to check the possibility of black-body radiation when we consider the EL mechanism. In general, black- 
body radiation by Joule's heating shows the following characteristics: 1) Integrated radiation energy is proportional to the 
forth power of temperature (Stefan-Boltzmann's law), or integrated radiation energy is proportional to the sixth-eighth 
power of current; 2) The photon energy of the emission peak shifts to a higher region with increasing temperature (Wien's 
displacement law). In our experimental results, the EL intensity was proportional to a power greater than the cube of the 
current (Fig. 9). The photon energy of the emission peak shifted slightly to a lower region with increasing dissipation power 
(Fig. 10 (a)). If black-body radiation emits light with the peak of 1.66 eV, its temperature is estimated to be 3800 K, and 
would not be attainable. Figure 10 (c) shows both the spectra of calculated black-body radiation at 3800 K and the EL diode. 
The full width at half maximum (FWHM) of the EL spectrum was about 30% ofthat of the black-body radiation. Therefore, 
it can be concluded that our EL mechanism is different from black-body radiation. 

Forty years ago, visible light emission was first observed from a reverse-biased avalanche breakdown region (2.0-4.0 
A/cm2) of a bulk Si p -n junction.28 In our EL diodes, light emission occurred at a forward-biased junction. In addition, the 
onset of the EL occurred at relatively low current density (30 mA/cm2). Therefore, it is clear that our EL mechanism is 
different from the highly reverse-biased avalanche breakdown mechanism. 

There are several reports on EL diodes fabricated with porous Si, where the EL intensity is nearly proportional to the 
current in the high current region (above the order of several hundreds mA/cm2),1516,24,29,30 while it is proportional to a value 
which is larger than the square of the injection current at lower current densities (less than one hundred mA/cm2).24,29,30 The 
linear dependence of the EL intensity on the current density is consistent with a minority carrier injection mechanism.15 The 
nonlinear dependence may be ascribed to defect-associated recombination, even though its mechanism is not clear at this 
time.24,29,30 

In our study, the EL intensity dependence, which was a power greater than the cube of the current density, was observed 
in our experiment. We propose the following mechanism to explain our experimental results. Hot electrons are injected 
from the Pt-contacted electrode into the surface oxide layer of the Si nanocrystallites at forward bias. In our sample 
preparation, the residual oxygen could form the surface oxide layers even though the thermal annealing was basically 
performed in the ambient N2 gas. Hence, the Si nanocrystallites are isolated from each other by the surface oxide layer. The 
hot electrons can excite electron-hole pairs by impact ionization at the Si nanocrystallite surface. In the porous Si, the 
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carriers are most likely transported with relatively long 
mean free paths because the porous structure can be 
recognized as wire-like structures. As a result, the minority 
carrier injection is the dominant mechanism. Nevertheless, 
in the nanocrystallites isolated by the surface oxide layers, 
electron-hole pair generation by impact ionization is 
remarkable because of shorter mean free paths. Chang et al. 
reported that the quantum efficiency of the impact 
ionization process by hot electrons passing through the 
oxide layer increases with increasing kinetic energies of the 
hot electrons, by applying higher voltage.30 Their result 
supports our tentative model that the large nonlinearity of 
the EL intensity is caused by the dependence of the 
quantum efficiency of the impact ionization process on the 
hot electron energies. Therefore, the EL of our diode is due 
to the minority carrier (electron) injection and the electron- 
hole pair generation by the impact ionization, and 
successive radiative recombination. The above light- 
emitting mechanism of our EL diode is schematically 
described in Fig. 11. 

Next, we discuss the reason for the lower peak position 
and broader width of the EL spectra compared to the PL 
spectra. First, in the PL measurements, monochromatic 
radiation (Ar+ laser: 2.54 eV) was used as an excitation 
source. On the other hand, in the EL measurement, the 
excitation sources were electrons accelerated by electric 
fields. Hence, in the Si nanocrystallite layer, which is a 
granular material composed of the oxidized Si nanocrystallites, the kinetic energy distribution of the electrons is presumably 
very wide, and should show a tail in the lower energy region. Accelerated electrons with kinetic energies of less than the 
green band photon energy level cause relative enhancement of the red EL band intensity. Second, we previously reported 
the influence of irradiation time and ambient gas on the green and red PL bands.10 The peak positions of both green and red 
PL bands did not shift with laser irradiation. However, the intensity of the green PL peak was quenched by irradiation of the 
excitation laser in the atmosphere, while the red PL peak intensity remained stable. The EL measurements were performed 
in the atmosphere. The Si nanocrystallite active layer was exposed to the air via the Pt semitransparent electrode. In addition, 
higher dissipation powers (more than 0.5 W) were necessary for excitation in the EL measurement, in contrast to that 
required for the laser irradiation in the PL measurements (10 mW). Therefore, we infer that the intensity of the green EL 
band was also quenched during accumulation of the emission signal. Third, it can be said that the green band emission 
(peaked around 2.1 eV) and the red band emission (peaked around 1.7 eV) are associated with "shallow" and "deep" 
localized states, respectively. Furthermore, in general, the capture cross section of the non-radiative center ^ is described 
by the following formura:a 

Oxidized Si 
Nanocrystallite 
Layer 

Fig. 11 Schematic energy band diagram for the Si 
nanocrystallite active region of the EL diode. 

P^WtfuaJkT) exp(-(2/Wy-(£A/*n) (1) 

T*=(h(Oo/2k) coih(h(ö0/2kT), (2) 

where co0, £A, R, and Rc stand for the phonon frequency, activation energy of a localized state, distance between an electron 
and a non-radiative center, and extent of electron wave funcion, respectively. According to equ. (1), the shallower activation 
energies of the localized states are, the higher probabilities of the non-radiative recombinations are, with increasing 
temperature. In our experimental conditions, the measuring temperatures of the EL should be much higher that that of the 
PL, quenching of the light emitting associated with the shallow levels became remarkable in the EL measurements. We 
suggest that this is also one of the reasons why the EL spectra had 1.7 eV peak and 2.1 eV shoulder in Fig. 10 (a), though 
the PL spectra had 2.1 eV peaks and 1.7 eV shoulders. For the above reasons, the EL spectra peaks at the red region do not 
correspond to those of the PL. According to adiabatic approximation, the FWHM of the emission spectrum is proportional 
to the square root of the absolute temperature. Hence, our experimental results, where the Gaussian waveform width of the 
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EL was wider than that of the PL, are reasonable because dissipation powers (0.55-1.10 W) in the EL measurements were 
extremely high in comparison with the irradiated laser power (10 mW) in the PL measurements. 

In the Si nanostructures, it is still under debate as to how the emission photon energies are governed by the quantum 
confinement effects.27,33 In contrast, it is well known that the absorption photon energies increase continuously with the 
decreasing size of the Si nanostructures, in accordance with the quantum confinement effects.34 

5.   CONCLUSIONS 

In conclusion, we studied an optimized condition in Si nanocrystallite formation by the PLA in inert background gas, 
varying processing parameters: pulse energy and width, inert gas pressure. The optimized process can prepare well- 
dispersed Si nanocrystallites without droplets and debris. Furthermore, we have elucidated the influence of the processing 
paramerters on transition from amorphous-like thin films to well-dispersed nanocrystallites or coalesced nanocrystallites. It 
was found that there is a processing window of the inert background gas pressure where the quantum confinement effects 
for carriers become apparent. 

We have realized visible EL at room temperature from Si nanocrystallite layers prepared by the PLA in reduced pressure 
inert background gas. In the forward-biased EL diodes, hot electrons are injected from the Pt electrode into the p-type Si 
nanocrystallite active layer. Furthermore, the EL intensity /a shows a nonlinear dependence on the current density y : 7a °c 
j m, m =3.5. A possible mechanism of this emission is that the injected minority hot carriers (electrons) induce impact 
ionization and successive radiative recombination. Our fabrication method is compatible with the established Si VLSI 
technology because the PVD processing is suitable for successive film stacking and etching off, for the fine patterning 
process. 
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ABSTRACT 

Pulsed Laser Deposition of nitride semiconductor films offers an alternative to more usual techniques, such as MOC VD 
and MBE. PLD can produce good quality films at reduced growth temperatures. Rapid progress has been achieved in the last 
few years, including demonstrations of epitaxial growth of GaN directly on sapphire. Work on PLD of direct-transition III- 
nitrides is briefly reviewed and our recent results for these materials are presented. Growth of these nitrides requires provision 
of nitrogen in a reactive form, which is usually supplied by NH3 gas flow. With the approach described here, reactive nitrogen 
is provided in an atomic beam, which has the advantage of reducing dependence on substrate temperature to surmount the 
kinetic energy barrier for formation, while eliminating a source of hydrogen during growth. Films grown from ceramic GaN 
targets are compared with those grown from liquid Ga. The latter method can offer better control of unintentional doping. InN 
films were also grown directly from In metal targets, with very good results in terms of stoichiometry and crystalline quality. 
A1N films were grown from ceramic A1N targets, with excellent texture at reduced temperatures. Results are presented for 
crystal structure (with both in-plane and off-plane XRD), composition, and surface morphology. Optical properties were studied 
by transmission and luminescence spectroscopy. 

Keywords: PLD, nitrides, A1N, GaN, InN, atomic nitrogen, luminescence 

1. INTRODUCTION 

Of the many techniques which have been employed to date for thin film growth of wide bandgap nitrides, metal-organic 
vapor-phase epitaxy (MOVPE) and molecular beam epitaxy assisted by reactive nitrogen (RMBE) have produced the best quality 
materials. Both require the use of fairly high substrate temperatures (~ 1,000° C for MOVPE, and over 700° C for RMBE) in 
order to surmount the kinetic barrier for formation.1 While MOVPE can produce high quality material and is suitable for large 
area coverage, the very high temperatures required can limit its applicability. The lower temperatures in RMBE are possible 
through provision of well controlled reactive-N species. A very recent review of RMBE results for GaN growth has been given 
by Mohammad et al.2 The low (thermal) energies of the evaporated metal species in MBE imply that high substrate 
temperatures must still be used. An alternative which might allow further lowering of the growth temperature is the provision 
of higher energy of the metal species, such as can be achieved by pulsed laser deposition (PLD). While PLD growth of A1N in 
particular has been attempted in the past,3,4 these efforts, in which A1N targets were ablated in vacuum or in a N2 atmosphere, 
resulted in nitrogen-deficient films with substantial oxygen contamination. More recent work, with improved targets and 
technique, has led to high quality epitaxial A1N films grown by PLD on sapphire at 800°C.5 A more reactive source for the 
nitrogen could allow further lowering of the growth temperature for A1N and other nitrides, which would be highly desirable. 
For this purpose, similar approaches to those recently employed in RMBE could be suitable. One of the better alternatives in 
RMBE appears to be the provision of a low-energy atomic nitrogen beam during growth.6,7 One advantage over ion beam sources 
is that less damage of the growing film should occur. Accordingly, we are exploring wide bandgap nitride growth by PLD 
assisted with atomic-N beam. 

For well known reasons, GaN films are of greater current interest than A1N. While A1N was started earlier with PLD, 
for the simple reason that ceramic targets were available for A1N and not for GaN, the recent availability of GaN targets has 
stimulated work by several groups. Epitaxial GaN films have recently been grown directly on (001) sapphire at 950°C.8 In this 
case, a ceramic GaN target was used, and supplementary nitrogen was provided by NH3 background. The alternative approach 
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of using a liquid Ga target in PLD has also been used, in this case to grow oriented GaN films on fused quartz substrates via 
a ZnO buffer layer.9 

Up to now there has been little interest in indium nitride as a useful semiconductor material, in part due to the difficulty 
in growing high quality material. As a result, much less is known about InN than about the other Ill-nitrides. However, very 
recent Monte Carlo calculations of electron transport properties for InN suggest that these could be better than for GaN and 
A1N.10 This has stimulated our interest in growing this material via the approach described here, which appears quite suitable 
for producing films of adequate quality at low temperatures. The current report offers a summary of our results for A1N, GaN, 
and InN films. We have used a ceramic A1N target for A1N growth and elemental metal targets for GaN and InN growth. 

2. FILM GROWTH 

For this work, a dedicated 12" diameter vacuum chamber was built, designed to allow horizontal arrangement of 
targets, which allows the use of liquid targets, and installation of an atomic nitrogen source (Oxford Applied Research MPD21), 
which provides reactive nitrogen to the growing film. The source breaks up the nitrogen molecules by coupling RF energy to 
the N2 gas flowing through a pyrolythic BN crucible. The crucible has an exit plate with 36 orifices, each 0.5 mm in diameter. 
In order to maintain stable operation of the source, the RF power is feedback controlled by monitoring the 3s4P - 3p4S° nitrogen 
plasma emission line. This type of source has been shown to generate an appreciable flux on neutral N atoms.11 Furthermore, 
the ion content of gas exiting the source is very small.12 Flow of ultra-high purity N2 into our source is measured through an 
mass flow controller with digital readout. 

The chamber is pumped by a 550 1/s turbomolecular pump, which permits a relatively low working pressure (~ 10 A 

Torr) even at the highest flow rates used for the N source (up to 15 seem), and background pressures down to the 10"9 Torr range. 
Pressure is measured with a nude-type BA ion gauge. Gas composition can be monitored with a residual gas analyzer detecting 
masses up to 200 amu. A shutter is used to cover the substrate while the target is initially ablated. Substrates can be heated 
up to 1,000° C using a PID feedback-controlled molybdenum heater. The laser used in our PLD system is an excimer laser 
(Lambda Physik Compex 110) operating with KrF (248 run emission), and incident at 45° to the target normal, after passing 
the focusing lens (f = 350 mm) and chamber window, both of which are fused quartz. In order to further reduce losses, the lens 
is AR-coated for 248 nm. 

A ceramic A1N target (99.99 % pure) was used for most of the A1N depositions. A less pure target (99.8 %) was used 
for some initial depositions. We experimented also using an Al sputtering target (99.9995% pure). While films with very good 
composition and structure were obtained for both ceramic and metallic targets, we opted to discontinue use of the Al target due 
to aluminum droplet inclusion. The high reflectivity of aluminum at the laser wavelength used (248 nm) implies that extremely 
high intensities must be used. 

For the results reported here GaN depositions were executed with a liquid Ga target (99.9999 % purity). We have also 
used a ceramic GaN target (99.99% purity) with good results in terms of structure and morphology, but fewer particulates at 
the resulting films were observed when using the liquid Ga target. We also considered that unintentional impurity inclusion 
could be reduced in this way. The GaN films grown from the ceramic GaN target had a slight yellow coloration, whereas the 
ones grown from Ga metal were colorless. 

For the InN depositions a metallic In target (99.999 % purity) was used. All reported purities are those quoted by the 
manufacturer and, particularly in the case of ceramic targets, might not include certain organic contaminants which can be 
deleterious for our application as a source of oxygen. The gallium and indium were kept in alumina crucibles placed directly 
under the substrate. In all cases the target was rotated by means of a stepping motor. For the solid targets this was done to avoid 
crater formation. In the case of liquid Ga, we found that more efficient evaporation, and a more stable plume, was obtained 
when the target was rotated. This was associated with the use of the atomic N source. Our previous experience shows that some 
nitridation occurs at the Ga target surface, even though it is not in the direct path of the N beam in our setup. Thus we 
conjecture that a thin GaN layer is forming on the liquid Ga, and that rotation can allow for sufficient time for "renewal" of this 
layer. 

The substrates used for our depositions were (0001) sapphire, (111) Si, and fused quartz. Substrates were cleaned by 
ultrasonic baths in trichloroethylene, acetone, and methanol, and blow dried with extra-dry nitrogen. Pyrolythic graphite 
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Substrates on which samples for RBS analysis were deposited were used as received. Substrates were attached to the substrate 
heater with a silver suspension in ethanol. The target-substrate distance was 6 cm for all depositions. 

Background pressures for all runs were in the 10"8 Torr range. Before each deposition, N2 was admitted to the re- 
source, the plasma in the N-source was ignited and stabilized with the RF impedance matching circuit. After this, power control 
was transferred to the plasma controller. In general, for deposition runs reported here, N2 flow was 10 seem, forward RF power 
was ~ 250 W, and reflected power was - 2 W. For some samples deposited more recently, including all GaN films for which 
we include detailed results here, forward RF power to the N-source was increased to nearly 400 W. Ignition of the plasma causes 
a discernible drop of the mass 28 signal in the RGA, with a corresponding increase in mass 14, even though in our set-up there 
is no line-of-sight link between the RGA sensor and the N-source exit apertures. We were also able to observe a decrease in the 
residual water partial pressure, with a corresponding increase in atomic hydrogen (1) and hydroxyl (17) pressures. Hence it 
appears that plasma formation is also causing the breakup of residual water molecules. This is unfortunate, since it can lead 
to formation of trace oxides and hydrides in the growing film. The estimated average laser fluence (and pulse energy) at the 
targets was 1.8 J/cm2 (120 mJ pulses) for In, 10 J/cm2 (180 mJ pulses) for A1N, and over -25 J/cm2(l 90 mJ pulses) for liquid 
Ga. These estimates assume a completely clean window, which is not the case particularly near the end of longer deposition 
runs. The very high values required for Ga are associated with high reflectivity in the uv. Although uv reflectivity for A1N is 
not as high, after some ablation the exposed surface becomes partially metallized, which explains the high fluences required 
in this case also. In general, ceramic targets such as A1N and GaN must be ablated prior to deposition in order to obtain stable 
yields. Ablation of elemental Ga and In produces a deep purple plume in each case. Pulse frequency for all depositions reported 
here was from 1 to 5 pps. The target-sample distance was kept at 6 cm for nearly all depositions reported here. This relatively 
long distance (for PLD) results in reduced growth rates, but we opted for it in order to have a larger central area with more 
nearly uniform thickness, which was preferable for many of the characterization measurements undertaken. 

For each of the materials, films were grown at a range of temperatures. Temperatures were measured with a 
thermocouple attached directly to the heater. Calibrations were performed by placing a second thermocouple directly on 
substrate surfaces. We estimate that quoted readout temperatures could be in error by as much as 20°C. Temperature stability, 
on the other hand, is very good, particularly at higher temperatures. A1N and GaN films were grown at temperatures from 
ambient to 700°C. InN has much higher equilibrium vapor pressures than either GaN or A1N.13 InN films were grown at 
temperatures from ambient to 400 °C. At higher temperatures the reported InN vapor pressures in nitrogen ambient are greater 
than the chamber working pressure for our depositions. In fact, a deposition run with a substrate temperature of -500°C 
resulted in no film growth whatsoever. From this observation, growth rates for InN are expected to be strongly affected by 
temperature. 

With our growth method film composition will depend on a number of parameters, including beam fluence and pulse 
energy, pulse repetition rate, gas flow and RF power for the nitrogen gun, and substrate temperature. Gas pressure itself is not 
expected to be of consequence because the mean free path at the growth pressures is much longer than the distances involved 
(~ few cm). Due to the many factors involved and their interdependence, attainment of conditions for correct film stoichiometry 
can require many experiments. Film microstructure can depend on all factors affecting adatom arrival rate and kinetic energy, 
and, of course, substrate properties and temperature. We have attempted mainly to establish conditions suitable for correct 
stoichiometry, while exploring a range of temperatures which can be considered low for growth of the Ill-nitrides. At this stage, 
our efforts include growth directly on common substrates, without use of buffer layers. Clearly, there is ample room for 
improvement of structural perfection by using substrates more closely matched to the materials, or suitable buffer layers. Our 
work is continuing using the latter route, and results will be presented in the near future. 

For all the target materials used in this work laser fluence levels at the target surface had to be relatively high, due to 
high reflectivity and/or high heat conductivity. For initial deposition runs we adopted fluences high enough to produce clear 
plasma plumes, which in any case are much dimmer and smaller than those familiar to PLD practicioners growing ceramic 
superconductors and ferroelectrics. This is due both to the nature of the target materials themselves and to the chamber growth 
pressures, which are 2 to 3 orders of magnitude lower in our case than for usual reactive PLD conditions. Considering only film 
composition, arrival rate of reactive nitrogen species (either to the growing film surface itself or to a nearby interaction region) 
should limit the growth rate of stoichiometric material. Hence, other conditions being fixed, one can expect deviation from 
stoichiometry in the direction of excess metal for fluences or beam energies that are too high. When stoichiometric or nearly 
stoichiometric targets are used this is less of a problem, as the target plume itself will contain reactive nitrogen or metal-nitrogen 
species. When pure metal targets are used, since all reactive nitrogen must be provided by the N source, the upper limit for 
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growth rate will be much lower. For A1N and GaN, this implies a choice between the faster growth rate attainable with ceramic 
targets and the higher target material purity possible with elemental targets. For InN there is currently no choice but In metal 
targets, as ceramic InN targets are, as far as we know, not available. Metallic targets can offer additional flexibility for alloy 
deposition. Their cost is much lower than that of ceramic targets of any reasonable purity. Other factors, such as density of 
particulates which are incorporated in the film during growth, will influence the choice of target. As explained before, we have 
favored use liquid Ga for GaN growth and of a ceramic A1N target for A1N growth. 

3. CHARACTERIZATION RESULTS 

3.1. Indium nitride films 
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Figure 1 XRD scan for InN/sapphire sample. 

All films were grown from an In metal target, as 
explained above. Initial films grown at fluences which were too 
high (~4 J/cm2) resulted in deposits which were clearly metallic. 
Reduced fluences (to ~2 J/cm2) and increased RF power at the 
nitrogen cracker produced optical quality films with good 
transmission in the red part of the spectrum. Very thin films are 
yellow, and thicker films have a deep brown color, as InN begins 
to absorb heavily in the orange. Film composition was 
determined by Rutherford Backscattering Spectroscopy with 2 
MeV particles on a film grown at 3 50 ° C on pyrolythic graphite. 
Excluding oxygen content, which appears to be mainly and 
equally on the substrate and film surfaces, the results show a 
composition of 50.8 ±0.8 at.% In, and 49.2 ± 0.8 at.% N. There 
is likely some oxygen in the film, however, although it is 
probably of no more than a few percent. Subsequently, we 
further reduced the fluence, in order to enhance opportunity for 
nitridation. Fluence was -1.8 J/cm2, and pulse energy ~ 120 mJ 

for most of the films for which the following results are reported. Repetition rate was maintained at 2 pulses per second, 
although some samples were grown at 1 pulse per second. Thicknesses of a number of samples were determined from stylus 
profilometer scans on deposited steps, model fits to light transmission spectra, and from RBS results. From these, average 
growth rates obtained for the InN films are of ~ 2 Ä/pulse, which at the repetition rates used translates into ~ 1.4 urn /hr, a rather 
high value for nitride growth via PVD. 

Indium nitride films were grown on polished sapphire wafers cut along the c plane, (111) oriented silicon wafers, and 
polished fused quartz. X-ray diffraction scans of the samples 

  were obtained with a Siemens D-5000 6-26 diffractometer. It 
is found that InN tends to orient rather well with its c-axis 
parallel to the growth direction, even on severely mismatched 
substrates, or on an amorphous substrate such as fused quartz. 
The scan on Figure 1 shows the XRD result for a InN film 
grown on (001) sapphire at 350°C. The strong (002) reflection, 
and presence of the second order reflection (004) show clear 
preferred orientation of the c-axis parallel to the sapphire c- 
axis. Other orientations are present to a much lesser degree, as 
indicated by very weak peaks corresponding to other reflections. 
Even on an amorphous substrate and grown at room 
temperature, the InN film grows with good preferred 
orientation with its c axis in the growth direction. This is 
evidenced in Figure 2, which shows the XRD scan of a sample 
grown at ambient temperature on fused quartz. Only the (OOn) 
diffraction peaks are observable. 

InN (002) 

InN (004) 

SO 

28 angle 

Figure 2 XRD scan for InN film on fused quartz, grown at 
ambient temperature. 
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Observation of the InN films with an optical microscope 
in reflected light and with the Differential Interference Contrast 
(Nomarski) technique showed smooth surfaces with few 
particulates. Some films were further examined with an Atomic 
Force Microscope (Parker Scientific Instruments Autoprobe CP). 
Surface morphology was revealed as consisting of domes with fairly 
regular sizes of -0.1 urn, possibly due to columnar growth. In 
some cases the angles between dome sides are clearly indicative of 
hexagonal geometry. Surface roughness measured for these films 
(rms values) was ~ 150 A, but can be much lower, as evidenced by 
a film grown on sapphire at 250°C (Figure 3). In this case surface 
roughness measured on general areas with sizes of over 0.5 urn and 
line scans of ~lum was just over 12 A rms. This value is 
essentially the same obtained for scans directly on the dome 
surfaces. For films grown on fused quartz substrates roughness was 
greater (~ 250 A rms). 

Optical transmission and absorbance spectra (190 to 1,100 
nm) where obtained with a spectrophotometer for films grown on 
sapphire and fused glass. In order to avoid thickness variations due 
to nonuniform  coverage common  in  fixed-spot PLD,  these ¥iS^e 3 A™ "^Se of InN film grown on sapphire 
measurements where taken without moving the sample.   Using at 250° C. Imaged zone is 1.2 pm on the side. 
extrema of the transmission spectrum and a model fit calculation to 
its transparent portion, film thickness and refractive index were determined. The absorption coefficient of the material was then 
calculated from the absorbance spectra using the thickness value. Approximate corrections for reflection losses were included. 
Scattering losses are not included in this simple treatment. Results obtained for a 2,700 Ä film are presented in Figure 4 in 

terms of the square of the absorption 
coefficient as a function of the 
photon energy. The approximately 
linear behavior for energies over 
-1.9 eV evidences the direct- 
transition bandgap of the film 
material, as the absorption 
coefficient is then proportional to (E 
- Egap) *. The result Ew= 1.9 eV is 
in good agreement with the known 
bandgap for InN (1.89 eV). 

Due to the direct-transition 
bandgap of InN, just as for GaN and 
A1N, strong band-to-band electronic 
transitions near the zone center are 
expected. This is evidenced in the 
previous results, with the sudden 
onset of absorption at photon 
energies over the bandgap value. 
However, unlike A1N and GaN, for 
which strong luminescence has been 
observed, the inverted process, 
emission from the conduction band 
to the valence band has not, to our 
knowledge, been observed for InN. 
The fact implies that high density of 
various defects, and therefore high 
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Figure 4 Square of the absorption coefficient as a function of photon energy, 
calculated from InN, GaN, and A1N thin films. Approximate linearity indicates a 
direct transition bandgap. Onset of linearity is at bandgap energy value. 
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density of free electrons and holes may exist in currently available material. Elucidation of the existence and nature of those 
defects, and their elimination or reduction are a key issue in order to improve the quality of this semiconductor and turn it into 
a commercially interesting material. In order initiate this study with our films, photoluminescence (PL) experiments were 
conducted with a variety of samples on all of the different substrates used. 

For the spectroscopic studies, a SPEX 1403 double grating spectrometer equipped with a Hamamatsu R 928 
photomultiplier and a photon counting system was used. The samples were mounted onto the cooling finger of a He closed cycle 
refrigerator, providing temperature control from 8K to 300 K. For absorption measurements in this setup, a halogen tungsten 
lamp was used. For luminescence measurements, the emission line at 488nm of a Coherent Innova 300 Ar laser was used to 
excite the InN samples. In order to reject plasma lines from the laser, an interference bandpass filter at 488 was used. Great 
care was taken in order to reduce all possible spurious results from unexpected luminescence. Only well-characterized high 
quality optics, mirrors, and quartz lenses were used. Luminescence from the oxidized surface of the copper sample mount, cold 
ringer heater varnish, thermal conducting grease, vacuum pump oil, and all substrates used were measured for reference in order 
to avoid confusion with luminescence signal from samples. 

Although the characterization of the InN/sapphire samples previously described showed the films were of good quality, 
we were unable to clearly identify sample luminescence. Unfortunately, strong emissions from sapphire substrate contamination 
with Cr (acquired from Insaco) or Ti (acquired from ESCETE B.V.) impeded us from reaching any meaningful conclusion. 
The Si substrates did not show any detectable luminescence background. The weak luminescence observed from InN/Si samples 
was then assigned to emission from the InN thin film. For this measurement, the spectrometer slits were set to 0.5 mm, and 
integration time for each data point was 5 seconds in order to get a sufficiently high signal-to-noise ratio. The luminescence 
band observed is very broad, peaking at ~ 650nm and ~ 675nm for spectra taken at 8K and room temperature respectively, as 
shown in Figure 5. For InN/tused quartz the signal is much weaker; Figure 6 shows the PL signal at 8K. We note that the band 
edge luminescence for InN, if it was observed, should be near 650 nm. 

500-, 

8K 

\ 

Wavelength (nm) Wavelength (nm) 

Figure 5 Luminescence spectra for InN/Si sample, 
taken at room temperature and 8 K. 

Figure 6 Luminescence spectra for InN/tused quartz, 
taken at 8 K. 

The weakness and broadness of the luminescence for InN are not fully understood. These are certainly associated with 
high concentrations of various defects, and with the effect of conduction electrons and holes. Recombination from various defect 
donor-acceptors and their strong coupling with phonon modes is an important physical source responsible for luminescence 
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broadening and quenching. High density of free carriers is another important physical reason for broadening and quenching 
of PL, and our InN films do show relatively high conductivity. Up to now this is common with InN films grown by any suitable 
technique, and is attributed to high concentrations of nitrogen vacancies. It has been reported in investigations of Raman 
scattering of GaN that LO phonon modes were seriously broadened and barely identified in highly conducting samples.14 In 
contrast, sharp and quite intense LO phonon peaks can be easily observed in GaN samples with electron density less than 10' 
18/cm3. 15 Plasmon oscillations have the nature of longitudinal waves, and can strongly couple with LO phonons. It is assumed 
that similar processes could happen with luminescence from various defect centers. Plasma could efficiently shield the 
excitation of the bound excitons, or significantly quench the luminescence. 

It was found in addition that the luminescence spectrum of our InN/Si samples does depend on position of the excited 
region on the samples. The samples prepared by PLD are not uniform in thickness, and defect concentration can depend on 
film thickness. Also, although analytical results may be consistent with overall chemical stoichiometry, this may not be true 
in microscopic regions. 

3.2 Galium nitride films 

We initially grew GaN films trying both liquid Ga and ceramic GaN targets. Use of the former had been our original 
plan due to unavailability of solid GaN targets, as the material is very difficult to fabricate into sintered powder pieces. However, 
ceramic GaN targets became commercially available at about the time we started growing GaN films. Growth rates for samples 
grown from one of these GaN targets were high, but the films had a yellow tinge, probably indicative of highly defective 
material. Although this could probably be improved, cohesion of the target was not very good and we judged the resulting 
particulate density over the films not to be very satisfactory. Finally, as unintentional doping of the material is a crucial issue, 
and the purity of the ceramic GaN targets could not approach that of elemental Ga, we opted to dedicate our efforts for the time 
being to growth from a liquid Ga target. 

Films were grown from a liquid galium pool, at the conditions described before, and with a repetition rate of 5 pps. 
Sapphire substrates were used for nearly all samples. The resulting films were transparent, and without any coloration. In some 
cases samples grown at higher temperature (700 °C) showed hazy white portions, possibly associated with uneven heating 
patterns, but we have not yet done a detailed study of these features. A film grown at 500 ° C on pyrolythic graphite was analyzed 
by RBS (Figure 7). The low energy tails are due to thickness non-uniformity in the film, possibly caused by columnar or island 
growth. Overall composition was determined to be 48.2 ± 0.8 at.% galium, 48.3 ±0.8 at.% nitrogen, and 3.4 ± 0.3 at.% oxygen. 
Most of the oxygen is on the film surface, and, as usual, there must be oxygen at the carbon substrate. However, it was not 
possible to quantify how much oxygen is at the film interior. A sample grown on sapphire was analyzed by Auger Electron 

Spectroscopy. The sample was probed at various depths 
by sputtering the film with an Ar ion beam. No 
contaminants other than oxygen and superficial carbon 
were detected in the sample. However, the oxygen 
signal, while substantially reduced with respect to that 
at the surface region, is still clearly present inside the 
film. This confirms the RBS finding. While the oxygen 
content is small in the film, possibly of order 1 at.% or 
less, we are currently attempting to improve on this by 
further reducing background pressure in the growth 
chamber. Due to the slow growth rates employed, there 
is opportunity for oxygen to be included, and a likely 
source is residual water. On the other hand, increased 
structural perfection could help reduce oxygen 
incorporation if this is associated with interstitial 
regions. 

From the RBS results, light transmission 
measurements, and profilometer scans on deposited 
steps, film thicknesses were determined for several 
samples. From these in turn, we estimate the average 
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Figure 7 RBS spectrum for GaN sample on pyrolythic graphite. 
The GaN is nominally stoichiometric. 
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Figure 8 XRD scan for GaN sample grown at 700°C on (001)- 
cut polished sapphire. 

deposition rate at our growth conditions to have been ~ 
0.07 Ä/pulse. At the repetition rate used for the GaN 
depositions (5 pps) this implies a relatively modest growth 
rate of 0.12 um/hr. This is comparable to rates obtained 
by other PVD techniques. 

XRD analysis of films grown on (001) sapphire 
demonstrate very good orientation, with the film c axis 
parallel to that of the substrate. As shown in Figure 8 for 
a sample grown at 700 °C the only strong diffraction peak 
from the film corresponds to the (002) reflection. The 
sample is polycrystalline, as weak peaks corresponding to 
other orientations can actually be observed in the 8-20 
scans, although this is not evident in Figure 8. The film 
crystallographic texture becomes clearer in a wide-field 
diffraction image taken with a Siemens General Area 
Detector diffractometer (Figure 9). The image was taken 
with Cu Ka radiation for a sample grown at 600°C. A 
strong broad spot for the GaN (002) reflection dominates, 
but short arcs corresponding to other GaN reflections are 

quite clear, particularly for the (101) and (100) reflections. The small spots correspond to the sapphire substrate. 
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Figure 9 Wide-angle XRD image for GaN/sapphire 
sample grown at 600° C. 

Figure 10 AFM image of GaN/sapphire sample. The 
image has been field-flattened in order to show angular 
relationships between domes. Imaged zone side is 1 /xm. 

When observed with an optical microscope, the GaN samples showed unremarkable surfaces, except that some of them 
had a substantial concentration of particulates. This did not consist of gallium droplets, but of irregularly shaped deposits, 
possibly originating from GaN forming directly on the target surface. At the highest magnifications (X 1000) a few small (sub- 
micron) hexagonal structures were observed. Examination with the AFM revealed a pattern of domes broadly similar in sizes 
to that described previously for the InN samples, but much less organized. The sample in Figure 10 was grown at 600 °C. 
Surface roughness (~ 250 A rms) was higher for the GaN surfaces than for InN. 

482 



Optical transmission and absorbance spectra were taken for the GaN samples. Thickness and absorption coefficient 
were determined as described above for the InN samples, with approximate correction for reflectance losses. Figure 4 shows 
the result obtained for a sample grown at 600°C, at a portion with a thickness of 2150 A. The square of the absorption 
coefficient is given as a function of the photon energy. Approximately linear increase for a2 after -3.4 eV is in agreement with 
the known direct band gap energy of 3.39 eV. 

Refractive index for the GaN films was calculated from model fits to the transmission data of one of the samples. The values 
obtained decrease from 2.51 at 400 nm to 2.18 at 950 nm. These values are lower than published ones.16 This is to be expected, 
as the film had a thickness of only 2,150 A and was polycrystalline. 
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Figure 11 PL spectrum at room temperature for GaN/sapphire 
sample grown at 600°C. Sharp peaks in the 375 - 450 nm 
region are laser plasma lines and are unrelated to the sample. 

Luminescence experiments were performed for 
GaN samples with thicknesses of -2,000 A by excitation 
with the 351.6 nm line of the Ar laser. Essentially the 
same setup was used as for the InN measurements 
described before, except that a fused quartz prism had to be 
used in order to aid in separating the desired exciting line 
from the very intense plasma lines present. For all 
samples, a broad emission peaking by 550 to 560 nm 
(yellow-green) was observed. This was in fact strong 
enough (unfortunately) to be seen by the unaided eye. 
Band-edge luminescence was detected in the uv, at 365 nm. 
The result shown as an example in Figure His the 
luminescence spectrum taken at ambient temperature for a 
sample grown at 600 °C. The yellow emission appears to 
be associated with dislocations at crystallite edges, and the 
emission characteristics we observe in the full spectrum are 
similar to those known for specular films.17 For every 
sample tested, there is little difference in intensity of the uv 
band between spectra obtained at ambient temperature and 
at 8K. This is to be expected from the direct-transition 
nature of GaN. On the other hand, the visible 
luminescence band does become much more intense at the 
lower temperature, as radiationless transitions become 
impeded. Peak position for the band-edge luminescence 
shifts to shorter wavelengths at 8K, the corresponding 
energy increase being approximately 65 meV. This is in 
agreement with the results for bandgap dependence on 
temperature published by Monemar.18 There is slight or no 
shift of the yellow-green luminescence band at 8K, 

compared to that at ambient temperature. On the other hand, there are variations in both peak position and intensity with probe 
beam location on the samples. This is associated with slight intensity changes in the uv emission band. The defects causing 
the yellow-green luminescence may have local density variations, possibly associated with thickness effects. In general, 
considering that the samples are rather thin, which can be associated with larger defect areal densities, and that all films were 
grown directly on sapphire substrates (without buffer layers) at relatively low temperatures, the PL results are quite encouraging. 

3.3 Aluminum nitride films 

Aluminum nitride films were grown from the ceramic A1N target at conditions described above, and with a repetition 
rate of 3 pps. The resulting films were completely clear and smooth at all growth temperatures, including ambient temperature. 
It was possible to obtain nominally stoichiometric films (50 ± 1 at. % for both Al and N, excluding oxygen), as determined by 
RBS of films deposited on pyrolythic graphite. However, composition results varied with different samples which were 
analyzed, some of which were nitrogen-deficient, while at least one was aluminum-deficient. This variety could be due to target 
condition, which is difficult to replicate due to the hardness of the material. The RBS results also showed substantial amounts 
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of oxygen at the top and at the substrate-film 
interface. Oxygen concentrations of as much as 
a few atomic percent could be present in the film. 
This is not unexpected, due to the probability of 
oxygen-containing impurities in the target, and 
the large Gibbs free energy of formation for A1203 

(Af G° = -1,582.3 kJ/mol) in comparison to that 
for AIN (Af G° = -287.0 kJ/mol).19 

From the same variety of thickness 
measurement techniques as used for the InN and 
GaN films, plus model fits to multispectral 
ellipsometry measurements taken with a Woollam 
M-44 ellipsometer, we estimate the average 
growth rate for the AIN films to have been -0.15 
Ä/pulse. However, this is subject to some 
variability, being as high as 0.2 Ä/pulse for very 
thin (-1,000 Ä) films, and as low as 0.13 Ä/pulse 
for thicker (-7,000 Ä) films. We believe this is 
due to target conditioning. At the repetition rate 
used (3 pps), the intermediate growth rate implies 

values of 0.16 um/hr. The yield, at least for thin films, can probably be increased substantially by increasing the repetition rate, 
but we have not verified this yet. We believe this will be so because of the nitrogen content of the target itself in this case, as 
opposed to the use of metallic targets for our growth of InN and GaN. 

XRD study of the AIN films showed preferred (001) orientation on (111) Si and very strong orientation on (001) 
sapphire. Figure 12 shows a 8-20 scan of a -2,600 A thick film grown on sapphire at 600°C. Only the AIN (002) diffraction 
peak is observable from the film material.    With thicker 
samples it is possible to observe weaker reflections, particularly r\ 
those corresponding to (101) and (102).     A wide-field AIN (102) 
diffraction image of the same sample (Figure 13) confirms the Ik 
small mosaic orientation spread of the AIN film.    All 1 W*^ AIN 003) * 
diffraction spots corresponding to the film are very short arcs. ♦ 
The smaller spots in the image correspond to the substrate. 

28 angle 

Figure 12 XRD scan for AIN/sapphire sample grown at 600° C. 

i 
AIN (002) \i 

Microscopic observation of the AIN films up to X1000 
magnification showed surfaces without salient features, except 
for particulate inclusions attributed to target fragmentation. 
Observation with the AFM (Figure 14) reveals a domed 
structure similar to that seen before for the InN films, except 
that these appear more regular and are larger than in the InN 
case. Also, for the AIN film, more of the angles between dome 
interfaces at multiple junctions are 120°, suggesting the 
underlying hexagonal geometry. The roughness of this film is 
-280 A rms: substantially larger than for the InN films, which 
may be due to the greater height of the domes for the AIN. 

As for the other materials grown, transmission and 
absorbance spectra were obtained for the AIN films deposited 
on sapphire. The square of the absorption coefficient vs. 
photon energy for one of the films is presented in Figure 4. As 
this film is relatively thick (6680 Ä), the instrument saturates   4,        
early in comparison to the InN and GaN results. In any case, Figure 13 wide-angle XRD image taken for the same 
the linear portion of the plot begins at -6 eV, not at 6.2 eV,    ^N/«.^!^ as the 0-20 scan in Figure 12. 

I 

I I 
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which is the commonly accepted value for the A1N bandgap, 
although values as low as 5.8 eV have been reported. From 
model fits to the transmission measurements the refractive 
index for A1N was obtained over its transparent visible and 
near uv region. The values obtained decrease asymptotically 
from 2.34 at 275 nm to 2.05 after 800 nm. These are slightly 
lower than critically reviewed values.20 

We were unable to perform luminescence studies for 
the A1N films due to lack of an intense enough excitation 
source with wavelength shorter than 200 nm. 

3.4 GaN on glass with InN buffer layer 

Taking advantage of the ease with which InN orients 
on (111) Si or Si02, it is possible to use it as a buffer material 
in order to grow oriented GaN on these substrates. While InN 
tends to peel on the latter, we grew a 2,300 A GaN film 
directly on a 1,000 A InN layer grown on a fused silica 
substrate. The InN was grown at 350°C, while the GaN was 
grown at 650 °C. The XRD scan for this sample is shown in 
Figure 15; only the (002) reflections are observed for both 

materials. This shows that in fact the GaN film oriented itself on the template provided by the InN film. We expect even better 
results for similar structures grown on (111) Si or on amorphous materials with a better match to the nitrides in terms of 
expansion coefficients. 

Figure 14 AFM image of an AIN/sapphire sample grown at 
700°C. The imaged square has a 1 fim side. 
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Figure 15 XRD scan for GaN/InN/glass structure. The InN film is 
~ 1,000A thick, while the GaN film is ~2,300A thick. 

4. CONCLUSIONS 

InN, GaN, and A1N thin films were 
grown by PLD assisted by atomic nitrogen 
beam. InN and GaN were grown from 
elemental metal targets. It was proved possible 
to grow good quality films at reduced 
temperatures with respect to standard 
techniques. Growth of InN films in particular 
was easily accomplished at low temperatures, 
with the c-axis as the preferred growth 
direction, on a variety of substrates including 
amorphous ones. A1N with excellent texture 
was grown on sapphire at temperatures as low 
as 600°C. Luminescence properties of GaN 
films grown directly on sapphire at similar 
temperatures are satisfactory, and there is a 
clear route for improvement by using the more 
readily textured InN or A1N as buffer layers. 
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ABSTRACT 

Advanced materials are being designed and tested for use on ball bearings that have wide-ranging applications in almost any 
type of spacecraft. There has been considerable interest in "hard" or wear-resistant coatings for protecting steel surfaces 
present in bearing components. Titanium carbide (TiC) has received serious consideration as a wear-resistant coating 
material that could be suitable for use in such applications. At present, the commercially available process for the deposition 
of TiC involves heating the steel substrates to fairly high temperatures ( > 1200 K). High-temperature coating deposition is 
not desirable for applications involving steel substrates as it results in a softening of the steels. This further necessitates post- 
deposition heat-treatments for re-hardening the steel and re-polishing the coating. This paper will describe the use of Pulsed 
Laser Deposition (PLD) to deposit high-quality thin films of TiC on bearing steels at room temperature. Such a process 
eliminates the problems associated with high temperature deposition, and the costs and complexities involved in the post- 
deposition heat treatment of steels. To develop an understanding of the deposition process, the plasma generated by laser 
ablation has been investigated using time-resolved emission spectroscopy. The PLD of TiC films on bearing steels, the 
material properties of these films, and the spectroscopy of the ablated plume will be discussed. 

Keywords: Titanium carbide, pulsed laser deposition, hard coatings 

1. INTRODUCTION 

Ball bearings are used in a variety of moving mechanical assemblies employed in spacecraft. Typical examples include 
antennas, scanning mirrors and other optical components, momentum wheels and control moment gyroscopes. Ball bearings 
have traditionally been manufactured from all-steel components and employ oils or greases for their lubrication. The use of 
hard coatings on the steel substrates to protect them against wear and provide low friction is an approach that has received 
serious consideration.1 Carbides and nitrides of various elements, in particular the transition metals are excellent candidates 
for hard coatings.2 One of the hard materials that has been the focus of numerous groups is titanium carbide (TiC). It has 
already been used on ball bearings in a few European spacecraft missions,1 and has drawn wide-spread interest due to its 
potential applications as a hard coating. 

Although a variety of techniques are potentially available for the deposition of thin films of hard materials, the deposition of 
thin films on steel substrates poses certain specific problems that arise at temperatures exceeding 600 K.3 At these 
temperatures, diffusion of the alloying elements of the steel into the coating can occur. Additionally, high deposition 
temperatures cause the steels to soften. This necessitates that the steels be re-hardened, which in turn calls for a high- 
temperature annealing process. The coated components also have to undergo re-polishing to correct for any dimensional 
changes that can occur as a result of the residual stress in the coating following the high-temperature deposition step, and the 
post-deposition heat treatment applied for re-hardening. The numerous corrective process steps that are required because of 
the elevated temperatures needed for the coating deposition are both expensive and time consuming. Hence, in spite of high 
growth rates, on the order of 10 \anPa, offered by high-temperature deposition processes such as CVD, a low temperature 
deposition process is very attractive for depositions on steels. In recent years, pulsed laser deposition (PLD) has become 
increasingly popular as a viable low temperature deposition process for numerous materials including TiC.4"10 

This study focuses on the room temperature PLD growth of TiC on two commonly used bearing steels, namely 440 C and 
52100 steels. The TiC films have been characterized using a variety of analytical techniques. In addition, the plume 
spectroscopy is being investigated in an attempt to correlate the properties and components of the laser ablated plume to 
those of the deposited film. In-situ spectroscopic diagnostics can provide valuable information on the generation of reactive 
species in the ablated plume which subsequently lead to the nucleation and growth of the desired film. 

Part of the SP1E Conference on Laser Applications in Microelectronic and Optoelectronic 

Manufacturing IV • San Jose, California • January 1999 4g7 
SPIE Vol. 3618 • 0277-786X799/S10.00 



2. EXPERIMENTAL PROCEDURES 

An excimer laser (Lambda Physik, LPX 210 I) operating at 248 nm with KrF was used for the ablation of a TiC target. 
Laser fluences were in the range of 6-10 J/cm2. For film depositions, the laser was typically operated at 50 Hz. All 
depositions were carried out with the substrate at room temperature and in a vacuum chamber which typically had a base 

pressure in the range of 6 x 10"6 to 1 x 10" Pa. TiC films have been deposited on 52100 and 440 C steel flats, as well as on 
commercially available steel thrust-bearing raceways. The steel flats were polished to an optical quality finish after 
machining. The substrates were ultrasonicated in heptane twice for 15 min periods, and then dried in dry N2, prior to being 
loaded into the vacuum chamber. 

A scanning electron microscope (SEM) (JEOL, JSM 840) was used for investigating film morphology over large areas. 
Information on the morphology over more localized areas was provided by atomic force microscopy (AFM) measurements 
made with the Autoprobe M5 from Park Scientific Instruments. 

The X-ray photoelectron spectroscopy (XPS) system (Surface Science Instruments [SSI] X-probe) used monochromatic Al- 
Ka X-rays. The X-rays were focused to give a spot size of 600 |im on the sample surface. Analyzer pass energies of 150 and 
50 eV were used for wide scans and high-resolution spectra respectively. The XPS analysis chamber was pumped by an ion 

o 
pump and has a base pressure of 1 x 10" Pa. For the XPS analysis, individual high-resolution scans of the C Is, O Is, and 
Ti 2p core levels were used. The core level spectra were deconvoluted into peaks comprising sums of Gaussian and 
Lorentzian functions. Relative atomic amounts were calculated from estimates of the electron escape depth and Scofield 

sensitivity factors (for Ti, the 2p3/2 component was used). Ar+ ions at 2 kV were used for sputter etching the samples to 
reveal composition information in the bulk of the film. (A sputter rate of 0.25 nm/min was estimated using a reference 
tantalum oxide sample of known thickness). 

Specimens were analyzed by X-ray diffraction (XRD) using copper radiation and a computer controlled Philips Electronics 
Instruments Model 3720 vertical powder diffractometer equipped with a theta compensating slit and graphite crystal 
diffracted-beam monochromator. 

Sample preparation for plan view transmission electron microscopy (TEM) involved grinding the sample to a thickness of 
100 urn from the back side, punching out 3 mm diameter disks, dimpling from the back side to a small perforation with 20 
|im and 3 urn A1203, followed by final polishing with 1 urn, 0.3 um, and 0.05 um A1203. The sample was then ion-milled 

from the back side, using Ar+ ions at 5 kV for 3.5 hours, followed by ion milling from both sides for 10 minutes. The 
sample was examined with a Philips Electronics EM-420 TEM operated at 120 kV. Selected area electron diffraction 
(SAED) was performed on approximately 0.3 um diameter areas. Dark field TEM was performed on the (111) and the (200) 
reflections of TiC. 

The hardness and modulus of elasticity of the TiC films were measured with a nanoindenter (Nano Indenter II from Nano 
Instruments) equipped with a Berkovitch diamond tip and capable of employing loads of 50 nN to 500 mN. The 
nanoindenter was calibrated using a fused silica reference. Using the continuous stiffness capability on this indenter, the film 
and the substrate could be probed continuously during a single indentation. This mode allows the measurement of hardness 
as a function of depth and makes it possible to measure the mechanical properties of both the film and the substrate. 

A gated, intensified, air-cooled, CCD system (Princeton Instruments) was used to detect the emission from species in the 
ablated plasma plume. The CCD was mounted at the output plane of a PI 3201, f/4 spectrometer. The spectrometer was 
equipped with three gratings with 150 grooves/mm, 600 grooves/mm, and 2400 grooves/mm. The first two gratings were 
both blazed at 300 nm, while the 2400 groove grating was blazed in the UV at 250 nm. One end of a silica optical fiber 
having a vertical slit was aligned to the entrance slit of the spectrometer, while its other end was mounted on a translation 
stage and could image different locations of the plume. A UV grade 0.2 m focal length lens (f 0.5) was mounted in front of a 
quartz window, such that it was parallel to the plane of the plume at the point where the laser was focused on to the target. 
Measurements reported here were made using 20 urn slits on the spectrometer. The laser was the master trigger for these 
experiments and the 5V, 15 us, square wave trigger pulse was used to trigger the high-voltage pulse generator (PG-200). 
The excimer laser light pulse has a FWHM of 30 ns, and is delayed 1330 ns from the leading edge of the laser trigger pulse. 
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Gate widths of 25 ns were employed. Gate delays were set with respect to the light pulse detected by a fast (2ns) 
photodiode. In measurements shown here, the CCD accumulated signal from 40 laser pulses. 

3. RESULTS AND DISCUSSION 

Highly uniform films of TiC were deposited on the different steel substrates (polished flats and curved raceways) at a growth 
rate of - 0.3 |im/h. The morphology of the PLD grown TiC films on 52100 steel substrates is shown in Figs. 1 and 2. Fig. 1 
shows a large-area SEM photograph of a typical as-grown TiC film on a 52100 steel flat. The film is very smooth over the 
entire area, and essentially particle-free. A low particle density is very important for wear-resistant applications of hard 
coatings involving ball bearings. This is because the surface finish of bearings is on the order of 0.1 urn, and hard particles, 
if present, can damage the bearing surfaces and induce wear on the surfaces. Shown in Fig. 2 is an AFM image of the as- 
grown TiC film, that was taken to obtain a quantitative assessment of the surface roughness. The average and RMS surface 
roughness values of TiC on a 52100 substrate, corresponding to a surface area of 112 |im2, were 1.2 nm and 1.6 nm 
respectively, indicating a very smooth surface for the deposited film. 

Figure 1 Surface morphology of a 300 nm TiC film deposited on 52100 steel shown 
by a low-magnification (X500) SEM image. 

Figure 2 Atomic force microscopy image of a 10.6 x 10.6 urn area of a 300 nm TiC film on 52100 steel. P max defines the height of the 
highest surface feature in the area investigated. 
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The chemical composition of these TiC films was established by X-ray photoelectron spectroscopy (XPS). Details are 
reported elsewhere.11 The results indicate an absence of the Ti02 features11'12 after brief sputtering, which is a clear 
indication that oxidized Ti on the surface of the film has been removed. In addition, only a single C Is component at 282.0 
eV is observed following sputter-etching the sample. A C/Ti ratio of 0.9, after sputtering, is consistent with the formation of 
typically sub-stoichiometric TiC2 with some preferential sputtering of C relative to Ti. The post-sputter O concentration in 
these films doesn't quite fall to zero, but approaches the O concentration that has been measured for sputtered and annealed 
single-crystal TiC using the same XPS system.13 There may be some substitution of O for C in the lattice, but no distinct 
phase of TiO. The TEM data described below lend strong supporting evidence that the bulk of these films indeed consists of 
pure TiC. 

X-ray diffraction (XRD) measurements were conducted on these films. Fig. 3 shows the X-ray diffraction pattern of TiC 
films on a 52100 steel substrate. A broad (111) TiC peak was observed at a 26 of 35.5°. Unfortunately, other peaks due to 
TiC were obscured by the carbide phases in the steel substrates. Similar results were observed for TiC on 440 C steel. The 
crystallite size of PLD-TiC from both the TiC/52100 and TiC/440 C X-ray diffraction scans was estimated to be -7.5 nm. 
This calculation was based on the XRD line widths and the Scherrer Equation. 
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Figure 3 X-ray diffraction of a 300 nm film of TiC on 52100 steel. 

To learn more about the crystallinity of the film, plan view TEM was performed on TiC films grown on both 52100 and 440 
C steel substrates, as discussed in a previous paper.11 The films are polycrystalline and randomly oriented as discerned from 
the SAED ring patterns. There are excellent correlations between the observed d-spacings of TiC on 52100 and 440 C, and 
the reference values from the powder diffraction file (PDF) of TiC. These are listed in Table 1. The relative intensities of 
the observed and literature values of the diffraction lines are provided in parentheses. The crystallite size was determined 
from the dark field TEM and was found to be in the range of 3-17 nm. This is consistent with the crystallite size estimated 
from the X-ray diffraction data. 
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Table 1 A comparison of the lattice-spacings of PLD-TiC on 52100 and 440 C steel substrates as measured form the SAED patterns in 
TEM with reference powder diffraction values; relative intensities are shown in parentheses. 

Observed 
d-spacings (Ä) 

TiC/52100 
(SAED, this work) 

Observed 
d-spacings (Ä) 

ÜC/440C 
(SAED, this work) 

PDF 
32-1383 TiC 

d-spacings (A) 

2.55 (70) 2.59 (70) 2.499 (78) 

2.16(100) 2.18(100) 2.164(100) 

1.53 (70) 1.54(70) 1.530(60) 

1.32(50) 1.29(50) 1.305(30) 

1.26(50) 1.249(17) 

1.10(40) 1.09(40) 1.082(10) 

0.98 (50) 0.98 (50) 0.993 (13) 

Nanoindentation measurements were taken at multiple locations on TiC films deposited on 52100 steel substrates. The 
hardness and modulus of a 200 nm TiC film on 52100 steel are 30 + 3 GPa and 430 + 30 respectively, as measured at a depth 
corresponding to roughly 10% of the film thickness. The measured values approach those for bulk TiC.2 At depths 
exceeding 250 nm, the hardness and modulus start approaching those of the respective substrates. A more detailed 
description of these measurements is provided elsewhere.11 

Figure 4 shows a schematic of the experimental set-up used for the spectroscopic measurements. Both the spatial and 
temporal dependence of the plasma emission generated by ablation of the TiC target are under investigation and some results 
are discussed below. 
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Figure 4 Schematic of experimental setup for in-situ spectroscopic detection during TiC ablation. 

491 



The UV emission at the target surface (defined as z = 0) consists essentially of a continuum and broad peaks. The plasma 
emission changes dramatically as a function of distance from the target, and both the onset of emission and the maxima at 
different distances change, reflecting the velocities of different plume species. At a fixed gate delay, time-resolved emission 
can be measured as a function of distance from the target. Figure 5 shows a low-resolution spectrum obtained with a 600 
groove/ nm grating, centered at a wavelength of 350 nm. This spectral region was selected because it contains numerous 
emission lines due to excited neutrals and ions of Ti.1415 As seen from the spectrum, several of the observed lines originate 
from singly-charged Ti II ions, but some of the neutral Ti I lines are also observed. High-resolution spectra taken with a 2400 
groove/mm grating indicate a significant broadening of emission lines close to the target, which decreases with increasing 
distance from the target. For the Ti II lines, a spectral linewidth of 0.6 nm was observed at z < 2 mm. 

160000 

CO 

c 
3 120000 

3, 80000 

CO c 
CD 

40000 

317.2 333.3     349.3     365.3 

Wavelength (nm) 

Figure 5 Low-resolution spectra measured using a 600 groove/nm grating showing Ti I and Ti II spectral lines. This spectrum was taken at 
a distance of 5 mm from the target, and at a delay of 170 ns from the leading edge of the laser pulse. The laser fluence was 6.3 J/cm . 
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Figure 6 Time-resolved emission from the Ti II line at 368.5 nm measured at distances of 2,5, and 10 mm from the surface of the TiC 
target. The laser fluence was 8 J/cm2 and the repetition rate was 2 Hz. 
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Time-resolved emission intensity of the Ti II ion at 368.5 nm was measured at distances of 2 mm, 5 mm, and 10 mm from the 
target surface. The results are shown in Figure 6. From these measurements, an estimate of the plasma axial front velocity 
(the expansion velocity perpendicular to the target surface) can be made. The velocity of the Ti II ion, calculated using the 
maxima of emission shown here, is 2.2 + 0.1 x 104 m/s. The accuracy of these measurements is limited by the spatial 
resolution that can be achieved with the imaging system. It must also be noted that this derivation of velocity is not entirely 
accurate, as the emission measurements cannot deconvolute contributions from species that are behind, and/or in front of the 
focal plane. The ion velocities determined here are consistent with measurements made for other PLD-generated ions.16"18 

Emission from neutral and ionic C species in the plume is still under investigation. These data, when available will offer 
some interesting insight into the chemistry following ablation and the key components in the plume that are responsible for 
film growth. 

4. CONCLUSIONS 

Thin films of TiC have been deposited at room temperature on 52100 and 440 C steel substrates using pulsed laser 
deposition. The films are uniform, essentially particle free, and have a very low average surface roughness of 1.2 nm with an 
RMS value of 1.6 nm. TEM measurements have shown a precise one-to-one correspondence between measured d-spacings 
and the literature values for TiC and a crystallite size of 3-17 nm. Nanoindentation measurements indicate that the 
mechanical properties of these TiC films, namely, their high hardness and elastic modulus, are quite useful for wear 
protection. In-situ spectroscopic measurements have identified both singly charged Ti ions and Ti neutrals as components of 
the ablated plume. The axial velocity of the Ti II ion has been estimated from time-resolved emission measurements to be ~ 
2.2 x 104 m/s. The successful deposition of these coatings at room temperature on bearing steels eliminates the problems 
that occur during conventional high temperature deposition of coatings on steels and is of tremendous practical value to ball 
bearings for spacecraft and other applications. 
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ABSTRACT 

Amorphous carbon films with variable sp3 content were produced by ArF (193nm) pulsed laser deposition. An in-situ ion 
probe was used to measure kinetic energy of C+ ions. In contrast to measurements made as a function of laser fluence, ion 
probe measurements of kinetic energy are a convenient as well as more accurate and fundamental method for monitoring 
deposition conditions, with the advantage of being readily transferable for inter-laboratory comparisons. Electron energy 
loss spectroscopy (EELS) and spectroscopic ellipsometry measurements reveal that tetrahedral amorphous carbon (ta-C) 
films with the most diamond-like properties are obtained at the C ion kinetic energy of ~ 90 eV. Film properties are uniform 
within a 12-15° angle from the plume centerline. Tapping-mode atomic force microscope measurements show that films 
deposited at near-optimum kinetic energy are extremely smooth, with rms roughness of only - 1 Ä over distances of several 
hundred nm. Field emission (FE) measurements show that ta-C does not appear to be a good electron emitter. After 
conditioning of ta-C films deposited on n-type Si a rather high turn-on voltage of ~ 50 V/um was required to draw current 
of ~ 1 nA to the probe. The emission was unstable and typically ceased after a few minutes of operation. The FE tests of ta- 
C and other materials strongly suggest that surface morphology plays a dominant role in the FE process, in agreement with 
conventional Fowler-Nordheim theory. 

Keywords: Diamond, tetrahedral amorphous carbon, pulsed laser ablation, EELS, ellipsometry, field emission 

1. INTRODUCTION 

Hard amorphous carbon films has drawn significant attention of the industrial and scientific communities since the first 
reports on their deposition more than two decades ago1,2. More recent studies have focused on hydrogen-free amorphous 
diamond films (also known as tetrahedral amorphous carbon, ta-C) that have superior diamond-like properties3,4, such as 
high hardness, a large (~ 2 eV) optical (Taue) band gap and a low coefficient of friction, as well as chemical inertness and 
excellent thermal stability. In contrast to graphite and diamond, two crystalline forms of C, in which all C atoms have either 
the sp2, three-fold (graphite) or the sp3, four-fold (diamond) bonding configuration, a-C is a mixture of sp2 and sp3-bonded 
C atoms. Conventional amorphous carbon (a-C) prepared by evaporation or sputtering consists mostly of sp2-bonded C 
atoms5. In contrast, ta-C films contain a large fraction (up to ~ 75-85%) of sp3-bonded C atoms and are synthesized using a 
variety of energetic-beam methods6 including filtered cathodic vacuum arc (FCVA), mass-separated ion beam deposition 
(MSIBD), and pulsed laser deposition (PLD). 

The amount of sp3 bonding in ta-C and consequently its diamond-like properties depend upon the kinetic energy (KE) of the 
carbon species being deposited. The early work by Pappas et al.7 established such a correlation for PLD. Other early 
experiments using FCVA, PLD, and other methods showed that films with nearly maximal sp3 content as well as highly 
diamond-like properties could be produced using carbon ions whose KE ranged from -20 eV to at least several hundred 
eV6. For FCVA it recently was established that the highest sp3 fraction is obtained for C ions with KE of ~ 80-100 eV8,9' 10. 
Similarly, recent PLD experiments in our laboratory11,12 show that the sp3-bonded fraction, film density, and optical (Taue) 
band gap all reach their maximum values for incident carbon ion kinetic energies of - 90 eV. In this paper we summarize 
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the results of our previous work and also report additional data on the systematic study of changes in the bonding, optical 
properties, and surface morphology of PLD ta-C films as a function of the C+ ion KE. 

Recently, materials that have electronic conduction-band states with low or negative electron affinity became of great 
interest as they might be used for fabrication of cold cathodes for flat panel displays and similar applications. It has been 
established that diamond can possess a negative electron affinity surface13,14 which, in principle, should allow for electron 
emission under very low electric fields. Unfortunately, n-doping of bulk diamond is problematic and the transport of 
electrons to the conduction band, required for field emission applications, is difficult to achieve. As a result, despite its low 
electron affinity, single crystal diamond is not a good electron emitter. Recently, a few studies of FE from ta-C were 
reported. The results are mixed as some researchers found ta-C to exhibit very good FE properties15 while the others16, n do 
not confirm these results. In this work we report the results of our investigation of field emission properties of ta-C as well 
as predominantly sp2-bonded a-C films. 

2. EXPERIMENTAL 

ta-C films were prepared in a high vacuum chamber with a base pressure of 3 x 10"8 Torr using a Lambda Physik Compex 
301i pulsed excimer laser operated with ArF (193 nm). ArF PLD is advantageous over longer wavelengths for deposition of 
ta-C in that it requires lower energy fluences to produce high quality films12. In addition, the ablated flux in ArF PLD 
consists mostly of monoatomic C species even at relatively low fluences18 which allows for simpler characterization of 
deposition conditions. Maximum laser fluences at the target were ~ 8 J/cm2 and produced C+ KE ~ 100 eV. Higher energy 
carbon ions were produced using a Questek 2960 excimer laser. The Questek has shorter pulse duration, higher pulse 
energy, and a sharply peaked beam profile which allowed C+ ions to be produced with kinetic energies up to 225 eV. 2.54- 
cm diameter pyrolytic graphite targets containing < 10 ppm total impurities (Specialty Minerals, Inc., Easton, PA) were 
used. The substrates were kept at room temperature and placed at variable distances (4.8-7.3 cm) from the target. Typical 
deposition rates were 0.03-0.1 A/shot. An ion probe19 was used to determine the kinetic energy of ablated C+ ions. It 
consisted of a bare coaxial-cable tip biased at -100 V and mounted on an arm that rotated it in an arc passing through the 
center of the ablation plume. The time corresponding to the ion current peak ("icp") was used to calculate a velocity and 
corresponding kinetic energy of C ions, KEicp. 

For spectroscopic ellipsometry (SE) and atomic force microscopy (AFM) measurements -70-200 nm thick ta-C films were 
deposited on p- and n-type (OOl)-oriented Si wafers. Surface roughness studies were carried out using a Nanoscope III AFM 
(Digital Instruments). A tapping rather than contact mode AFM was utilized because SiN tips used for contact-mode 
measurements are quickly damaged by the extreme hardness of ta-C films, resulting in degraded image quality. The SE 
measurements were made using the two-modulator generalized ellipsometer (2-MGE)20 operating from 250 to 850 nm. The 
SE results were fit using a 5-medium model consisting of air/ surface roughness/ ta-C film/ interface/ Si, where the optical 
properties of ta-C films were modeled using the 5-parameter Tauc-Lorentz (TL) formulation for the optical functions of 
amorphous materials21. Previous studies22 have shown that this model fits SE data taken on a wide range of amorphous 
materials, yielding the thickness of each layer, the Taue (optical) band gap, and the optical functions of the film. 

For EELS measurements ta-C was deposited on freshly cleaved NaCl substrates which were subsequently dissolved in DI 
water and the resultant free-standing ta-C films were placed on folding Ni TEM grids. The thickness of the films was ~ 30 
nm which is substantially lower than the mean free path for 100 keV electrons (> 50 nm). In this case the effect of multiple 
scattering can be neglected. The EELS measurments were carried out using a VG HB501 STEM fitted with a high 
sensitivity parallel EELS and operated at 100 keV. The energy resolution was 1.1 eV during the measurements, as 
determined by the FWHM of the zero-loss peak. We did not observe any notable degradation or contamination of the 
specimens throughout the experiments. 

Field emission measurements were carried out in a high vacuum chamber with a base pressure of 10"6 Torr. The 
measurements were taken by applying a positive voltage to a tungsten-carbide current probe (anode) with tip diameter of ~ 
25 u.m and by collecting electrons emitted from the samples tested (cathode). The current probe stage motion was computer 
controlled with the minimum step size of 75 nm in x-y-z directions, which allowed for precise control of the distance 
between the probe and the sample. 
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3. RESULTS AND DISCUSSION 

3.1 EELS and ellipsometry measurements of sp3 fraction, film density, and optical band gap 

The K-edge spectra of ta-C films deposited by ArF PLD with various C+ ion kinetic energies (KEicp) corresponding to the 
ion current peak at the ion probe are shown in Fig. la. The spectra exhibit two main features: a peak at ~ 285 eV and a 
broad band with a maximum at ~ 293 eV. These features are due to ls-7T* and IS-CJ* electronic transitions, respectively23. 
The former is associated with sp2-bonded C atoms and the latter with both sp2 and sp3 C atoms. One can see that the relative 
intensity of the ls-rc* peak changes with the C ion KEicp and becomes the lowest for the films prepared with KEicp in the 
range of 70-120 eV. This corresponds to the materials with the lowest sp2 content and hence more diamond-like properties. 
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Figure 1. EELS K-edge (a) and plasmon (b) 
spectra of amorphous C films prepared by ArF 
PLD at various C ion kinetic energies (KE ) 
corresponding to the ion current peak of the ion 
probe signal. 
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position (b) extracted from the EELS 
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function of C ion kinetic energy, KEicp. 

EELS spectra also were measured in the low-energy range and are shown in Fig. lb. The broad peak around 30 eV is 
associated with collective excitation, or a plasmon, of the valence electrons23. Using a simple Drude-like model, the energy 
of this plasmon is proportional to the density of ta-C films24: the higher the plasmon energy, the higher the film density. As 
two reference points one can use the plasmon peak position of graphite (-26.5 eV) and of diamond (33.6 eV). 

The analysis of the sp3 fractions in the ta-C films was performed in a way similar to that of Berger et al.23. The sp2 fraction, 
fsp

2, is calculated by taking the ratio of integrated intensities of the 1S-TC* and ls-a* peaks, I„ / Ia, and by comparing it to 
that of arc-evaporated a-C, which is assumed to be entirely sp2 bonded. The sp3 fraction is then simply l-fsp

2. There are 
quite a few uncertainties in the data analysis and interpretation associated with this method11. In addition, the difficulty of 
sample preparation is also an issue for this technique. Yet, in spite of these problems, EELS is currently the most-used tool 
for analyzing the sp3 fraction in ta-C. Partly this is due to the absence of any more suitable alternative method, although uv 
Raman scattering may be a good candidate. In contrast to conventional Raman scattering in the visible, uv Raman 
scattering directly reveals the presence of sp3-bonded C atoms25,26 and therefore provides a potential means of simple, 
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nondestructive characterization of ta-C films. We believe that a combination of techniques, such as EELS, ellipsometry, 
Raman scattering, and possibly others, is required to fully characterize such a complicated material as ta-C. Nevertheless, 
EELS provides a reasonable sp3 estimate suitable for most practical applications. 

Briefly, the EELS data analysis includes decomposition of the ls-7C* and ls-a* peaks via a best fit of a Gaussian into the 
lower energy edge of the latter. The value of Ic was taken as an integral over the energy range of 290 - 310 eV which is 
large enough to avoid any significant systematic error. The extracted sp3 fractions as a function of C ion KEicp are shown in 
Fig. 2a. The sp3 fraction clearly exhibits a maximum of ~ 73% at KEicp ~ 90 eV. This is consistent with the optimum KE 
obtained for FCVA deposition of ta-C. 

Fig. 2b shows that the position of the C plasmon peak also reaches its highest value of -30.9 eV at KEicp ~ 90 eV. This 
behavior is expected since higher plasmon peak energy corresponds to higher film density, which is characteristic of more 
diamond-like films with higher sp3 content. It should be noted that the plasmon peak position can serve as a useful tool for 
correlating the sp3 fractions obtained by different research groups. Inter-laboratory discrepancies in the estimate of sp3 

fractions can arise from various factors, including structural differences in sp2 calibration samples, variations in the energy 
ranges and fitting procedures used to define L. and ICT, and differences in EELS resolution. The position of the plasmon peak 
is a more settled parameter and therefore can be used as a reference point for extracting the sp3 fraction. 

The EELS results were correlated with scanning ellipsometry (SE) measurements of the optical properties of ta-C films. The 
optical energy gaps extracted from the SE measurements are shown in Fig. 2c as a function of the C ion KEicp. The trend is 
very similar to that observed for the sp3 fraction and for the position of the plasmon peak. The energy gap is lower for the 
films prepared at low KEicp, reaches its maximum at KEicp ~ 90 eV, and decreases for higher values of KEicp. This is 
consistent with the variation of the sp3 fraction in these materials: sp3 rich films are expected to have a larger optical gap 
(5.5 eV for pure crystalline diamond) and the gap disappears for predominantly sp2-bonded carbon. 

3.2 Spatial variation of film thickness and optical band gap of ta-C films 

Measurements of the angular distribution of the C+ KEicp also were carried out since this determines the maximum area 
within which spatially uniform film properties can be obtained at any given target-substrate separation, Dts. As shown in 
Fig. 3, KEicp was nearly constant (±10%) within a half-angular range of 12 to 15 degrees on either side of the plume 
centerline. At D^ = 10 cm, for instance, this corresponds to a - 20 cm2 region of uniform film properties. 

120 
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Figure 3. Angular variation of C+ ion kinetic energy for ArF (193 nm) and KrF (248 nm) laser ablation of pyrolytic 
graphite. 
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Also, SE measurements of ta-C films deposited on 7.5 cm diameter Si wafers were employed to study film properties as a 
function of distance away from the plume center. It was found that not only film thickness but also the optical energy gap 
(Eg) varied with distance away from the plume center. This is due to the fact that diamondlike properties are a function of C 
ion KE which, in turn, depends on the angle from the plume centerline (see Fig. 3). If KEicp at the plume center is not 
substantially higher than 90 eV, as shown in Fig. 4, then uniform diamond-like properties (Eg ~ constant) result over a large 
central area with properties changing rapidly only further away. However, if a much higher central KEicp is used, such as in 
the case of KEicp= 200 eV presented in Fig. 4, then a degraded central area is produced (with Eg increasing away from 
center) surrounded by a ring of the most diamond-like ta-C, with a rapid fall-off in properties still further away. These 
angular dependences of Eg are consistent with the energy dependence shown in Fig. 2c and the angular distribution of KEicp 

in Fig. 3 and again confirm the existence of the optimum KEicp of ~ 90 eV for ta-C film deposition. 
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Figure 4.  Spatial variation of film thickness and optical (Taue) energy gap in a ta-C film deposited at the plume-center 
KElcp of 126 eV (a) and 200 eV (b). 

3.3 AFM studies of surface roughness of ta-C films 

The AFM images shown in Fig. 5 reveal that ta-C films deposited at KEicp values of 26, 44, and 90 eV all are quite smooth 
but still display systematic differences in roughness that are correlated with the KEicp of the C ions used for deposition. 
Films deposited at 90 eV are extremely smooth with an rms roughness of -0.9 Ä measured over (200 nra)2 areas. For 26 
and 44 eV the corresponding rms roughness values are -1.6 Ä. Similarly, the Z-range of height variation within the (200 
nm)2 area increases from -0.9 Ä (at 90 eV) to -1.6 Ä (at 26 eV). We note that these energetically deposited carbon films 
also are relatively free of the large (~ urn scale) particulates sometimes produced by pulsed laser deposition, with typical and 
largest particulate diameters of - 2-10 nm and - 100 nm, respectively. 

The tapping mode (TM) AFM results of Fig. 5 are in good agreement with the AFM measurements reported by Lifshitz6 for 
ta-C films deposited on silicon substrates by the MSIBD method. Lifshitz found a pronounced increase in roughness for 
films deposited at a C ion kinetic energy of 10 eV but very smooth films for kinetic energies ranging from 50 eV up to 10 
keV. 
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Figure 5. TM-AFM images of the surfaces of amorphous carbon films deposited at kinetic energies (KEicp) of (top) 26 eV, 
(middle) 44 eV, and (bottom) 90 eV. [z range = 2 nm] 
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3.4 Field emission properties of amorphous carbon films 

The emission current-applied electric field (I-E) measurements were done at a fixed distance between the probe and the 
sample and are shown in Fig.6. The macroscopic electric field, E, was simply calculated as the probe voltage divided by the 
probe-sample distance. A typical turn-on voltage required to draw field emission current of ~ InA from highly sp3-bonded 
C films was found to be ~ 50 V/um. This is substantially higher than that obtained for other forms of carbon materials, such 
as nanostructured C films17, CVD diamond27, nanodiamond28, and carbon nanotubes29. In fact, conventional, predominantly 
sp2-bonded a-C prepared by PLD with low C ion kinetic energies exhibits very similar field emission characteristics, with 
even lower fluctuations of the emission current (see Fig. 6b). The emission curves follow the Fowler-Nordheim (FN) 
behavior as shown in the insets of Fig. 6a and 6b. Using a simplified FN equation30 and assuming the work function of 
graphite (<J> = 4.6 eV) for amorphous C films, it is possible to estimate the emission area (EA) and the geometric 
enhancement factor (ß) of the electric field due to sample's surface morphology. The calculations yield high ß - 100-150 
and low EA ~ 10'2 u.m2 for both ta-C and sp2-bonded a-C films. 
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Figure 6. Emission current-applied electric field (I-E) curves and Fowler-Nordheim plots (insets) for 73% sp3 ta-C (a) and 
predominantly sp2 a-C (b) films. 

Also, it has to be noted that "conditioning" was required to obtain emission from all samples tested. The conditioning 
typically resulted in arcing occurred between the probe and the sample as the electric field was increased from 0 to 100-200 
V/|im. SEM was employed to study changes in surface morphology that occurred after the arcing. It was found that at the 
location where the arcing had taken place a crater of once-molten C film and Si substrate formed (see Fig. 7). Given this 
fact and the FE characteristics of ta-C films described above, we conclude that FE from ta-C is not due to its low electron 
affinity but rather should be attributed to the sharp protrusions around the crater formed during the arcing. The protrusions 
geometrically enhance the electric field around them, thereby providing for electron emission at moderate fields. These 
results are in good agreement with the observations of Talin et al.16, Coll et al.17 and Groning et al.31 but differ from that 
obtained by Satyanarayana et al15. However, the latter used parallel plate anode geometry in their experiments. This method 
has a drawback of "picking-up" the hottest spot on the sample and therefore provides no reliable information about the 
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average FE properties of the material over large surface areas. Also, in this method the leakage current across the spacers 
separating the anode from the cathode (sample) is rather difficult to distinguish from the true FE current. 

Finally, stability tests of FE from ta-C films were performed and a representative run is shown in Fig. 8. We have found the 
FE to be typically quite unstable and stop after a few minutes of operation. This can be attributed to the fact of the emission 
sites being quite sharp. As a result, they draw extremely high current densities and consequently burn out rather quickly. In 
addition, rather poor vacuum of 10"6 Torr may also be an issue as the ion bombardment during the FE measurements may 
severely damage and consequently terminate the emitting sites. 
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2» 

Figure 7. SEM image of a crater formed as a 
result of the conditioning process (arc discharge) 
of amorphous C films. 
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Figure 8. Instability of field emission 
from ta-C films. 

SUMMARY AND CONCLUSIONS 

In conclusion, the combination of ArF pulsed laser deposition and in situ ion probe measurements allows for deposition of 
ta-C films with well-controlled diamond-like properties. EELS measurements show that both the sp3 fraction and the 
plasmon peak energy (~ film density) reach their maximum values of -73% and 30.9 eV in films deposited at KEicp - 90 
eV. Scanning ellipsometry measurements reveal that the optical (Taue) energy gap is also maximized (~ 2.0 eV) at KEicp ~ 
90 eV, consistent with the presence of the highest sp3 fraction. This combination of independent optical and electronic 
measurements provides strong evidence of an optimum kinetic energy KEicp ~ 90 eV for ArF PLD of ta-C. Measurements of 
the angular distribution of C kinetic energy show that films with highly uniform (±10%) diamond-like properties are 
obtained within a half-angular range of at least 12-15 degrees on either side of the plume centerline. Tapping-mode AFM 
measurements show that films deposited at near-optimum KE are extremely smooth, with rms roughness of only ~ 1 Ä 
over distances of several hundred nm, and are relatively free of particulates. A distinct increase of surface roughness is 
observed with decreasing C ion KE and is associated with the increase in sp2-bonding fraction. Finally, field emission 
measurements reveal that ta-C does not posses low electron affinity and consequently exhibits rather poor field emission 
characteristics (high turn-on voltages, strong current fluctuations, short life-time). However, we believe that other kinds of 
C-based materials, such as nanodiamond, nanotubes, and nanostructured C films, are exceptionally good candidates for 
various FE applications. 
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ABSTRACT 

We describe the deposition of Ti:sapphire thin films by the pulsed-laser deposition (PLD) method for the waveguide 
laser application, with an emphasis on the reduction of droplets which is inevitably generated during PLD. In order 
to eliminate the droplets from the film surface, we introduced centrifugal separation of the droplets out of the laser 
ablation plume using a high-speed rotating target. The behavior of droplets in the ablation plume generated with a 
high-speed rotating target is presented along with the film properties. 

Keywords: pulsed-laser deposition, Tirsapphire, droplets, thin films, waveguide laser 

1. INTRODUCTION 

Waveguide lasers are very promising devices which have the advantages of compactness and low oscillation threshold, 
resulting in an efficient operation. Recently, there is an increasing interest in the development of Ti:sapphire waveg- 
uide laser, since Ti:sapphire provides large tunability and ultra-short pulses are also possible. There has been some 
investigation to fabricate the Ti:sapphire waveguide laser by ion beam implantation,1 thermal diffusion of titanium 
into sapphire,2'3 and pulsed-laser deposition (PLD).4,5 Recently, Anderson et al. achieved the laser oscillation from 
a Ti:sapphire waveguide laser fabricated by PLD.6 PLD is a very powerful method to fabricate waveguides for its 
high deposition speed, simplicity of apparatus, easy control of the process, etc.. On the other hand, during PLD 
operation many droplets are deposited on the thin films, which increases the waveguide loss. Different approaches 
have been tried to avoid the deposition of such droplets fly from the ablation spot, such as spatial filters,7 temporal 
filters and so on. But, some do not have enough effectiveness, and some approaches require complicated apparatus. 
In this context, another effective and simple method is needed. 

In this study we introduced a high-speed rotating target to deflect the flight direction of the droplets to avoid the 
deposition of droplets onto the film surface. The behavior of droplets generated with a high-speed rotating target is 
presented. The behavior of emissive atoms or molecules in the gas phase is also imaged. The qualities of deposited 
thin films, such as the surface of the thin films, photo emission spectra were observed. In this experiment, Ti:sapphire 
and silicon target were examined. 

2. EXPERIMENTAL SETUP 

The experimental setup is shown in Fig.l. The chamber was evacuated to IGT4 Torr order by a turbo molecular 
pump. A Ti:sapphire crystal target or a silicon target attached to a high-speed rotary driver was ablated by an ArF 
excimer laser (Lambda Physik Compex 102) with a energy of 50 mj and a fluence of 4 J/cm2. The distance between 
the rotation axis and the ablation spot was 22.0 mm for a Ti:sapphire target and 17.7 mm for a silicon target. The 
maximum speed of the rotation of the target was 8000 rpm. Ejected droplets were deposited on a quartz substrate 
placed 45 mm from the target surface. The size of the substrate was 10 x 10 x 1 mm. The thermal radiation from 
the ejected droplets was observed by an image-intensified CCD camera. The image was temporally stored in an 
image freezer and preserved in a computer. 

Correspondence: Email: nakata@ees.kyushu-u.ac.jp; WWW: http://www.laser.ed.kyushu-u.ac.jp; Telephone; +81-92-642-3895; Fax: 
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Figure 2. Deflection angle as a function of rotational speed 

3.  BEHAVIOR OF PARTICLES IN GAS PHASE 

3.1.  Simulation of the Deflection of the Ejection Angle of Droplets 

In the past experiment, the ablated atoms and molecules flew with the velocity over 1 km/s.9 On the other hand, 
the droplets flew with the slower velocity, typically about 50 m/s. The deflection angle due to the rotation of the 
target is different for the velocity which the species originally have. So by using high-speed rotating target, the 
directions of the different species can be separated. The deflection angle of the species, which fly vertically to the 
target surface, can be calculated by the following equation. 

6 = tan   l{rw/v) (1) 

9 is a deflection angle, v is the normal velocity of the species ejected from the target, r is a distance between the 
ablation spot and the center of the rotating target, and w is angular speed of the target. 

Fig.2 shows the calculated deflection angle as a function of rotational speed. In the calculation, r — 22 mm which is 
the same value in the experiment for Ti:sapphire target. 

Usually, for droplets ejected from the target with a velocity of 50 m/s, the deflection angle is about 20 degree with 
8000 rpm.   On the other hand, most atoms and molecules have the velocity faster than 1 km/s.  In this case, the 
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Figure 3. Behavior of the droplets in the gas phase with the ablation of Ti:sapphire. (a) was observed with one shot 
of ablation and without rotation, (b) shows the image averaged over 10 different images with the same condition of 
(a), (c) shows the averaged image with rotation of 8000 rpm. 

deflection angle is smaller than 2 degree. So, the difference of the deflection angle between droplets and atoms or 
molecules is around 20 degree. This value becomes larger for the slower droplets. 

In actual process, the distribution of droplets in gas phase is as cone shape with an solid angle. So, the rotational 
speed would change corresponding to the ejection angle and the velocity of the droplets. These values would change 
with the operating conditions of the ablation laser such as energy, fluence, pulse width, wavelength, and with the 
condition of the target. Further, the number of the droplets will change by these values, so these should be optimized 
with the rotation of the target. 

3.2.  Observation of the Behavior of Droplets by Image-intensified CCD Camera 

The droplets ejected by laser ablation are at high temperature, and radiate thermal radiation. By observing this, 
the behavior of the droplets in the gas phase can be imaged.8 Fig. 3 shows the images of droplets observed by 
image-intensified CCD camera. The observation time was between 200 /is to 400 fis after laser ablation, which was 
controlled by a pulse generator. Fig. 3 (a) was observed with one shot of ablation and without rotation of the target. 
Fig. 3 (b) shows the image averaged over 10 different images observed at the same condition as (a). Bright points 
show the thermal radiation from the ablation spot, and the reflection of it by the target holder. Droplets seem to 
fly with a cone shape. The fastest droplets have the velocity of about 50 m/s. Fig. 3 (c) shows the averaged image 
observed with a rotation of 8000 rpm. Most droplets seem to fly towards lefthand due to the deflection by rotation. 
In this condition, the deposition of droplets will be reduced for a substrate placed just below the ablation spot. 

Fig. 4 shows the integrated angular distributions of droplets. The signal of the point nearer than 24 mm from the 
ablation spot is integrated. The signal at around 90 degree is due to the reflection from the target holder. It should 
be noted that the deflection angle of 13 degree existed without the rotation. This is caused by the incident angle 
of the ablation laser to the target, which is about 30 degree to the rotation axis as shown in Fig. 4. As the target 
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Figure 5. Behavior of the droplets in the gas phase with the ablation of silicon, (a) was observed with one shot 
of ablation and without rotation, (b) shows the image averaged over 10 different images with the same condition of 
(a), (c) shows the averaged image with rotation of 8000 rpm. 

rotational speed was increased, the deflection angle also increased. The width of distribution in angle is about 50 
degree FWHM with any rotational speed. Quite a few droplets flew with 0 degree even with 4000 rpm. 

We also observed the behavior of the droplets ejected from a silicon target, as shown Fig. 5. In this case, the observed 
time region was between 200 and 500 /is after ablation. The number of droplets seems to be larger than that with the 
ablation of Ti:sapphire target. The angular distributions of droplets of silicon are shown in Fig. 6. The signal of the 
point nearer than 26.6 mm from the ablation spot is integrated. The deflection angle without rotation is -45 degree, 
and this is quite different compared to the case of Ti:sapphire target. As the target rotated faster, the ejection angle 
became closer to the target normal. For the effective reduction of the droplets, the ablation spot should be on the 
opposite side of the target, or the direction of rotation should be reversed. 
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Figure 7. Behavior of atoms and molecules, (a) 0 rpm, (b) 8000 rpm. 

3.3.  Observation of the Behavior of Atoms and Molecules 

Fig. 7 shows the emission from atoms and molecules ejected from the target. This emission can be observed at 
earlier delay time of some ^s.9 The delay time was 1 /is and the gate width was 10 ns. No significant difference 
was observed between 0 and 8000 rpm. This shows that the rotation of the target does not effect the atoms and 
molecules, which deposit and form a thin film. 

4. FILM PROPERTIES 

4.1.  Images of the Droplets on Substrates 

The surface of the substrate was observed by SEM. Fig. 8 shows the examples of observed images of the surface 
of the deposited Ti:sapphire thin films for the rotation of (a) 0 rpm and (b) 8000 rpm. The films were deposited 
with 12000 shots of ablation. The films were deposited just below the ablation spot, and the distance between the 
target surface and the substrate was 45 mm. It is clear that the number of droplets decreased dramatically with the 
rotation of the target. This clearly shows that high-speed rotation target is quite effective to decrease the deposition 
of droplets in PLD process. 

Fig. 9 shows the number of droplets, of which the diameter was larger than 300 nm, counted from the images 
observed by SEM. As the target rotated faster, the number decreased. Over 4000 rpm, the number is steady. The 
droplets which can be seen even with over 4000 rpm are dusts originally adhered at the substrate.   Therefore, 
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Figure 8. Images of surfaces of thin films for the rotation of (a) 0 rpm and (b) 8000 rpm. 
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Figure 9. Number of droplets as a function of target rotational speed. 

high-quality substrate surface or cleaning is needed for the fabrication of the optical thin films. In addition, in our 
experiment, the number of ejected droplets ecreased as the number of ablation, due to the so called laser cleaning of 
the surface of the target. 

4.2.  Photo Emission Spectrum of Ti:sapphire Thin Film 

Fig. 10 shows the photo emission spectrum from the deposited Ti:sapphire thin film. In PLD process, the deposition 
was done in Ar gas at 5 mTorr. The frequency of the ablation laser was 20 Hz, and the deposition time was 1 hour. 
The substrate was sapphire crystal. In the excitation, the film was irradiated by the second harmonics of a Nd:YAG 
laser (532 nm). The emission was observed by a photo-multiplier tube attached to a monochromator. Here, the 
spectrum response of the detector system was not calibrated. A spectrum similar to a bulk target was obtained as 
shown in Fig. 10. The peak wavelength was about 750nm. 

Fig. 11 shows the photo emission intensity as a function of time, observed at 750 nm. The fluorescence lifetime 
was 3.18 fis, and which is also similar to the value of a bulk crystal. 
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5.  CONCLUSION 

In this paper, we investigated the effect of the high-speed rotating target to the decrease of the droplets on the 
deposited film. The properties of Ti:sapphire thin films were also invetstigated. 

1. Deflection angle to the flight of droplets was calculated as a function of the rotation of the target. The deflection 
angle increased as the rotational speed. 

2. The behavior of droplets in gas phase was imaged by image-intensified CCD camera. The deflection due to 
rotation of target was visualized. The angular distributions were calculated by integrating the signal in the 
observed images. 

3. The behavior of emissive atoms and molecules are imaged. No difference was observed for the rotational speed. 

4. The surface of deposited films was observed by SEM. The droplets clearly decreased as the rotation of the 
target. 

5. The photo emission spectrum from the Ti:sapphire thin film was observed, and was similar to the bulk 
Ti:sapphire target. 
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ABSTRACT 

For studying the material properties of nanostructured group IV materials, we have developed a pulsed laser ablation 
method into inert background gases. SiGe alloy nanocrystallites have possibility of novel band structure engineering by 
controlling not only compositions but also particle sizes. An ArF excimer laser was focused onto the surface of the powder- 
sintered SixGe!_x target. During the laser ablation, He gas was introduced into a vacuum chamber and was maintained at a 
constant pressure. Size distribution of the SixGe,.x ultrafine particles decreases with decreasing composition x under fixed 
conditions of deposition such as background gas pressure. Raman scattering spectra of the deposited SiGe ultrafine particles 
show three peaks ascribed to mixed crystalline SiGe after annealing, and the linewidths of these peaks broaden due to the 
reduced size of the crystallites. The frequencies and intensities of the peaks depend on the composition x. Visible PL spectra 
have broad peaks from 2.25 eV to 2.10 eV, at room temperature. The peak positions show blue shifts with increasing x. 
Electroluminescent diodes with the Si08Ge02 nanocrystallite active region were fabricated, and emit visible light peaked at 
around 1.8 eV, at room temperature. 

Keywords: silicon-germanium alloy, nanocrystallites, pulsed laser ablation, Raman scattering, electroluminescence 

1.   INTRODUCTION 

Ever since visible photoluminescence (PL) spectra were observed in nanometer-sized silicon (Si) M, extensive studies 
have been carried out on nanometer-sized structures of group IV materials. In particular, the strong PL from porous Si has 
attracted much attention and much research has been undertaken to clarify its origin 5. Furthermore, SiGe alloys have the 
capabilities of band structure engineering by controlling the composition 6, and there have been several reports on optical 
properties of porous SiGe '•*. When we discuss the optical properties of nanoscaled group IV materials as one of the 
quantum confinement effects, it is significant to adopt another approach using the nanoscale "spherical" structures which 
have well-controlled size and surface chemical structure. For this purpose, pulsed laser ablation (PLA)9 into a background 
gas has been applied to the preparation of Si ultrafine particles 10'13. Werwa et al.10 reported that the minimum diameter of Si 
ultrafine particles was about 2 nm in laser ablation into a pulsed inert gas. Yoshida et al.12 reported that the size distribution 
of Si nanocrystallites was controlled by varying the background gas pressure. Deohegan et al.14 confirmed that the ejected 
species condensed into nanoparticles in the background gases. Furthermore, PLA has the potentialities for use in the 
deposition of complex materials with congruent transfer of the target composition 9-15, and SiGe thin films have been 
prepared using this method l6. However, there have been few studies where alloy nanocrystallites are produced using PLA 
in background gases. 

Recently, some research groups have focused on electroluminescence (EL) properties as well as on PL properties because 
the EL of the nanoscaled Si structures is suited to optoelectronic device applications. Most EL Si structures have been 
thinned to "porous" structures formed by liquid phase anodization.5 EL of porous Si was first observed during anodic 
oxidation in an electrolyte solution.17 Porous Si EL devices operating in the atmosphere have been studied with solid-state 
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Fig.l. Schematic of the preparation system of SiGe alloy 
nanocrystallites using pulsed laser ablation in a reduced- 
pressure inert background gas. 
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(Active region: 200 nm) 

Semitransparent Pt 
electrode (12 nm) 

Thermal oxide layer 
(300 nm) 

1.0 mm diam. 
Si substrate p-type (100) 

T 
Pt electrode 

Fig. 2. Schematic cross-sectional view of the electro- 
luminescent (EL) diode. The structure is (semitrans- 
parent Pt electrode)/(SiGe nanocrystallite layer)/(p-type 
Si) /(Pt electrode). 

contacts, including semitransparent metal-contacted Schottky junction diodes,18"20 p-n homojunction diodes 2l~2' and p-n 
heterojunction diodes.25"28 Besides the porous Si, Qin et al. developed a visible EL device of the low operational voltage (> 
4 V) in gold (Au)-contacted extra thin (4 nm) Si-rich Si oxide films deposited by magnetron sputtering.29 Nassiopoulos et al. 
observed visible EL from Si nanopillars formed using highly anisotropic reactive etching and thinning thermal oxidation.30 

In this work, we adopt the PLA in a constant pressure inert background gas. A sintered mixture of Si and Ge powders is 
used as a target. We characterize structures and optical properties of SiGe alloy nanocrystallites prepared by the PLA in 
inert background gas. In addition, we fabricate an EL diode with the Si08Ge0 2 alloy nanocrystallite active region, using the 
PLA in inert background gases as one of the physical vapor deposition (PVD) methods, aiming reasonable operational 
voltage (several - 25 V). We characterize electrical conductivity, dependence of EL intensity on excitation current and 
luminescence spectrum. Our fabrication method is compatible with the established Si large scale integrated (LSI) 
technology because the PVD-like process is suitable for successive film stacking and etching of fine patterns. 

2.   EXPERIMENTAL PROCEDURE 

In order to deposit Si and Ge, which have different melting points and vapor pressures, at the same time by laser ablation, 
an appropriate target should be a mixture of Si and Ge with high purity. Thus, sintered SiGe targets were fabricated as 
follows. Si and Ge powders with the size of um order and high purity of 6N were mixed without binder and sintered using a 
hot press system in an inert gas. Then, we could obtain SLGe,.x (x = 0.18, 0.82) sintered targets of 2-inch diameter with 
purity over 4N. The alloy composition x of the sintered target was determined using inductively coupled plasma optical 
emission spectroscopy (ICPS). 

SiGe ultrafine particles were prepared using PLA of the sintered SiGe target in an inert background gas at constant 
reduced pressure. A schematic diagram of the laser ablation apparatus used in this study is shown in Fig. 1. After the 
vacuum chamber was evacuated to 1.0 X 10"6 Pa, helium (He) gas was introduced into the chamber and was maintained at a 
constant pressure (333 Pa) using a differential evacuation system. An argon-fluoride (ArF) excimer laser (A: 193 nm, energy 
density: 1.0 J/(cm2-pulse), pulse duration: 12 ns, repetition rate: 10 Hz) beam was focused onto a 3X 1 mm2 rectangular 
spot at the surface of the sintered SiGe target of 2-inch diameter. Then, a plume of ejected species was created and extended 
almost perpendicular to the target surface. The target was rotated at 8 rpm. As described above, the size of the mixed 
powders of the sintered target was of urn order, which is much smaller than the spot size of the irradiated laser beam. Thus, 
the ejected species can have a mixed composition. A deposition substrate was located at a distance of 10 mm normal to the 
target. The species ejected from the target condensed during flight in a background gas 14 and then were deposited as 
ultrafine particles on the substrate 12. The substrate was kept at room temperature during the deposition process. Finally, the 
deposited substrates were annealed in dry nitrogen (N2) at 800°C for 10 min., using an usual resistance-heating furnace. 
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250 nm 

Fig. 3. SEM photographs of as-deposited SixGe,.x ultrafine particles. 
The average size of the ultrafine particles decreases with decreasing 
composition x. 

A schematic cross-sectional view of the EL diode is shown in Fig. 2. To fabricate the EL diode, (100) oriented p-type Si 
wafers with a resistivity of 0.02 Q«cm were used as substrates. Thermal oxide layers were formed with a thickness of 300 
nm for the isolation dielectrics. Electrically active regions with a diameter of 1.0 mm were defined by removing the thermal 
oxide with HF+NH4F solution. The Si nanocrystallite layers were deposited by the above PLA method. Thermal annealing 
was carried out at 825 °C for 10 min in N2, using a rapid thermal annealing system. In order to form a contact with the Si 
nanocrystallite layers, semitransparent platinum (Pt) films were deposited with a thickness of 12 nm. The EL active regions 
were Si nanocrystallite layers with an area of 7.9 X10"3 cm2 (1.0 mm diameter circle) and a thickness of about 200 nm. 

Scanning electron microscope (SEM) observation was employed to evaluate the particle size of the deposits. The average 
composition of the deposited particles was evaluated using ICPS measurement. Raman scattering spectra were measured 
with a filtered single monochromator (Jasco TRS-600) system in a backscattering geometry. Excitation was provided by the 
514.5 nm Ar+ ion laser line. A CCD system (Photometries TK512CB) was used as a detector. To prevent damage of 
samples by the laser and/or a change of the Raman spectrum during measurements, the laser power was chosen to be less 
than 4 mW. In the Raman scattering measurement, fused quartz was used for the deposition substrate. Furthermore, PL 
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Fig. 4. Raman spectra of Si08Ge02 alloy nanocrystallites. 
Three Raman peaks intrinsic to crystalline SiGe alloys 
are observed. 

Fig. 5. Raman spectra of Si02Ge08 alloy nanocrystallites. 
Ge-Ge and Si-Ge peaks are observed after annealing. 
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measurements were performed at room temperature using a single polychromator (Jasco CT-25C) system with a cooled 
MOS linear-image sensor unit (Hamamatsu C4834-02) as a detector. An Ar+ ion laser (A: 488.0 run, power: 5 mW) was 
used as an excitation light source. The spectral sensitivity of the measurement system was calibrated using a halogen 
standard lamp. 

We measured the current-voltage (I-V) characteristics of the EL diodes. The dependence of the integrated EL intensity on 
the diode current was investigated at room temperature. The EL intensity was measured by a photomultiplier (Hamamatsu 
Photonics R3896). The EL spectra were measured at room temperature using a single polychromator system (Acton 
SpectraPro-275) with a cooled FET-CCD image sensor unit (Hamamatsu M6296-01) as a detector. 

3.   EXPERIMENTAL RESULTS 

The as-deposited SixGe,.x ultrafine particles were observed 
using SEM to clarify the dependence of the particle size on the 
composition x. These results are shown in Fig. 3. Nanometer- 
sized ultrafine particles are observed. Furthermore, the 
average size decreases with decreasing x under the fixed 
processing conditions. The average composition of the 
ultrafine particles deposited on the A1203 substrate using the 
Si082Ge018 target was evaluated by ICPS. The total ratio (at.%) 
of Si:Ge of the deposited ultrafine particles was obtained as 
78.9:21.1. From this result, it is revealed that our PLA process 
can transfer as a whole the composition of the target to the 
deposits. 

Figure 4 shows Raman scattering spectra of the Si08Ge02 
ultrafine particles before and after the annealing. Three Raman 
peaks ascribed to the vibrations of Ge-Ge, Si-Ge and Si-Si 
pairs are observed at 292, 400 and 520 cm"1, respectively. 
These peaks are intrinsic to the crystalline SiGe alloy 
system.31 The intensities of theses peaks increase after 
annealing. This result shows that crystallization progressed 
after the annealing process. Figure 5 shows Raman scattering 
spectra of the Si0 2Ge0 8 ultrafine particles before and after the 
annealing. A broad peak appears at 200-300 cm'1 before the 
annealing, which is associated with amorphous Ge.4 After 
annealing, Ge-Ge and Si-Ge peaks are observed at 298 and 
400 cm"1, respectively.31 The Si-Si peak cannot be observed. 
As a result, the Ge-rich ultrafine particles, which are 
amorphous-like before annealing, are crystallized after the 
annealing process. 

Figures 6 (a), (b), and (c) show the PL spectrum from the 
SiGe nanocrystallites of which compositions are Si08Ge02, 
Si02Ge08, and pure Ge, respectively. In all of them, broad 
green PL bands appear at room temperature. The PL 
intensities increase after the annealing. These PL spectra have 
broad peaks from 2.25 eV to 2.10 eV, with a low energy 
shoulder around 1.8 eV. The peak positions showed blue shifts 
with increasing silicon content x. There is a tendency where 
the shoulder intensity increases with increasing silicon content 
x. 

Figure 7 shows the I-V characteristics of a typical EL diode 
in linear scale. In the pure Si nanocrystallite, a weak rectifying 
behavior is observed. In the Sio.8Ge02 nanocrystallite, the 
reverse-biased curve seems a soft-breakdown characteristics. 
The series resistances Äs in the forward bias regions were 
estimated to be 70 Q and 170 Q, in Si08Ge02 and pure Si, 
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Target: Sio.sGeo.2 

Target: polycrystalline Ge 

As-deposited 

1.5      1.7      1.9      2.1       2.3      2.5 
(c) Photon Energy (eV) 

Fig.6.  PL  spectra  from  SiGe  alloys  and  pure  Ge 
nanocrystallites. (a) Si08Ge02, (b) Si02Ge08, (c) Pure Ge. 
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Fig.8. Integrated EL intensity /a as afunction of the 
forward current j, for the EL diodes with the Si0 8Ge0 2 

alloy and pure Si nanocrystallite active layers. 

respectively. The onsets of the light emission, measured with the photomultiplier, were forward-biased dissipation power 
about 10 mW, in both the pure Si and the Si0.8Ge0.2 nanocrystallite EL diodes. Figure 8 shows the integrated EL intensity IEL 

as a function of the forward current j in a log-log scale. In the pure Si, it is evident that the dependence of Ia on j is 
according to a rapid power law.32 Namely, I& is proportional toy " m=2.2. In the Si0.8Ge02, the rapid power law was also 
observed as a relation between 7a and j. However, 7a saturated in the forward current range more than 3 mA. Figure 9 
shows the measured EL spectra of both the pure Si and the Si0 8Ge0 2 nanocrystallite EL diodes. Dissipation powers of the 
pure Si and the Sio.8Ge0.2 were 0.86 W (20 V, 43 mA) and 0.82 W (12 V, 68 mA), respectively. Both spectra have peaks 
around 1.8 eV and shoulders around 2.2 eV. The peak and shoulder positions of the Si08Ge02 looks slightly blue-shifted, in 
comparison with those of the pure Si. 

4.   DISCUSSION 

There have been several reports on the study of the 
dependence of the Raman scattering spectra on the 
composition x of bulk SLGe,.x alloys.31" The frequencies 
and linewidths (FWHM) of three Raman peaks ascribed to 
vibrations of Ge-Ge, Si-Ge, and Si-Si pairs strongly depend 
on the composition x. The frequencies of these peaks in 
Figs. 4 and 5 correspond well to those of the bulk Si0SGe02 

and Si02Ge08 alloys reported in Ref. 31. This result shows 
that the composition is maintained in the SiGe alloy 
nanocrystallites deposited by PLA in an inert background 
gas. 

However, the FWHM of the three Raman peaks in our 
experiment are about 2 times broader than that of the bulk 
alloys in Ref. 31. The FWHM values of this work are 
indicated in Fig. 4. Also the FWHM values in Ref. 31 are 
indicated in the brackets. According to a spatial correlation 
model, finite size effects relax the ^-vector selection rule 
and this relaxation of the momentum conservation leads to a 
broadening and downshift of the Raman spectrum.34 To 

30x10 

& c 

c 

Ui 

2.0 2.5 

Photon Energy (eV) 

Fig.9. EL spectra at room temperature, for the EL diodes 
with the Si08Ge02 alloy and pure Si nanocrystallite active 
layers. 
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clarify the finite size effects shown in the Raman spectrum, 
Raman scattering measurements were also performed for Si 
nanocrystallites. Figure 10 shows Raman scattering spectra 
of the Si nanocrystallites before and after oxidation 
annealing.35 The dash-dotted line indicates the peak position 
of the bulk single-crystalline Si. The Raman peak of the 
bulk Si was symmetric and had a FWHM of 3.7 cm'1 in this 
measurement. It was found that the Si nanocrystallites have 
a broader and lower frequency peak in comparison with the 
bulk Si. The average diameter of the as-deposited Si 
nanocrystallites in Fig. 10 was estimated to be about 11 nm 
using the strong phonon confinement model.36 This result is 
in good agreement with the result obtained from high- 
resolution transmission electron microscopy (TEM).12'35 

Furthermore, the annealing process causes a much broader 
shape and lower frequency, as shown in Fig. 10. This result 
proposes that the oxidation annealing caused a size 
reduction of the core of the Si nanocrystallite. 

The broadened FWHMs of the Raman peaks in SiGe 
alloy nanocrystallites must also be caused by the reduction 
of the particle size. Figure 11 shows the Si-Si peak of the 
Si0 8Ge0 2 alloy nanocrystallites after the annealing in Fig. 4. 
The FWHM broadens to 7.0 cm"1, especially to lower 
frequencies compared to the Si nanocrystallites. This result 
cannot be explained by only the reduced size of the SiGe 
nanocrystallites. The inclusion of Ge as impurities in Si 
should increase lattice disorder which would result in the 
relaxation of the ^-vector selection rule. Furthermore, 
Okada and Iijima indicated the existence of the strong stress 
in oxidized Si particles from the study of the oxidation 
properties.37 Such a stress especially in the nanocrystallites 
can exist in the SiGe nanocrystallites and cause the strain 
effects, which also results in the broadening of the Raman 
peaks. 

Consequently, Raman scattering spectra of SixGej.x alloy 
nanocrystallites depend on the composition x. The peak 
shifts of nanocrystalline and bulk SiGe alloys can be 
explained by the same mechanism. Furthermore, the 
linewidths broaden to lower frequencies compared to the 
bulk alloys. This property is considered to be derived from 
the synergistic effect of the finite size confinement and the 
lattice disorder. 
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Fig.ll. Raman peak ascribed to Si-Si vibration of the 
Si08Ge02 alloy nanocrystallites after annealing in Fig. 4. 
FWHM broadens to 7.0 cm"' 

In Figs. 6, the PL spectra have broad peaks from 2.25 eV 
to 2.10 eV, with a low energy shoulder around 1.8 eV. The 
peak positions showed blue shifts with increasing 
composition (silicon content) x. This tendency is consistent 
with bandgap dependence on the composition x, in the bulk SiGe alloy.6 On the other hand, in the both EL spectra, there are 
peaks around 1.8 eV and shoulders around 2.2 eV, in Fig. 9. The peak and shoulder positions of the Si08Ge02 looks slightly 
blue-shifted, in comparison with those of the pure Si. It can be said that the green band emission (peaked around 2.2 eV) 
and the red band emission (peaked around 1.8 eV) are associated with "shallow" and "deep" localized states, respectively. 
Furthermore, in general, the capture cross section of the non-radiative center Pm is described by the following formura:3S 

P^=Wa{hmJkT) exp(-(2R/Re)-(EA/kT*)) (1) 
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T*=Qi(üsJ2k) coth(Aa>o/2Ä7), (2) 

where co0, £A, R, and Äe stand for the phonon frequency, activation energy of a localized state, distance between an electron 
and a non-radiative center, and extent of electron wave funcion, respectively. According to equ. (1), the shallower activation 
energies of the localized states are, the higher probabilities of the non-radiative recombinations are, with increasing 
temperature. In our experimental conditions, dissipation power densities in the typical EL measurements were about 40 
times higher than that of the PL measurements, because the dissipation power densities of the EL measurements and the PL 
measurements were about 100 W/cm2 and 2.5 W/cm2. Since the measuring temperatures of the EL should be much higher 
that that of the PL, quenching of the light emitting associated with the shallow levels became remarkable in the EL 
measurements. We suggest that this is the reason why the EL spectra had 1.8 eV peak and 2.2 eV shoulder in Fig. 9, though 
the PL spectra in Figs. 6 had 2.25-2.10 eV peaks and 1.8 eV shoulders. However, we have not had enough data to discuss 
dependence of the emission peak position on the composition x. 

In Fig. 7, the 1-V characteristics of the EL diodes had only weak rectifying behavior. In our previous study, we observed 
the strong rectifying behaviors, where an usual resistance-heating furnace was used for the nanocrystallites active layer 
annealing.32 Reactor of the rapid thermal processing system in this work can be evacuated to 1 X 10"3 Pa by a TMP, before 
introducing pure N2 ambient gas. On the other hand, the usual resistance-heating furnace was atmospheric pressure 
operation without evacuation system. Therefore, we propose that the rectifying behaviors were related to residual oxygen or 
other contaminant gases in the annealing ambient. 

According to Fig. 8, in both the pure Si and the Sio 8Ge0 2 nanocrystallite EL diodes, the integrated EL intensity 1^ had 
rapid nonlinear dependence on the forward current density j. As we mentioned in previous study,32 it seems that the 
excitation mechanism for the EL is associated with impact ionization induced by hot carrier injection and successive 
radiative recombination. However, the 7a saturation phenomenon in the Si08Ge02 nanocrystallite EL diode has not been 
understood yet. Further study is in progress. 

5.   CONCLUSION 

SiGe alloy nanocrystallites have been obtained using excimer laser ablation of sintered SiGe targets in a constant-pressure 
inert background gas. The deposited SLGes nanocrystallites have the same alloy composition x as the target. The Raman 
peaks intrinsic to crystalline alloys have broadened to lower frequencies compared with those of bulk alloys. This should be 
explained in terms of the synergistic effect of the finite size confinement and the lattice disorder. Furthermore, we observed 
visible PL spectra which had broad peaks from 2.25 eV to 2.10 eV, at room temperature. The peak positions showed blue 
shifts with increasing x. Electroluminescent diodes with the Si08Ge02 nanocrystallite active region have successfully been 
fabricated, and have emitted visible light peaked at around 1.8 eV, at room temperature. 
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ABSTRACT 

Boron-Carbon-Nitrogen BxCyNz thin films were deposited by excimer laser ablation of boron carbide (B4C) under 

nitrogen ion-beam bombardment. Thin films were deposited in the intersection of the ablated B-C plasma and nitrogen 

ion beam on the silicon substrates. The laser pulse energy was selected in the range of 30 - 100 mJ with pulse duration 

of 23 ns. The electronic and compositional properties of the deposited thin films were analyzed by X-ray photoelectron 

spectroscopy (XPS), Raman and infrared spectroscope, scanning tunneling microscopy and ellipsometry measurements. 

The influence of the ion beam bombardment on the optical, electrical and electronic properties of the deposited thin 

films was studied. 

Keywords: Pulsed laser deposition, B-C-N, thin films, STM, ion beam 

1. INTRODUCTION 

The similarity of layer structure between hexagonal boron nitride (BN) and graphite as show in Fig. 1 suggests the 

possibility of the existence of stable or metastable states of boron-carbon-nitrogen (B-C-N) compounds. This similarity 

stimulates theoretical studies and experimental research of this new material1"7. Most research works of B-C-N system 

based on synthetic method of chemical vapor deposition (CVD) technology. Recently, the composition ratio in the 

deposited BxCyNz compound and their electronic and chemical properties were studied by X-ray photoelectron 

spectroscopy (XPS), Infrared and Raman spectroscopes, X-ray diffract (XRD) etc. measurements. Since graphite has a 

conductor nature whilst boron nitride (BN) is an insulator, such a new material BXC}NZ could be expected to have 

interesting adjustable electrical and electronic properties between a conductor and a insulator, depending on the 

compositional ratio: x:y:z. 

Recent theoretical calculations8 have predicted that the hardest materials must be inorganic compound consisting of 

boron, carbon and nitrogen, such as diamond, cubic boron nitride (c-BN), boron carbide (B4C), covalent carbon nitride 

which was recently predicted to be harder than diamond9 and BJC),NZ with a proper ratio of (x,y,zf. Experimental 

synthesis and measurements have supported most of these 

' Correspondence author: Email: eleluvf@nus.edu.sg: Teleplone: +65 874 2118; Fax: +65 779 1103 
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Fig.l. The similarity between hexagonal BN and graphite. 

theoretical calculations and predictions, such as the syntheses of diamond, c-BN, B4C and carbon nitride10. The research 

work of B-C-N materials is at its beginning. The synthesis and detailed analyses of B,Cj,Nz have not been carried out, 

although a few experimental results have been published ' . 

In our experiment, we intend to synthesize B-C-N ternary thin film by pulsed laser deposition (PLD) using boron 

carbide (B4C) target. The incorporation of nitrogen into the deposited thin films will be characterized by Raman and 

FTIR spectroscopes, XPS, ellipsometry and scanning tunneling microscopy (STM) measurements. The deposition will 

be carried out in nitrogen atmosphere or with the assistance of nitrogen ion beam bombardment. The analysis results 

can be used to make comparison between these two deposition configurations. 

2. EXPERIMETS 

Boron-Carbon-nitrogen thin films were deposited in a pulsed laser deposition (PLD) system with a background vacuum 

of lxlO"6 Torr. The experimental set-up is schematically shown in Fig.2. A KrF excimer laser with wavelength of 248 

nm and pulse duration of 23 ns was used as light source to ablate B4C target. The distance between the target and the 

substrate was 4 cm. The target was rotated by an external motor to provide each pulse with a fresh surface. The target 

was a piece of B4C with a purity of 99.5 %. The repetition rate of the KrF excimer laser was 10 Hz. The fluence of the 

laser ranged from 0.6 to 2.5 Jem"2. A 1-cm Kaufman-type ion source was mounted on the system which can produce a 

nitrogen ion beam bombarding on the substrate to assist the deposition process and to incorporate nitrogen into the 

deposited thin films. The ion flux was 1 mA/cm2. The ion beam energy can be selected between 50 and 1000 eV. The 

working pressure for the ion beam was lxlO"4 Torr. The deposition rate was in the range of 10 ~ 20 nm/min. The 

thickness of deposited thin film was in the range of 200 ~ 400 nm. The substrate temperature was automatically 

controlled by a digital controller and can be set at deposition temperature up to 900 °C. Before deposition, the silicon 

wafers were cleaned by acetone in an ultrasonic bath. 
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Fig.2. Experimental set-up. 

X-ray photoelectron spectroscopes (XPS) were carried out to characterize the electronic and compositional properties of 

the deposited thin films. XPS measurements were done by using a Mg K« 1253.6 eV X-ray source. Raman spectroscopy 

measurements were done on a Renishaw Raman Scope. The optical properties of the deposited thin films, the refractive 

index n, extinction coefficient k and the optical band gap E„,„ were studied by a JOBIN YVON-SOFIE spectroscopic 

phase modul and ellipsometer. Scanning Tunneling Microscopy (STM) measurement was performed on an Autoprobe 

CP Atomic Force Microscopy (AFM) system by Park Scientific Instruments, Co. 

3. RESULTS AND DISCUSSIONS 

Deposited B-C-N thin films were set for surface profile measurements. Fig. 3 illustrates the surface profile of a 

deposited B-C-N thin film by STM measurement. The surface morphology is very smooth in general. The surface 

roughness is about 0.4 nm in the range of lxl urn sampling area. 

Figure 4 shows the XPS survey spectra of a B-C-N thin film deposited by laser ablation of a B4C target under the 

bombardment of a 100 eV nitrogen ion beam. According to the XPS analyses based on the signal intensities and 

sensitivities, the evaluated compositions is B0.63C0.22N0.15- It can be seen that the nitrogen ion beam can effectively 

incorporate nitrogen species into the deposited thin film. 
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Fig.3. STM surface profile of deposited B-C-N thin film. 
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Fig.4. XPS survey of deposited B-C-N thin film. 
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The results of XPS B Is, C Is and N Is spectra of the deposited thin films are shown in Figs. 5 (a), (b) and (c) 

respectively. The Bis peak can be deconvoluted into three Gaussian lines at (I) 186.0, (II) 187.0 and (111)189.0 eV. The 

line (I) can be assigned to boron carbide bonds, while line (II) can be assigned to B-B bonds. The B-N bond line (III) 

implys that nitrogen ion beam bombardment causes breaking of B-C bonds and formation of B-N bonds'2. 
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Fig.5. XPS (a) B Is, (b)C 
Is and (c) N Is spectra of a 
B-C-N thin film deposited 
by laser ablation under 100 
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bombardment. 

404        400        396        392 
Binding Energy (eV) 

In Fig.5(b), the C Is peak can be deconvoluted into three Gaussian lines at (I) 282.6, (II) 284.9 and (III) 286.8 eV. The 

line (II) is corresponding to boron carbide while line (III) is related to carbon nitride binding10. The line (I) could be 

amorphous carbon and carbide structures, possibly resulted from ion beam bombardment. 

In Fig.5(c), the N Is peak can be deconvoluted into four Gaussian lines at (I) 397.8, (II) 399.4, (III) 400.0 and (IV) 

401.7 eV. The lines (I) and (II) can be assigned to carbon nitride bonds10 and N-N binding structures respectively. The 

line (III) and (IV) probably reflect B-N binding structures. 

The optical properties of the deposited thin films were measured by an ellipsometer. Figure 6(a) illustrates the (a) 

refractive index n and (b) extinction coefficient k of a B-C-N thin films deposited by PLD with 100 eV N+ 

bombardment. The refractive index n of the deposited B-C-N thin film is about 1.5 in the photon energy range of 1.5 ~ 

4.0 eV, while the extinction coefficient k decreases with the photon energy slightly. 
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Fig.6(a). Refractive index n and extinction coefficient k of deposited b-C-N thin film 

Theoretically, regarding the optical properties, the absorption coefficient a of an amorphous-semiconductor thin film 

should depend on the photon energy E as12: 

a(E)-(E-E„p/)
2/E (1) 

where En/„ is defined as the optical band gap of the amorphous-semiconductor. In our experiment, the relation in Eq. (1) 

of the deposited thin films was studied in order to obtain the value of E„;„ from the extrapolated zero point. Figure 6(b) 

illustrates the ellipsometry results for two different samples: a B0.53C02sN0.19 thin film deposited by laser ablation of 

B4C under the bombardment of a 50 eV nitrogen ion beam and a B0.63C0.22N0.1s thin film deposited by laser ablation of 

B4C under the bombardment of a 100 eV nitrogen ion beam. It can be seen that the B-C-N thin films follow the relation 

of Eq. (1) quite well, implying an amorphous-semiconductor nature. The optical band gaps EB/„ are 0.48 and 0.31 eV for 

B0.53C0.28N0.19 and B0.63C0.22N0.15 thin films respectively. A high energy of nitrogen ion beam gives rise to a low E„p„ 

possibly caused by the high level disorder in the thin films after high energy ion bombardment. 
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Fig.6(b). The (Era)"2 ~ E relations for B-C- 
N thin films deposited by laser ablation of a 
B4C target under the bombardment of a 50 
or 100 eV nitrogen ion beam. 
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Different deposition conditions were selected in order to study the influence of nitrogen ion beam bombardment. Two 

samples were deposited differently. The first was deposited by laser ablation of B4C target in nitrogen atmosphere with 

pressure of 100 mTorr. The other was deposited by laser ablation of B4C target under 100 eV nitrogen ion beam 

bombardment. Fig.7 gives the Raman spectroscopes of these two samples. The effect of ion beam bombardment is quite 

obvious. The spectrum of the bombarded sample has a broad peak between 1100 and 1600 cm'1 and a sharp peak at 975 

cm"1. The broad peak should be resulted from the amorphous carbon or carbide materials in the deposited thin film. The 

100 eV N* can effectively break B-C bonds and lead to the formation of C-C bonds. The peak at 975 cm-1 should be 

related to B-C-N binding structures, most probably reflects a kind of B-C-N crystalline compound. 

The former Raman-measured and described samples are set for FTIR analyses, as shown in Fig. 8. The spectrum of the 

sample deposited without ion beam bombardment presents a plain feature while that deposited under N+ co-processing 

has some peaks as marked in the spectrum. These peaks can be assigned to B-N and C-N stretching13, resulted from the 

incorporation of nitrogen species into the deposited thin films and chemical combination between C-N and B-N. Among 

the FTIR peaks, C-N stretching is most obvious, implying a high content formation of C-N bonds in the thin films. 
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Fig.8. FTIR spectra of B-C-N thin films 
deposited in nitrogen atmosphere or under 
nitrogen ion beam bombardment 
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Fig.9. STM tunneling spectra of B-C-N thin films deposited in nitrogen atmosphere. 

The electrical properties of the deposited were characterized by STM tunneling spectroscopy. Fig. 9 shows the spectra 

of a sample deposited in 100 mTorr nitrogen atmosphere. The tunneling spectrum of the sample deposited in nitrogen 

atmosphere exhibits a perfect relation between tunneling current / (in nA) and bias voltage V, fitting well with the 

theoretical exponential relation14: 

Ioce' 

Here: 

K
2
 = (2n)22m(Ew-V/2)/h2 

where m is the electron mass, h is Planck's constant, Ew is the work function which is the difference between the 

vacuum level and the Fermi level of the material, d is the distance between STM tip and sample surface (barrier width). 

The work function calculated from the spectrum of the sample deposited in nitrogen atmosphere is in the range of 3 ~ 6 

V. 

4. CONCLUSIONS 

BXC,.NZ thin films were deposited by KrF excimer laser ablation of B4C target in nitrogen atmosphere or under nitrogen 

ion-beam bombardment. The boron, carbon and nitrogen species have been chemically bound together instead of simple 

mixture. The optical band gap of the deposited thin film is less than 1 eV. Nitrogen ion beam bombardment can break 

B-C bonds and lead to the formation of B-N, C-N, C-C and B-C-N amorphous or crystalline structures. The deposited 

thin films have work functions in the order of 10 V. 
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