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Final Report

Fourth SIAM Conference on Optimization
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Chicago

The Fourth SIAM Optimization conference gave further evidence of the continuing

growth and interest in optimization.. As evidence of this observation we note that there

were 262 papers presented at the 1989 conference, but 301 papers at this conference.
The conference themes, invited speakers, and minisymposia of the conference were cho-

sen around three main areas:

e Large scale optimization problem

* Optimization applications

* Optimization problems in control

This was done because the organizers felt that optimization research will lead to significant

advances in scientific computing by addressing important applications problems. Of special

interest were the following minisymposia on optimization p)roblems in applications:'

o Global and local optimization methods for molecular chemistry problems

* Optimal design of engineering systems

@ Optimization problems in chemical engineering

* Problems "off-the-shelf" Newton methods won't solve

9 Protein Folding - A challenging optimization problem

Interaction between optimization researchers and application scientists was fostered by or-
ganizing sessions along optimization areas. As a result, attendance at sessions was increased.
Th( nain complaint was that there were too many interesting talks; never that there were
no interesting talks at a given time.

We also tried to attract application scientists to the conference by arranging for a pre-
conference tutorial centered on optimization software. The tutorial was quite successful
with 93 attendees. Attendees of the tutorial praised, in particular, the presentations, and
the sof',Lýare guide that was part of the program. A copy of the software guide is enclosed.

We also tried to increase interaction between attendees by scheduling the social ses-
sions together with the poster sessions. This resulted in well attended poster sessions. and
considerable discussion between the attendees. "

Complaints centered around the large number of presentations. In order to accom- -.4
modate the large number of presentations, and keep the number of parallel sessions to a
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reasonable number (6), many of the talks were shifted to poster sessions. This decision
was not entirely popular. Possible methods for dealing with this problem are scheduling a
four day conference, and being more selective in the acceptance of papers. Each of these

I solutions has obvious drawbacks. A more imaginative use 6f poster sessions may be a better
solution. At this conference we tried to increse the status of poster sessions by Awarding
a prize for best poster. This had some success.

The general feeling was that the conference was highly successful, and that there was
a definite need for SIAM Conferences on Optimization. The technical program, the SIAM
staff, and the choice of city and site. were singled out as noteworthy by the attendees. The
enclosed program contains additional details of the meeting. In particular, the program
overview is on page 3.

Jorge Mor4 (co-chair)

Argonne National Laboratory

Jorge Nocedal (co-chair) -
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Tutori.... ....................2 TutorWa ofi Numerical Optimization and Software
Get-Togethers ................. -3 i may, 10, 1992-i
Program Overview ...............3

rogrm-a~a-lanc .45 ,Hyatt Regency Hotel
C~ce gmm.....6.18Chicago, Illinois

Registration Iuiformtation ............ 18
Abstracts: Tutorial Description and Objectives Information willbeprovidedahout heaiailabili~y

The use of optimiization in industial applications of safwarc for d~fferent classes of optimization
Minismposi, andand in other ara of applied mfAthemnatics could problems. This will be of immediate benefit to theContributed Presentations .... AI-A48 be gral wdened a enane if potential applications Community.

Author Index................. A49-A57 i users were made aware of the capabilities of
Upcoming Conferences .. Back Cover existing algorithms and the availability of soft-

ware which implements these algorithms. In this
course. the lecturers aim to provide information PROGRAM

- - U I ~~~~~~~about algorithms and software to enable workers _______________

* *- in academia and industiyto makecuse of modem 9:00 AM Nonlinear Equations andOraiigC m itenumerical optimization techniques. Nlna es qae
'MTe course will cover four main problemJogi.Mran

areas. These are nonlinearequationsandnonlinear Stephen J. Wright
Jore M re(Cochar)least squares, unconstrained optimization. cn

Matemaic an Cmpuerstrained optimization. and global optimization. 10:30 AM Coffee

Scinc DiisonWho Should Attend? 11:00 AM Unconstrained Optimization
Argonne National Laboratory : Academics. industrialists. and government re- Jorge J. Mott and

searchers in science, engineering and econom- Stephen J. Wright
Jorge Nocedal (Co-chair) ics. who have found that optimization problems

DeprtentofEletrcalEniner- arise in their work. Employees of companiecý 12:30 PM Lunch
- who create and distribute numerical software,ing and Computer Science and wish to learn more about the state of the 2:00 PM Linear Programming

~1Northwestern Universit- sotae akt Stephen J. Wright

Jane K. Cullum Recommended Background 3-00 PM Coffee

IBM Thomas L. Watson A basic knowledge of comnputationtal littearalge.
Researc Cetr(Gaussian elimination. Cholesky decornposi- 3:30 PM Nonlinear ProgrammingRsacCetrtion. OR decomposition. eigenvalues and cigen- Jorge J. More and

vectors of t~ymmetric matrices), and calculus forStpe1.Wgh
Donald Goldfarb functions of several variables (Derivatives.

Department of Operations Research Taylor's theorem. and Lagrange's theorem for 4:30 PM Global Optimizatison
and Industrial Engineering minimization problems with constraints).Joe .Mr

Columbia University Letr ~5:00 PM Discussion

Jorge J. More and StephenSJ. Wright. MCS Divi- 5:330 PM Adjourn
sion. Argonne National Laboratory.4

Fundig~geciesJorgeJ1 More played a lead role in the develop-
enent of MINPACK. a collection of high-quality
optimniziation subroutines distributed worldwide. The tutorial will take place in Regency C.

SIAM would like to thank both ihe Air Forc ; ei' urnl okn o nepne eso coffee in Regency Foyer and luncheon
of this collection, with a focus on large-scale I(tutorial only) in Regency D rooms of theOffice of Scientific Research and the optimization. Ihtl

= Departmrent offEnergy forfteirpartial support
in conducting this conferenice. Stephaen J. Wright is known for his contribu- A

tonstooptamtzationariprallelnuniricameth-a
:ods. His recent work has been on algorithms for

cntandand nonsenooth 6plim zabion. and on
I parallel mnethods for ordinary differential equa-
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OPTIMIZATION

Following are subject clatsifications for the Large-Sale 0 Optimization Problemsa in
sessions. The codes in parentheses designate Algorithms for Solving Lirge Nonlineair Appiain
session type and nubr h eso ye r:optimizaion Problems (1P7. page15

Ivtd1pMinisymposiumn (US), Contributed Bound Constrained Problem I GlobleadLcual OptemizatiyPoblMethos fo
(CP),and Poster (F). (CP3. page 7) (MS21. page 16)

Advnce Enirnmets orBound Constrained Problems!! (CP22,' Optimal Design 6f Engineering Systems
Adane EniomnsfrPage 16) (MSl 1, page 10)

Optimiization Software D5evelopment of Cojdes for Large-Scale LP, optimization Problems in Chemical
Advanced Environments for Optimization QP and NLP (I]PI. page 6) Engineering (MS3, page 6)

Software (MS 10, page 10) Large-Scale Nonlinear Optimtizationi Problems 'Off-the-Shelf" Ne Anon Methods
ADIFOR-Automatic Differentiation in (MS 19, page 15) Won't Solve (MS 5. page 7)

Fortran and Applications to Large-Scale Constrained Optimization I Protein Folding-A Challenging
optimization (MS 17. page 13) (CPI. page 6) optimization Problem (MS13, page 12)

Cheap Gradients and Beyond: The Large-Scale Constrained Optimization It
Promise of Automatic Differentiationin (CPI 1, page 11) Parameter Estimation and Data~
Optimization (EP6, page 11) Parallel Algorithms in Optimization Fitting Problems

for ptiizaion(MS 18, Page 15) 1 Data Fitting Problems I (CP2. page 7;
Algorithmns fo piiainRobust Optimization: Models and Solution P2, Page 14)

-AProblems in Control Strtge MS ae8 Data Fitting Problems II (CP12. page 11)
Control Problems I (CP7, page 9; Pl. Quadratic Programming (CPl3, page 11) Data Fitting Problems Ill (CP2I. page 15)

page 9) Sparse Matrix Problems (CP6, page 8) Minimax Problems (CP25, page 17)
Control Problems!! (CP28. Page 18) NnierLatSurs(P ,pg 3

Convex Optimizatio Problems Arising in Network Optimization MethodsNolnaLesSqas(CIpg13
Controller Design (1P4. page 10) Large-Scale Network Optimization: An

optimal Control of Flexible Systems Assessment (2%9 page 16)
(MS25. page 17) Network Flow Algorithm (MSl2, page 11)

Optimization in Control and Differential Network Optimization: Five Decades of
Equations (MS15, page 12) Applications (1P3, page 7)

Scheduling of Manufacturing Systems Network Optimization I (CP4, page 8;
RSP, page 10) PI, page 9)

Stochastic Problems (P1. page 9) Network Optimization H (CP24, page 16)

GlblOYmzto Optimization' Algorithms _ _ _ _ _ __ _ _ _ _

Computational Global Optimization and Software
(MS16, page 13) Advances in Operator/Matrix Splitting Get-Togethers

Genetic Algorithms in Function Methods (CPl4, page 12)
Optimization (MS23, page 17) Advances in Proximal Point Methods

Global Optimization (CPS. page 9: (MS6, page 7) SA ecmn eeto
Cobiaora SIimzaMo WcMSo?, pagep 6;

P2, page 14) C biaoilOtmzto(M2,pg6:7-00 PM - 900D PM
Simulated Annealing (CP5, page 8) CP23, page 16; PI, page 10) Sunday. May 10, 1992

Intrir oin MthdsConstrained Nonlinear Optimization Regec D
IneirPitMtos(MS4, Page 7) C,:sh Bar and assorted mini hors doeuvres.

Finite Termination and Basis Recovery Constrained Optimriization I (CP9. page 9,
Using Interior Point Methods for LP P1. page 9; P2, page 14) Poster Session!
(MS22.. page 16) Constrained Optimization II (CPI4, 6:00 PM.- 7:30 PM

Interior Methods for Large-Scale Nonlinear page 12; P1, page 9. P2, page 14) Monday, May It. 19924
Optimization Problems (11%, page 6) Co~tstained optimization mI (CP29. Regency Ballroom

Linear programming: Analysis and Theocy, I page 18; P1, page 9; P2, page 14) Come and join yourmclleagues in fteexchange

(CPI7, page 13; P1, page 9) Convex Programming (CP16, page 12; of ideas with the preseuntr and other wbo

Linear Programming: Analysis and P1, page 9; P2, page 14) have interest in their work During the sesion.

Thery! (F27 pae 7) iner omplienazty (CP19, page 13) complimentary beer. assorted sodas, chips and

Linear Prognimming:- Computational Otmization Problems Involvingdiswlheaalb.
Issues I (CPIO. page 11) Posterlue Seso Par a M9 ae8

Linear Programmig Optaalimization Problems Inv61-ving6:0P-730M

K ~Issues Ul (CP2O, page 15) Bievle at2(54 ae1)Tuesday. May 12, 1992

V ~Recent Clomtiptationtut Advances in Intrior iiiaO 'Regency Ballroom
Methods ((MSI, page 6) (CP26. page 17) Once again you ame invited to join your col-

Recet D apaentsin nteror O~ntznrztia Alg~ttlinS~ lagues in the exchange of idea generated by

~ pap r di p resentat1O Tere will be acash

*(I1PS, page 15) Unconstrained Optimization (P2. page 13) bar during the session. Chips and dips will be

I i ~ ~ ThecintTb tnucal Advances; in Interimrcnplmny
point M~ethods (MS7. page 8)

Dunesal~eeftl
SIAM Activity Gopon Optimization

Tuesday, May M2 1992
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Saturday, May 9 Sunday, May 10 "IMonday, May 11

6:00 PM4OOPM 5:800AM-4.00PM 7i00 Registration for Conference opens
Registration for Tutorial opents Registration for Tutorial opens Regency Ballroom Foyer

Regency Ballroom Fo* ~ Regency Ballroom FoyerOpigReas
9:00 AM-536 FM Jorge Mort

Reeency Al
9:0 II Development of Codes for Large-Scale LP. QP and NLP

* j630 PM-9:00 FM Roger Fletcher
Riegistration for Conference opens Regency A/B

RegncyBalroo Four 9:15 VP2 interior Methods for Large-Scale Nonlinear
7:00 PM-900t PM Optimization Problems

Welcoming Reception Margaret H. Wright
Regency D Regency A/B

10:00 Coffee and Exhibits Regency D

10:30-fiiS0 Concurrent Sessions (Minisymposla and Contributed)
'MS1 Recent Computational Advances in Interior Point Methods

Organizer: Sanjay Mehrotra
Regency N/B

MS2 Combinatorial Optimization
Organizer: Francisco Barahona
Water Tower Room

P453 Optimization Problems in Chemical Engineering
Organizer. L ren .BeglerI Toronto Room

C Large-Scale Constrained Optimization I
C1 Belmont Room

CP2 Data itfngProlemusI

j CP3 Bound Constrained Problems I
Acapulco Room

12:00 Lunch
1:30 1P3 Network Optimization: FIve Decades of Applications

ThmasL Magnant
Regency A/B

2:30 Concurrent Sessions (Minisymposia and Contributed)
P454 Constrained Nonlinear Optimization

O-oanizer. Richard H. Byrd

MASS Problems "Off-the-Shell" Newton Methods Won't Solve
Organizer: Virg~nia Torc-zon

-~ I.BelmntcRoo
MU6 Advances in Proximal Point Methods

I Organizers: James V. Burke and Paul Tseng
Water Tower Room

CP4 Network Optimization I

CPS Simulated Annealing
Acapulco Room

C6 Spars Matrix Problemsj Gold Coast Room

3:9) Coffee and Exhibits Regency D
4:20 concurrent Sessions (Mlalsymposia and contributed

PAS7 Recent Theoretical Advances in Interior Point Methods
I Organizer: Kurr Af. Anstreicher

1. Belmont Room
M8 Robust piiao:MdlanSouinSrtge

= I Org6anizer: John MI. Muivy hf

Mý9 Optmiatin robemInvovng Egenvatues -Pakl I 6

L IOrganizer: MichaelL. Owvrfan
Neiý Odeans Room

CIO! Contrl n- I'-

Acapulco Room

111 I CPS GlobalOllIntO
4 ~Gold Coast Room

CPO conmuiaeioptimization
Water Towwr Room

I ~RegencyA/

StFI



Tuesday, May 12WensaMy1
17:30 Registrati~on Opens 7:M Registration opens

I Regency Ballroot Foyer Regency Ballroom Foyer
8:30 IP4 Convex Optimization Problems Arising in Controller Design 8:30 1P7 Alorthms for Solving Large Nonlinear Optimization

Stpe Boyoblems
Steghenc ABoy Wiholas I.M. Gould

RegencyA/BRegency A/B 6

:5 P. R. Kumar Ssms9:15 iNS Recent Developmenats in Interior Point Methods for
Regency A/BLiePrgamn

lO:O0 Coffee and Exhibits Regency DMchl .Td
10:.30 Con~ra"T Session Mlnisymposia and ontribted) RencA/-

MSIO Advanced Environmentts for Optimization Software I 0.40 Coffee and Exhibits Regency D
Organizer: Robe t Fourer 10:30 Conecurrent Sessions (Mlnisymposia and Contributed)
Water Tower Room j MSIS Pifallel Algorithms in Optimization

MSti optimaliiesign taiernsystems Organizer. Stephen J, Wright
ofF ineelogRegency AlB

Organizer: OmarNA Ghana:
IRegency A/B MSI§ Large-Scale Nonlinear Otmzto

CPIO Linea Programming Computational Issues I Organizer:.Philip E. Gill
I BemontRoomToronto Room

C~u Lare-SileContranedOptmiztio J~MS20 Compleiplty Issues in Numerical Optimization
Toront RoomOiganizer. Stephen A. Vavasis
Toront RoomAcapulco Room

C02 Data Fitting Probles I
CPU God oas RomCP0 Linear Programming: Computitional Issues 11I Belmont RoomAI CP13 Quadati Programmingf

i ~WaterTower Room
j 11:00 Lunh I CM2 Bound Constrained Problems Hi

I1:30 IN6 Cheap Gradients and Beyond: T-he Promise of Automatic Gold Coast RoomI ~ ~D~ferentstion In Optimization
Andrea: Grie~vmk
Regency AMB 1:30 IP9 Large-Scale Network Optimization: An Assessment

I2:30 Corent Sesuios Minisymposia and Contributed) IMichael D. GrigoriadisjMSt2 Network Flow Algorithm Regency A/B
Jam~esB. Orin 2:30 Concurrent Sessions (Minisymposla and Contributed)
Belmont Room . MS21 Global and Local Optimizationt Methods for Molecular

Organizers: David M. Gay and Margaret H. Wright Brnelt. Rabr .Shae
~i4 rnten~ol~n~.~baengi~p~mmtio~ro~ Celmisty PRoblms
MS14 Advnce inOpeato/Marix plitin Mehod MS2 FdteTenmination and Basis Recovery Using Interior-Point

Organizers: Paid Tseng and James V. BurkeIfoLPElBb

Regency A/BCP14 AContapulco Room IIobntalOtmzto
Acaplonsre Roptmization1oflOtiiato

CPIS MimtOO jWater Tower Room
IWater Tower Room I CP24 Network Optimization II

CPS Minimax Problems
CR6 uuing AcaToroco Room

Coffe ad Ehibis Rgeny DCP26 optimization Problems over Matrices
4: ocretSsin (Mbilymposi an otintd Gold Coast Room

MSlS Optimizationt in Control and Diffierential EquationsW.0 Cfe n ziut eec
Organizer: Card T. KelleyI

Bemuttont l GRooam pim to 41211 Concurret Sessioas (Mialsyinposia and Contributed)
MS23 Genetic Algorithms in Fumetion Optimization

Orgnier ~ JB. Pa ranzr:Dvi vn

New Oreaniltbom- Acapulco Room
M517 ADIOR-uituuate Dffeentatio InporranneiM524 Optimization Problems Involving Eigeuwaims - Pait 2 of 2

Orgidzes: hiisianBisaof nd eore ~Orgardzer: MichaelL. Overton
A~ipeit~nso~pUlzmlanBelmont Room

A~cap"ico oom MS5 Opftial Control ofFkeslbleSystems-
CP17 inea Proritaf AwdOrganizer. MA.R Nowri-Moghadamj ~ ~ ~ ~ ~ ~~" CLuPupnmgaayland Theory II Torono RoomWaer Tower Room

I P1 Nwsa o SursCP7 Lna Programmng: Analysis and Theory HI ~WalerToWerRoom -

Cold Coust Room - -TrnoRo

I~ ~ ~IMAh Grbip es pthiuialjon ofree~iaj Belmont Roam
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j MAY11

7:,00/Regency Ballroom Foyer I03-1: jMS.lToronto Room
Registratimopn s Cocuffent Sessions uptimizaW-nRruuteis In Chnemical

(Ul1nisynipbsla and~ontributed) - fliein
Chemical eangineering applications have long been

8:15/Regency AM a arich sourcof complex and 6hallenging optimiza-t
Opening fOItICS MS]IRe-gency AIB dion problenis. Applications include the analysisof

Jog oArgonne National La~aoy RC* 6 u fm Adandi In lininror tabodmui)' and plant d~ta, design of chemical Pro-
Polffl ethodscesses, promes control anfd op~aiofin, and planning

&3ll~egecy IR wll j~rt and scheduling tasks.' The engineering models
IPlI~qhir: Michael J.D. Powell, Cambridge Theis ofeaer int thi minisyposiu algebrii anid diff~ere-reetdvlpments on the implementational a

Universily,-United Kinjadnm pects of interior point methods for lina and ti*equations that mayricuesvrltosn
*Development of Codes for Laig&SCAOIP nonlinear optimization problems. They will dis- vaa saninmncseivoennmot

* OPandNLPcus ne alorihms nd iner ageba ~ti~ and discontinuous relations and discrete decisions.
ge- eLPan QPprbles ris drecly ad dvelpe do- o iplmenatonal nees f tes The speakers in this minisymposium will pro-

deethopds The aloritm s amnd tehiqe nId vide an overview of process optimization problems
asuprogramm ing and Nonluionea PograMmixentge P rditrat methdsmarifatraioscesfr by industrial practitioners. Te ildsuspb

as ubpoblms n he oluionofMikd Itegr pedn~o-coreeormethods, the use of cotijg jlm fro reactor optimization, overall process
lems. In such applications it is of particular inor symmetric indefinite matrices, and crossing over to p1maonadicroatnofrcesda-
tance that the algorithms are 100% reliable, be- sip ehdfo neirsltos cs into the probleniformulation. The speakers will
cause there is no scope for user intervention. Ob-emhsztewiq eausofacaplain
taining reliablity in the presence of degeneracy, ill- Organizer- Sanjy Mebrotra and describe current methods used in their solution.
conditioning and round-off error has been a main INorthwestern University Ognzr oezT ige

Ifeature of research. Another important issue has Crei elnUiest
been the use of generalised eliminiation schemes in J[030 Interior Point Methods for L~arge Crei elnUiest

QP and NLP which allow the effective use of sparse Scale Quadratic Programming100 ACnieO rieofheca
matrix methods. in these schemes second order David Sbanno, Rutgers University and . Enginieringoptiinizaiion Applikations
information is handled thiough adefle repieset& Tam Carpenter, Princeton University
dion of the reduced Hessian matrix and global con- 10:56 Primal-Dual Symmetric Formulations Lrn .Belr raie
vergence is assured by the use of an 1-1 Hue ea' of the Predictor-Corrector Method
with second order corrections using a trust region rorQP GsPnedloia tre-e
frmwok Th pae Ill discuss various as- RI.J Vanderbei, Princeton University Reactor for the Mmnufactturing of

Polypropyline Resins
pecat of the implementation of such a scheme. I11:10 Solving Symmetric Indeftniti Systems' Michael Caracotsios; Amoco Chemical
Roger Fletcher I uslaftwr Point Methods I Company
Department of MathematicsandComputer Science Sanjay Mehrorra, organizer and Robert I1:0 Otmzto sn rcs
University of Dundee. Scotland Pomurer. Northwestern University Smltr

9:1/R1ecyAI30-J Switchinig from Interior to Vertex IHern-sha Chen and Thomas P. Kisala,
951P2/Chai McaeIB oel abig SolutionslnOSL I AspenTechnology. In.. Camnbridge. MA

Un~hir ichersityUnitedl Camngdgeb JA; Tomlin, IBM Almaden Research I ~ ~ 1~ Otmzto
iniversioy Unte Kigo Center and J.JH. Forrest, IBM Thomas t

I. Wtso Reearh CA.M. Morshedi, DOT Products, Inc.

Since 1984, substantial attention has been lavished MS2IWarer Tower Room CI I~hotRo
Large-Scale Optilmization I

with increasing focus on nonlinear problems. nt- The speaker will addressagrtmc n oye Chair: Gianni Di Pillo, Universiti di Roma
rior me hods are closely related to classical barrier Idral aspects of several combinatorial problems
techniques of the 1969s vdhich fell fromt favor IThey will dscs finding maximum weighted for:-aSpez" tl
because of their apparent inefficiencey compar-ed to Iest with degree constraints and related problem,I
approaches such as sequential quadratic progam-fl delta-wye transfonnations of planar graphs as ai 0 Ieusv opnnsI ag
ming methods. Interior methods can become a reduction techniique for combinatorial problems, a Optimiztioljr ntd Modelssult
viable solution alternative for nonlinear problems polynomniaialgorithmnforminimwrn weighted bases An rljr nd R!Cnutn
only after resolution of several generic: issues of Iof vector spaces, and the 2-connected subgraph adDvlpetAS emr
algorithmic strocture and convergence. Thei ap- problem. 10:50 Numerical Experience with
plication to large-scale pi~mlems necessarily in- I LANCELOT (Release A) in Large
volves sparse linear algebraic procedures that can IOraze:FacsoBahn -N llWPgrm ng

oercome the inherent ill itotin associated I B hmsI asnA. Conn, IBM Thomas J. Watson
with thebarriciliessiuir. The speaker will decsribe RscCetrResearch Center, N. Gould,
several promrising strategiesin for 1-O h ere osrindFrs Rutherfordl Appleton Laboratory,
large-scale nonlinear problems. United Kingdom; and Phillippe Taint,

Margret L Wia~i B~G~J~c, orthtemUnivityFacultes Universitires Notre Damede
AT&T Bell Laboratories 10:M5 Defta..Wye..Defta Redocbiolitty of110 Snglrte naeSal

Three Terminal Planar Graphs 111IiglrfesI ag-cl
10.f)Ol~egenty D'Iiw ueUivriyo aelo

1110 or Gir Unierig ty ofWtelo James&. Gs~pil; Sitrya N. Patnaik and
Laszo Betlce, NASA Lewis Research

S11:10 11-30 eih BsIb tc Center
130 The Design of a Large-Scale NLP

Ilrtvigseri. ~erriCode fo Tijetr

113~~~ Alolhiand PblytediiidResultsOtU iflthI ~ ~~~~~~K. RiAaW aljliadWYugfr~aedded~te neSubgraph A O CiibO

AbdurRais, Purdue University
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CP2IGo~d Coast Room 1 2:00-i:30 jMS5lielmont Room

Chair: C. Lemarechal, INRIA, Fac o' ov
1There are important optimization problems. from a

10:30 POSM - A Nonlinear Optimization :Odqi, A8 variety of applicationis area, fr which standard
Program Suitable for Eiilwerii IP3/Chair-. Jorge Noicedal, OftesefqiiN~n~t6dntwrShao Wei Pan aind-Yu Hen Hu, -Northwestern Unvrst f-bl'qailbw ehd ontwrof and i fact,- usually perforrm quite' badly. These

A ~~University of Wisconsin. NIIff tlm flZt :-- MIe Decades problemis arise ifi such ared as biotechnology.Appactios connoril,'ilericalehginenn d&idgphysics. All
of Sme Mthos fo ~ e~~ti t~ led atheat- the problems shake certain features. First, the fwic-

10:5 A ompaiso j volvng s asubjct hat tion evaluation routines are expensive to compute.
E~tmhr~ig~teoasaailn cs.netorko~tnhztto '~ Second, analytic expressions for the derivatives a:r9emicalKfinetics Igrounded intheoty and'irises inair:maikably wide dfiutt banadtnt~ifrnegain

Per-Ake Wedin, University of Umea, variety of pr6blem ~domiains. It &ses considerable dfiutt banadfricdfe~ieiain
Sweden and Lennart Ichallenge., for modeling, algorithmfi developmentIaenttutoty hid h neligfntoEdsbe' Insituteand efiencoipuainDrwguonlms may not even b6differentiable. Fourth, while local

Royaln of0 Tehnloy caions an xtbdok (nreson solutions are often of interest. the global solution is
Swedn I200 ppl~atins R " ) a n' usually desiked

11:10 On the EM Algorithm and a I network flows'c-ati4thored by R. ujaJ. Orli MTe speakers will p'iesent some of these prob-
Genrlizatonrthe Proximal Point I and TL. Magnlanti, the speaker wilpoie I lems and describe their eff6rts to sblv6 them. They
method overview of a Variety of fields, including computer

andcommunicationssystems,distributionanidtrans- will discuss alteinaate -optimization methods that, inAlvaro Rdlolfo de Pietro, Uniiversidade o ytrsenieigm aeetsc- certain instances, are -nore appropriate for some of
Estadual de Campinas, Brazil Portltiosytmegnrimage ntct the problems under considefation.

E.............ence, manufacturing, production and inventory I
11:30 Expermenta DataIntegationin p~nning themedical sciences, and the social sci- Oraie.Vgna ocnLarge Seale System Analysis - ,Iences and public poricy. jRice University

L. Michael Sand, Christian Brothers
University and Joii P; Butas. NiASA, IThomnas L Magnanti 12:0 CnrlSseRaianNosad
George C. Marshall space Flight Center Sloan School 6f Mapagemet and OperataiooProlem

Resarc ~I John A. Burms and Kimberly Oates,
CP3IAcapulco Room i nttt fTcnlg Virginia Polytechnic Wntitute and State
Bound Constraind ProbIlins I _ ______________University and Gunter Peichl,
Chair. Panios Pardalos, University of Florida 2,30;3.-50 nvria(i~ utiIocX11 An Algnithzin for Optintizing

=10:30 Bounded Least Squares for PET I mditbze) IPuAGlerad..elyNn
LindaKaufman, AT&TBellLaboraores ftlA -iitr n . ely ot

10:5 i l i ~nniag I ICarolina State University
3 1 w~ith Box.Constraiaed Prbehs IMM/Regency AIB l3:10 Optlimization Techinques for

Jill Mesirov mid Mike Mcl~emrik CoNnsaind. Nonlinear Oplhtimifion IMolecular Structure Determination
Thinking Machines Corporation IThe speakers ini the mintisymposiumn will discuss Michael E. Colvin. Richard S. Judson
and Sravros A. Zenios. University of Inewalgoiihmsforsolvingnonlineey constrained iand Juan Meza. Sandia National
Pennsylvania optimiztii~fon probleims Thiese optimization prob Laboratories

11:10 Massively Parallel Solution Of letns occur in applications such as engineering I .3:30 Velocity Estimation- A Diffcut
Quadati Prgras vi Sucesive design, industrial process control, data fitting and INonlinear Optimization Problem

U* oycoW or smallto-mediuni size prob-
ReaoD3en ndMr .Tr lems with exact data,-the nmethod of choice has ,William W. Symes, Rice University

Rot, Uivesit ofcome to be some version of suiccessive quadrati
programming (SQP). but for larg or noisy MSpWte owr oo

Wi~consin, Madison I ems other approaches must be developed. The Ame nPoia on ehd
11:30 OnS the Effect 6f Scalinglon Projected I speakers in the minisymposiumi will Presen in~1 Th roximal p oint m ethodco stuesoefth

exeniorofSP ad dscus soe ttaly d,~, most poWerful and versatile tools available for
Problems optimtzation an.in general, for solving monotone

Jese LBaiowPensylani Stte Orgmnizer- Richard Byrd operator equations. Applications of this method
Uniersty nd erado oradoUniversity of Coilorado give rise to numerous well known techniques for

Univrsi~ dehi asilcat, Ialyconvex and convex-concave programming, suchI2:30 A Truncated SQP Algorithm for as powerful splitting techniqudes; thus making it* *LikrleýScale Nonlinear Prnwr.mmmlng potentially well suified for Laig&sdale *ogram de-,
PZ'0111W1 composition and massively parlll coffiputation.

Paud Boggs, National Institute of Thespeksinthisminisympo iumwillpreset
Stadardls and Technologyr and Jon, W. some of their recent results with a focus on new
Toile. University of North Carolina, algorithms using the proximnal-point method and

Chape Hill new implementations. Recent Sdvances in the
2:50 A Dh-M~ Seaudt Metbod that Employs c~onvergence analysis of these algorithms, includ-

MID,. p~well, Camiuiidie University, also be discussed.

Unied ingom.-.i ues James V. Burke and Paul Tseng
3:10 Ah Ikiite aPbwi Algerithmf University of Wasingtoni

Ndai rC amýtmatr i Wd * leu
LboLoidon idandifjt-Uiierit 2:30 Newton4ilie oztmiIs 06it Methed

exs~iJui C r1fuimuner, Cen dA it &

Rkhanlird or i"Joige aieofefaad
I Noc666dWNotnhwestekn University
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3:10 Convergence Rates of Proximal Point 2:50 A New Iterative Method for S'olvlig MS~rorono Room
Osman Guler. Delft University of Arising in Optiinlkatiotint
Aehnlogorithes orCNvtexrlandslnto Rolndntre IndefiNite LAmeaystes Rbs iiain oesadSlto

Techoloy, he ethelans Rlwi W.Fevid, AM mesThis minisymposium takes up the theme that solu-
3:30 Partial Proximal Algorithmbs and Reseaich Center ani ilongytian Zha, i.i n ou ht b w i

Partial Methodsof Multipliers: The Stanford University the face of impiecise data. Tlhe motivation for this
Quadratic and Entroipy Cases 3:10 Precohdfltlded Iterative Techniques theme is thid observation that real-world empirical
Dimn ienrsekas.Massachuseus Isi~tute -forSpiirie~lear Algebra Problems data possess unavoidable degrees of noise.
offehologlT andPalTg, O rganizer Arising in ClrcuiltSimulagtion, The speakers in this minisymposium will dis-

William D; lvk~uain, Calvin J. Ribbens cuss robust models, solution strtejies using paral-
CP~f~oromo Room indi lynC T Watson, Virinia lel/distribiiiedyonuer ieneralizedsensitiv-
~e~wricPolytechnric Institte and State ity analysis. They will emphasize practical proce-Netio*Oo kifiof IUniversity afid Robert C. Melville, - dures.Chai Gordon H. Bradley, AT&T Bell LaboratoriesOraie:ohM.ule

Naval Postgrduate School3:30 Graph Coloring and the Estithatibl) Of PictnUiest
Sparie JacobWa Matrices Using Row

2:30 A Generic Auction Algorithm for the and 6luinn P~rllfiti:0 eerlMoeiniraeorgo
Minimtum Codt Network Flow Problem Trohd Steihug and A.KM. ShabadatRdsttiizin
Dumieri P Denteks Massaches Hossain, University of Bergen. Norway ~ M uvy raie
Institute of Technology and David A.JonMMuvyoraie
Castanion, Boston University 4:40 Decomposition and Robust

2:50 An Efficient Implemnentation of a 3:50/Regency D Optiluiziizion
Network Interior Point Method Coffee Bock JAn Chun and Stephen M. Robinson,
Mauricio G.C. Resende, AT&T Bell University of Wisconsin, Madison
Laboratories and Geraldo Veiga. 5:00 Robust Optimization. Masvely
University of California, Berkeley 4I 205:40 Parillel Solution Methodologies

3:10 LSNN, a OTA uruiefrConCutffont SessionI Stavros A. Zenios, University of
Sal p~saleoalnea~etork(Ulnlsymposla and Contlibuted) Pennsylvania

OptimIzatlon Problinh 5:20 Robust Optimization: Interior Point
Daniel Tuiytken, Faculte Polytechinique Solution Methodologies
de Mons, Be -'q MS7I~ehmon Room .IRobet L. Vanderbel, Princeton

3:30 A Class of Trust RegiojitAlgorithmnsfor ReWen ThSoret"~ AdVWanes In Inteinfor University

on Convex Coistialuts: Apiiemaiom to The last two year have seen considerable progress MS91New Ora Roo
th Nolna Newr Problem~ in the theoretiWa analysis of interior point methods noig gev-

Anikatncautsnvritaires for linear and nonlinear programming and pn Polr ~ t E 1d
Notre Dani deela Paix, Belgijum complementarity problems. Sorfi6 highlights of U SPfio

this work include the developtnentof long steppath Optnnizanionproblemsrnvolvingergenvaluesarise
following algorithms for linear and nonlinearpfom in a wide variety of applications. These problems

Siuae Annllna forconvergencinprimW-dual algorithmsforLCp, the eigeiwalties of a mnatrix are not smooth func-

Universit of Colorado, Boulder apply to degenerate problems, and the unification spc where multiple eigenvalues occtr Nonethe-
of global and local convergence theoy for pia- less these problems- have a rich structure and

2:30 Classification Tree Optimization by dual methods. Continuedprogress oothe theory of nonsmooth optimization techniques can be applied
Simulated Annealing interior point methods promises to beth improve very frintifully.
Richard S. Bucy, University of Southern the theoretical complexity of algouithmls and con- The speakers in this minisynmposium will dis-
California and The Aerospace tribute to the development of methods with im- cuss anumnberofdiffereiitclasses ofstichproblemns
Corlinrationi and Raiymonmd S. DlEiposu, p~roved prcia eromne which arise in diverse application areas-

The eropac CororaionOrganizer Kurt M. Afistreicheir Organizer. Michael L Overton
2:50 Ensemble Simulated Annealing fof University of Iowa C~ fMhraia

Paftwi Architechin~
Peter Salamon, Lmqinj Wang, Andrew 4:20 Toward Pobabilistic Ana ofcicNwYr Uiest
Klinger and Yaghout Nourani, Sail Interioe-Point Algorithms for Linear 0 Selelie~ormiug ult
Diego State University -rgmigPr f2Teri vdepiiainn

3:10 The Deuaon Algorie Yy Ye, University of IowadA~I&A
Tho ianrni ndPee Slmo, 4:0 An Artificial Self-Dual Linear, Farid Alizadeh. University of Minnesota

San Diego State University PrV. 4:40 Measures for Synnmetric Rank-one
3:30 Deamfmofng with Simulated Masakmz Kojima, Tokyo Institute ofUpas

Annealing Tndmqlwj; Japant Nimiiodi Migwddn, Henry Wolkowicz, University of
MicheliacD. Collins and W.A. Kupenrman. IBM Alimaden ltesearli Centei Shtnjo wtroCnd
Naval Research Laboratory, ML-Am6,4he Institute of Statistidal ~S e ~ h

Ybshtse.'-University of Tsukuba. Japan
CP6IGo1d Coast Root"W O heCA U e~b~~tU University

Aeuucl S:20l.ua Interior fo Ugaau n Singular

ai indai Kauffvma.,,__
AT&T Bell Liborlýie Hug& woerdenan, College of Wirdliant

23M A SpwselPdaft-nA pj hlo.& rob- - N.irg~

*OlLS00" i Palo oR6defanet Brai

I~~~m Km-spk A MITs~sn
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Mo iiayvAft aernoonconctdyse

CP71Acapulco Room 6:00/Regency.41'
Contol Problms I Poste Sesswon I
Chair: William Hager, University of Florida (During the session. complimentary beer, asre piiainoltrciu na

4:20 Advantages of Differential sodasachip
Programmning Over Stage-wise LINEAR PROGRAMMINGMlwue
Newton's Method for Optimal - Hiearcica C66tree In tohati
Contr'ol Problemi - anfctrngSstrswthCnvxCot
Christine A. Shoemaktr and -Zh Mo/han Sod/il and John Miniii. Univesity of I S ~hQ hn.adXY /o.Uiest
Liao, Cornell University California, Los Angeles of oToruinto, Canada

4:40 ~ ~ ~ ~ ~ A Applation ofi Stutae Seat ~Class of Continuous Methods of Solution of Boundary Value
Approaches in Hilbert Space unear i'roiraii Pt ublem of Optimal Theory

J. HschnsUnierstitTrir, enntty Maco~ifi Craig Pullan, Judge Institute of Alexander A. bolonkin; Courant Institute of
S:0 Solution of a Nonlinear Boundary Managemefit Studies, Cambridge, United M.mda cecs e okUiest

Conro Prblm b Rducd QPKingdom On Certain Optimization Problems in Banach
F.-S. Kupfer and E.W. Sachs, New i, "ting fr Pogrss i Liearand Spaces with Nonsmnooth Equality Cous!.SintsUniversitlit Trier, Germany Nonieaw Di'r-ogframmrngrsinLeaad

Nonl-he, '.1roramingUrszula Ledzewicz-Kowalewska. Southern
5:20 A New Hbmotopy Method for- Solving Victor Pan, Lehman College. City University Illinois University. Edwardsville and

the IV Optimal Model Reduction oNeYrkBIIXStanislaw Walczak. University of Lodz.
Problem Pln
Yuslien Ge and Layne T. Watson, Perturbationi Analysis of]Hotflman's Bound for
Virginia Polytechnic Institute and State LintieaSystes _____________

Universi1yand Emmanuel G. Collins, Zhii-;4 tb Mýse nvest.Cnd STOCHASTIC PROBLEMS
Jr., Harris Corporation, Melbourne. F-L j and Paul Tscng. University 6f Washington, CmaaieSuyo tcatcApoia

CP8/old oastRoomI jtiomi Algor~tihis in the Multivariate kiefer-ý
8Global Cos Rm Stablity of the Optimal Solution of a Linear Wofwi .t.ing

GkalOthfafnprioram, to Sfinutano Perturbations of All I Daniel C. Chin, Johns Hopkins University
Chair: Regina Hunter Mladineo, Rider College Datar Rh.haltUiestCcolvkIa

a4:20 An Application ofSemlinflllte Interiial Methodifor Degenerate Uineitr NVRKPMZTO
Programs jComparison of Approximate and Exact

ApprDlnti~~rblefiM Frank Plab, University of Edilwgla. ISolution Methods for Network Location
Miroslav D. Asic, Ohio State University .Problems

and Vera V. Kovacvic-Vuicic, Ipiia fLriStutrlSsesb Geraldo R. Mateus, Universidade Federal de
University of Belg~rade, Yugoslavia Mia Gperazits, Mexico andcJean-MSystems by I

4:40 New Method of a Global Optimization UnD aa~ra' Mt~ inaversity MexiOttaaCnad Jan-ihTi
Alexaner A.~olonin, CurantS. Hlernandez, J. Mata, and J. Doria, Unvriyo OtwCnd

Institute of Mathematical Sciences, New University ol Zaragoza, Spain festvtifteTieBud o ewr
Flow Path Searches when Critical Nodes are

York Universit- A Modified Termination Rule for IAltered
5:00 Efficlint Hybrid Tedhinlues for Karmairkar's AlgorithmI AdewW rrlU.AmWaray

Solving Some Global Optimization J.N. Sing/i. College of Business Management. Ex~perimet Station
ProbemsIndia and D. Singhi, Indian Institute of

LuisN. Vicedze and Joaquifn J. Judice, Technology, India. An implemefitation of a Parallel Interior Point
Univrsiade e Cmihm Potuga A~tion ~ o IMethod for Multicommondity Flow Problems

9 ~~~5:20 Potential Transformation Methods Midical Diags3i uny i ie nvriyadIvnJ
for Giobal Optimization Xu SfIu Rong, Zhdngshan University, China j urg rnetnUiest
Jack W. Rogers, Jr. and Robert A. IA Genera Oversblpmetut Solution to

Donnely, AburnUnivesity ct~e Interior Point Methods with jTransportation Problem of Three Dimensions
O~slrtn)L Stp Cmplxit N..oih N. Mikhail, Liberty University

Donald Goldfarb, Colun ibia University and
CPP Water Tower Room Dong Shaw, Rider C6llege AnAlgofithmforSolvingtheCostOPtimlatlio

Constrined Otimizaion I ______ ______ _____ Probleml in Precedence !brmNe~r
ChirPal ogNatiofia Institute of CONSTRAINEDOPTIMIZATION Mikapost Hajuenicalr nvestyo

Staimdatidi ind TechnologyBuaetHnar
Barrier Methods for Large-Scale Nonlinear I!Redistribution Transport Means the T~raffi in

4:20 A Global ConvirgeneeTheory for a Programin~g j the Area of Subway is Shut.
Trut egln~gotbii orStephen Nash and Anela Sofer, George i Aleksander'Misienco, Plekanov Academby
ContrinedptiuialonMason iniversity of National Economy, Russia

J. E. Dennis, Ji. and Marla Cristina . from Nisy ProjctionseAProductioner au d Vehicle
Maciil, RUice ft *vage Reontuctionse jt ehd RuigPrbesWt edie

-4:40 An ImpcIdt1rus1Rq06kiAWIgohmi Alfredo Noel usen I nnsiuod aodemai a t M 'oý'.on5t P .k n
forContrine Ojtldza~ou-Pura e Aphelc Brazil A. M. Watts, Universty of Queesland

Frdi~nnn ~ F envv ,* Numerical Ex erinewith theMoified j Austraflia
BafrlefFuactions Method for Linear-

Functiok oleitiyosrlt David Jensen Ro~man Polyi& and Rina R.
AnthooyL KewislyRcrdes In Scbneur;lBMThomnasJ WtsonResearch

52 Another Loka ireatin FindngCet

itmo 1idnd Vigiiaolyecni Institute I.
9
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COMBINATORIAL OPTIMIZATION 7:301Ballroo-Foe 10.30-11:50

APrimal-Dual Interior Point Method with Rgsrto pn ocretSsin
Cutting Planes for the Linear Ordering(Mnymoand otrued
Problem 8.:30/Regency A/B

John F- Mitchell and Brian Borchers, 1P4/Chair, Jane K. Cullum, IBM Thomas J. i
Rensselaer Polytechnic Institute -Watson Research Center A&I M MSIvie r oninent Roommff

Three Approximation Algorithmns that Conlvex OptimI~toh Probleis 'Aulsingi in softwmr
Minimize the Rectilinear Stelnier Treean a Controller Design SC~~ ~iam ehd utb

Hypercube Network I ~~Many problems ifcontrolgystetnidesign and analy- than fast and reliable. Users icesni xeta
TaoTho an DinysosKoutans, estrn sis can be cast as convex niondifferentiable optimi- Iadvanced ailgorithm to be made available in an
Michgan nivesityzation problems. In nmany cases these problems Iadvanced computing efivironment. The speakers

Altenatig Squenes Rlatve t Maxmum come far closer to the "real" enginieering design or Iwill pentan introduction to diverse environ-
Independent Sets of Independe'ce Systems Ianalysis problem than any problem for which an Imeats that have been designed to help mathemtati-

Tao Wang, John's Hopkins University 'analytic" solution is known. The cost, of course. Ical progr -amminig us Iers specify and manage their
is that solving such a problem requires more com- jmodels, data, and results. The presentations will be

Maximizing the Visibility Area from a Point putation thantsolving a problem that has an "ana- of direct interest to conference participants who
Moving ~ ~ ~ ~ ~ y oaCuvdSmetjytic" solution. However, great advances in corn- develop applications of linear programming,

Lam bros Piskopos and Dionysios Kountanis, puter power and the development of powerful spe- Inonlinear programming or comtninatoria optimi.
Western Michigan University I ilzdagrtm o ovxnnifrnibe Ization. The session witi also be of interest to algo-

Practical Heuristics for Scheduling Precedence Ioptimization problems mean. that these problems rithm developers, because of its implications for
Graphs onto Multiprocessor Archit____res will have great practical relevance in the future. .interface design and its relevance to issues in the

K/ran Bhutani and Abdella Battou, Catholic Indeed, in somnecases these problems can be solved Icreation and maintenance oif test Problems.
University of Anmerica Iso quickly that the engineer can manipulate the Oraie Roet-ue

Mlnimizing~oinmuiilcation problem parametters (design sperifications) and Orale RoetFur
Decomposition ~ T ~ view die resulting solution (design) in ra irnt I otwsen iiest

Decomposition vi jnmm, iln Svrl ifietlind haebenscesfl
*Jonathan Yackel and Robeit R. Meyer, 103 Oluizo havel Mucnagsementp

University of Wisconsini, Midison Iplied to these problemfs. The elhpsoidguih ofvi S . His~ll Ma~ lwrShor, Yudin, and Nemnirovsky has proved reliable.I
Transfer Method for Optimization on Non- and interior point methods recently develop~ed by rae.Wsigo.D
T vnsitive Binary Relations Nesterov and Nemirovsky and others show great 105 rp.r~ahfor Network Flow

Jianxin Mmou Texas A&M, University. promise. iModeI~lg
Collee SttionChristopher V. Jones, Simon Fraser

Collee SttionStephen Boyd IUniversity. Canada
Integer Search Method information Systems Labortiory 11:10 AIMS: An Environment .on

Wu Xingbao, Wuhan College of Metallurgic Department of Electrical Engineering da IteredM elnI
Management Cadre. People's Republic of Stanford University

Chin I 915/Rgenc A/BJobannies L. Bisscbop. Technical

I -- . IUniversity of Twente. The Netherlandsirz)/C.air. Jane K. Cullum, annM ThomasJ. I
OPTIMIZATION ALGORITHMS Ia~nRkr etr1:0 A nrdcinW SED t

AND SOIFTWARE Languag Reaii etrI 4O A Inttodaction toS END:itsSchteduling of ManuttwN g ytes ILagag nt IneOcie nirn
Newton Modified Barrier Flunction Complexity Mauwurrgytenc '-sso severa mahnsR4yaKihnadPwPea n
for Quadratic Programmilng P o fle producing sevea types of prsMahnsare Ardia)W KrShnadPterg Cane ielaelland

Aharon Meman, Calfornia Il~t~tlitesubject to various disruptions -such as random fail- jAtu etreg angeMlo
Tech..ology and Roman Polyak, IBM ures, yield l6ises. and ioessing time and demnand Uiest

Thoms J.Watsn Rsearh Ceterchanges. Nevertheless, qt is iriportantt Wdynami-
Interior Point Algorithms and Dynamic callyscbedule them in real~timetodo~diccall parts MSII/Regency AIB
systems ithreurdnmesatostotheirduedates. OPtIIU Design of Ellginallil Systilmi

Zai-yiin Diao, Shandong University, Peopie's while keeping work-in-process and mantifactuing IThe speakers in this minisymposiwn Will address
*Republic of Chiria lead times small. In this presentation, the speaker Ioptimization problems in engineering design, in

Modelingof n Ecinotic ncaiiveApprach wili address some of the issues involved in effi- Iparticular stuctural and shape optimization prob-
Modto n~dnm ciently rnnming manufacturing systems. with a spe- Ilems that arise in the geometric design of civil,

A. D. Rikun. Water Piýbblms institute of the cIa focus on prolems from the semiconductor mechanical, and aerospace Systems. The Increats-
USS Acdey o Scenes adbo-industry. ing complexity of the engineering systems (requir-aiizsky f Rcincssia R.Kua iglagr ubes design variables to describe

The Optimization with Forinally.Undeflned EninepringfElcria and Coorint utcineLbrtr y jpmwtidiff tieren tatiots(leadingtolargernuin-
Criterion btdCO dIS i~Lbrtt er of state variables *hien discr itie)ma that

Mikhael Aron Alexandrovi. Moscow University of Illinois, Urbana-Champaigt j hs prblm vie of larger scale. The speakers
Gooia-Prospecting [InsftlteTta RuIssia 00Reec willdiscassý,--Tntietgihdltcompiafon m~sndi-

~alatiei ~tl fo Nauil ~ 0ff006eý sitivitywnalsisvamittatedmeshig~desgii/any-
~~ sisinteonsand dancedoriifibeforurge scli -

Richard S. Segall. Eastern Kentudky irsad ic ues h
University I duqscollecticlyspaiiformilations,5truc-
University Itame algorithmns and dilliulties encountered i

Optimal~~~~~so ReolptytiEmalraadMaeia engineering design puiblems.

Salim M. Hakdar. Northern Michi.wICmji.lonUvety

University t

GuNgx~ong Fang, DWAile Webitei Colege -3 !A-;epultaa(ehu~a
and Jak Wkgi N6rffieaser Utiivisiiy Parb

Wýi
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Tusa Afeno

10:50 Conjugate Directions Methods for CP121Gold Coast Room 12.00-1:30
Large-Scale Optimization Data Fitting Problems !1 Lunch
Jasbir S. Arora and Guangyao Li, Chair:. Per-Ake Wedin.
University of Iowa University of Umea, Sweden

11:10 Optimization Methods in Curve and 1:30/Regency A/B
Surface Design 10:30 A Continuation Method for Linear LI IP6/Chair: Philippe Toint, Facultes
Thomias A. Grandine, TI-e Boeing Estimation Universitaires Notre Dame de la
Company Kaj Madsen and Hans Bruun Nielsen, Paix, Belgium

11:30 Data-Parallel Optimal Shape Design The Technical University of Denmark, Cheap Gradients and Beyond: The
of Airfoils Lyngby. Denmark Promise of Automatic Differentiation In
Omar N. Ghottas, organizer and Carlos 10:50 An Algorithm for Non-negative Least Optimization
E. Orozco, Carnegie-Mellon University Error Minimal Norm Solutions The numerical solution of most nonlinear optimiza-

Panagiotis Nikolopoulos and Christos tion problems requires the evaluation of objective
CPJOIBelmont Roo7m Nikolopouls,.Bradley University gradients and constraint Jacobians as well as the
Linear Programming: Computational Issues I 11:10 On the Sensitivity of Paired approximation of the Hessians of the Lagrangian,
Chair: Irvin J. Lustig, Princeton University Comparisons or at least its product with several vectors. Cur-

Trond Steihaug and Lars-Maghus rently, first derivatives are either evaluated by user
10:30 Computational 1 sues in the Interior Nordeide, University of Bergen, Norway supplied code or estimated by divided differences,

Point Methods 11:30 Shape Matching via Piecewise Linear and second derivatives are often approximated se-
Geraldine M. Hemmer, Northeastern Approximation quentially by secant updating. For various reasons
Illinois University Jose A. Ventura and Jen-Ming Chen, this is unsatisfactory for obtaining derivativc infor-

10:50 More on Dual Ellipsoids and Pennsylvania State University mation, especially on large-scale problems.
Degeneracy in Interior Algorithms Automatic differentiation software prodices

extended object code that evaluates first and sec-for Linear Programming CF!IAcapulco Room ond derivatives as well as error estimates for the
Kurt M. Anstreicher and Jun Ji, Quadratic Programming underlying functions themselves. The numerical
University of Iowa Chair: Andrew Conn, IDM Thomas 1. Watson calculations are based on the chain rule, and the

11:10 A Long.Step Inverse Barrier Hybrid Research Center derivative values are therefore exact up to round-
Algorithm for Linear Programming off. The integration of automatic differentiation
Alexandei Hipolito, University of 10:30 Numerical Experiments with an Inte- into optimization packages greatly enhances user
"orida, GainesviLte rior Point Method for Large Sparse friendliness, ensures maximal soltion accuracy,

11:30 Decomposition in LP Based on Convex Quadratic Programming and facilitates faster convergence th.. ugh the use
Modified Barrier Function J.L. Morales-Perez and R.W.H. Sargent. of higher order methods.
David Jensen and Roman Polyak, IBM Imperial College, United Kingdom The speaker will give an overview of automatic
Thomas J. Watson Research Center 10:50 A New Modified Newton Method for differentiationanddiscussitsadvantagesinoptimi-

Large-Scale Quadratic Programning zation problems.
CPilfforonto Ro& n Thomas F. Coleman and Jianguo Liu. Andreas Griewank
Large-Scale Constrained Optimization If Comell University Mathematics and Computer Science Division
Chair: Ame Stolbjerg Drud, ARKI Cotisulting 11:10 A Robust Algorithm for Special Argonne National Laboratory

and Development A/S. Denmark Quadratic Programming
Guangye Li, J. E. Dennis, and Karen A. -

10:30 Finding Optimal Orthotropic Williamson, Rice University 2-30-3.50
Composites 11:30 Implementation of iSchur-Comple. Concurrent Sessions
Rob Lipton, Worcester Polytechnic mert Method for Large-Scale (Minisymposla and Contributed)
Institute and James Northrup. Colby Quadratic Programming
College Paul Frank and John Betts, Boeing

19:50 Using Barrier Methods for Solving Computer Services MSl21Belmont Room
Large-Scale Crystallographic ,Network Flow Algorithms
Problems t•lga•i Animportantspecialcaseoflinearprogrammingis

Paul B. Anderson, PRC Inc., Stephen G. the network flow problem, both because of its wide
Nash and Arieta Sofer, George Mason j applicabilty and because of the existence of special
University purpose-algorithms that solve minimum cost flow

11:10 OptimalDesignofTrussesbySmooth problems orders of magnitude faster than other
and Noansmooth Methods linear programs.
Aharon Ben-Tal, Technion. Israel The speakers in this minisymposium will dis-

Institute of Technology, Israel cussan implementation of an algorithm for solving
11:30 On-lIne optimal Control of a e- a stochastic-network optimization problem on the

(massively parallel) connection machine, the re-
Scale Water Systemo Gatier a Csem rn s it suits of the DIMAC's challenge, (an experimental
K Grino, Gabriela CembranoC, Sp itut n uJy on implementations of network flow algo-

rithms on sequential and parallel machinesl) an
improved algorithm for the minimum cut problem,SI ~and improved algorithms fbr providing useful feed-

I back to the modeler of a minimum cost flow prob-
I lem when the formulation has no feasible flow.

Oranizei: James B. Orin
Massachusetts Institute of

2 30 Technology i

23 inoxialMlitimlzadonswith D-
flinetloas amnd Un Massively ParallNA
Soluttion of Stochastic Networks
Sravros Zenios and Soren S. Nielsen,

The University of Penisylvaiiia

11____ _ _
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2:50 The DIMACS Challenge: A 2:30 Some Saddle-Function Splitting CPJ6/Gold Coast Room
Cooperative Experimental Study of Methods for Convex Programming Convex Programming
Network Flow and Matching Jonathan Eckstein, Thinking Machines Chair: J. Sun, Northwestern University
Algorithms Corporation
Catherine C. McGeoch, Amherst 2:50 Monotone Operator Splitting and 2:30 The Global Convergence of a Class of

College Linear Complementarity Primal Potential Reduction Algorithms
3:10 Finding the Minimum Cut in a Jonathan Eckstein, Thinking Machines for Convex Programming

Network Corporation: Michael C. Ferris, Renato D.C. Monteiro, University of
Jianiu Hn, TE Lbortoris IArizonaJianxiu Hao, GTE Labo.-atories University of Wisconsin, Madison

Incorporated and James B. Orlin, 2:50 On the Aftine Trust Region Interiororgnizr i3:10 Splitting Methods for Symmetric
organizerAfie VarationalInequalty Problems, Point Algorithm for Quadratic

3:30 Diagnosing Infeasibilities in Network with Application to Extended Linear- Programming
Flow Problems Quadratic Programming Frederic Bonnans and Mustapha

Jianxiu Hao, GTE Laboratories Jong-Shi Pang, John Hopkins Bouhtou, INRIA, France
Inc rporated and James B. Orlin. University 3:10 Algorithms for the Convex Inequalities
organizer 3:30 Forward-Backward Splitting in Problem

Large-Scale Optimization Motakuri Venkata Ramana and Shin-

MSl3IRegency A/B George H. G. Chen and R. Tyrrell IPing Han. Johns Hopkins University
Protein Folding - A Challenging Optimization Rockafellar. University of Washington 3:30 Experimentation with the Interior
Problem Cutting Plane Method (ICPM)

J.-L. Goffin, McGill University, Canada
Most proteins have a characteristic shape to which CPJ4IAcapulco Room and 1-P. Vial, Universite de Geneve,
they quickly return after being provoked to another Constrained Optimization II Switzerland
shape. Understanding why proteins assume the Chair: Stephen G. Nash,
shapes they do is currently of considerable interest George Mason University
and could be of great practical importance in medi- 3:501Regency D
cine and biotechnology. 1 2.30 Line-search Techniques for Quasi- Coffee

In this minisymposium, the speakers view the Newton Methods in Equality
protein folding problem as a large and difficult Constrained Optimization 4:20-5:40
optimization problem - that of minimizing the en- Jean Charles Gilbert, INRIA, Concurrent Sessions
ergy of the protein. They will provide an informa- RoquencourL France (Minisymposla and Contributed)
tive overview and discuss aspects of the problem 2:50 A Penalty Function Approach to the
that show why it is of interest both as a global and General Bilevel Problem
as a local optimization problem. Paul H. Calama and Lori M. Case, MplImelmon Room

Organizers: DavidM Clay and Margaret H. Wright University of Waterloo, Canada and
AT&T Bell Laboratories Andrew R. Corn, IBM Thomas J. Equations

Watson Research Center Algorithms for nonlinear equations and optimiza-
2:30 An Introduction to Protein Folding - 3:10 A Trust Region Method for Nonlinear tion in infinite dimensional spaces may differ in

The Second Half of the Genetic Code Optimization Problems both analysis and formulation from conventional
Lynn W. Jelinski, Cornell University Yuan-An Fan, IMSL, Inc.; Jianzhong algorithms for such problems in finite dimension.

2:50 Use of Constraints and Other Zhang, City Polytechnic of Hong Kong, Functional analytic considerations, such as choice

Approaches to Protein Folding Hong Kong; and Detong Zhu, Shanghai of spaces or compactness properties of nonlinear

David M. Gay, co-organizer, Teresa Normal University, People's Republic maps, areimportan i the design and theory of such
H. Stillinger. of China algorithms. When these algorithms are discretized.

Head-Gordon and Frank H.the resulting methods for the finite dimensional
AT & T Bell Laboratories, and 3:30 The Value Function in Hierarchical approximate problems are often new, preserve
Margaret H. Wright, co-organizer optimization underlying functional analytic properties, and pre-

3:10 Renormalization Group and the Jay S. Treiman, Western Michigan serve structural properties such as sparsity pattern
Protein Folding Problem University and Roxin Zhang, Northern and symmetry, The role of compactness in
Panos M. Pardalos, University of Michigan University superlinear convergence, the design of good
Florida; David Shalloway, Comell I preconditioners, and new methodsthatexploit func-
University CPlSIWater Tower Room l tional analytic properties of infinite dimensional

3:30 A New Computational Approach to Unonstraed Minimintion problems are research issues.
the Protein Folding Problem Chair. Elkehard Sachs, Universitit Trier, The speakers in this minisymposium will dis-
Thomas F. Coleman, David Shalloway Germany cuss a variety of such algorithms and their proper-
and Zhijun Wu, Cornell University ties in the context of applications such as optimal

2.30 Parallel Implementation of Truncated control poblems.integral equationsboundaryvalue
MSI4foront Room Newton Methods problems, and parameter identification.

Robert H. Leary, San )iego Organizer: Carl T. KelleyOpin 01atm/ilatr Splltiihg Supercomputer Center North Carolina State University
MethodsNotCaoiaSaeUirsy
Opertorlmauixsplittingprovidesa 2250 Vector Perfitmance Criteria in 4
woprkforau developing broaidclasses apowff d e -nos Unconstrained Optimization 4:20 Optimization Methods for Eliptic
work for developing broad classes of decomposi- Lugi Grppo, Universit di Roa "La Systems
tion . for large-scale continuous opro miza- SaIiea" Italy Frsncesco Lampariello Carl T. Kelley, organizer

been possible. to construct simple and highly 1 and Stefano Lucidi, Instituto di Analisi 4:40 Numerical Methods for Nonlinear

parallelizable algorithms f'ctsimea and hichly deiSistemied Informaticadel CNR, Italy Parabolic Control; paalllizblealgoiths fr lnearandquaratc 3:0 Iplee• PamlolAsydn-- Fkkehard W. Sachs and F.S. Kupfer,
programming, network pm-oramming, stochastic 3:10 Iiplementing a Parallel Asynro. an
programming, as well as the noolutn of boundamy Dous Newton Method on a Distributed
value problems. I Memory Architecture 5:00 Parallel Optim in Groundwater

Thespeak~rsinthisminisymposiumwillpresem Domenico Confori, Lucio Grandinetti and Petroleum ResourcesMida a ent
some recet results on splitting se•and will and Roberto Masmanno, Univerb-ta R. Michael Lewis, Rice University
address issues such as vergence and mpkeren- delta CaWxb Italy S:20 Augmented Lagruan and SQP
ration (on eitheia sequential 6ra parallel machine). 3:30 Modifying the BFGS Update by Techniques for Nonlinear Illposed
Orgimi er: Pauil Tsengj s V, Burke Colmm SealingTecbnlques Inverse Problems

University an Washi n Dirk Siegel, University of Cambridge, Karl Kunisch, Technische Universitat
o nUnited Kingdom Graz, Austria
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MSI6INew Orleans Room 4:20 The Functionality of ADIFOR 4:40 A Superllnearly ConvergentO( nL)-
Computational Global Optimization George Corliss, co-organizer iteration Predictor-enrector Algorithm

Many important practical optimization problems 4:40 The Performahce of ADIFOR Codes for Linear Complementarity Problem
(such as engineering design and protein folding Alan Carle, Rice University Siming Huan, Jun Ji and Florian Potra.
problems) have multiple local optima, but it is the 5:00 Automatic Differentiation in University of Iowa
global optimum that is usually desired. Stochastic Nonlinear Programming and 5:00 Solution of Large Scale.Monotone
and deterministic methods for finding the global Parameter Identification iinear Complementarity Problems
optimum have been proposed. ageLt haesbeakerintismprosymposedm. prntAlan Carle, J. E. Dennis, Jr., Guangye Li Joao M. Patricio and Joaquim J. Judice,

The speakers inthisminiymposiuwillpresent and Karen Williamson, Rice University Universidade de Coimbra, Portugal and
recent computational results for both constrained
and unconstrained global optimization problems, 5:20 Experience with Various Automatic Luis M. Femandes, Escola Superior de

using stochastic and deterministic methods. In the Differentiation Tools In Orthogonal Tecnologia de Tomar, Portugal
stochastic method alikely global optimum is found Distance RersNession 5:20 Undamped Newtoi Method for
with ahigh probability. In the deterministic method Janet Rogers, National Institute of Solving Linear Complementarity
a point is found whose function value is within a Standards and Technology Problems
specified tolerance of the global optimum. The Ubaldo M. Garcia-Palomares,speakers will discuss the advantages and van- CP)71Toronto Room Universidad Simon Bolivar. Venezuela

•ages of these methods. ULnear Programming: Analysis and Theory I
Organizer: J.B. Rosen Chair: Yinyu Ye, University of Iowa 6:001Regency AIB

University of Minnesota I Poster Session 2
U f4:20 A Sealing Technique for Finding the (There will be a cash bar during the session. Chips

4:20 Computational Comparison of Two Weighted Analytic Center of a and dips are complimentary.)
Methods for Constrained Global Polytope
optimization David S. Atkinson and Pravin M.

A.T. Phillips, U.S. Naval Academy, An- Vaidya, University of Illinois, Urbana UNCONSTRAINED OPTIMIZATION

napolis. MD and J.B. Rosen, organizer 4:40 Adding and Deleting Constraints in a On the Convergence of Pattern Search
4:40 Computational Approaches for Solv- Path-Following Method for Linear Methods

ing Quadratic Assigninent Problems Progavmming Virginia Torczon, Rice University
Panos M. Pardalos. University of D. den Herog, C. Roos and T. Terlaky, The Barzilai and Borwein Gradient Method
Florida. and Yong Li, Pennsylvania Delft University of Technology, t The Large Scale Unconstrained Minimiza-
State University Netherlands ton Problem5;0 O heCnegec fIneirP t io Pobe

5:00 An MILP Relaxed Dual Formulation 500 On the Convergence of Interior-Point Marcos Raydan. University of KentuckyforMethods to the Center of the SolutionSet in Linear Programming The Development of Parallel Nonlinear Optimi.
CA. Floudad, V. Visweswaran and Yin Zhang, University of Maryland, zation Algorithm for Chemical Process Design
BrigitteBaltimore County and Richard A. Karen A. High. Oklahoma State University and

5:20 Minimlzingthe Lennard-Jones i Tapia, Rice University Richard D. La Roche, Cray Research. Inc.
Potential Function on a Massively
Parallel Computer 5:20 Interior-Exterior Augmented Unconstrained Minimization on Massively
GL Xue and W.R.S. Maier, Army High Lagangian Approach for Tlp Parallel Computers
Performance Computing Reseh Roman Polyak and Rina R. Schneur, IBM Robert S. Maier and Guo-Liang Xue,
Center. Minneapolis and J.B. Rosen, Thomas J. Watson Research Center University of Minnesota, Minneapolis
Universitv of Minnesota On the Detection and Exploitation of Unknown

CPl81Water Tower Room Sparstty Structure in Nonlinear Optimization
gSl71Acapulco Roam Nonrlnear Least Squares Problems
AIFOR - Automatic Differentiation in Chair- Ariela Sofer, George Mason University Richard G. Carter, AHPCRC. University ofFortra and Aulomatios to Optimization Minnesota and Argonne National Laboratory

F 4:20 Nonclassical Gauss-Newton Methods Fixed-Point Quasi-Newton Methods

Given a collection of Fortran subroutines describ- C. Fraley, Statistical Sciences, Inc. and Jose Mario Martinez, IMECC-UNICAMP,
ing a functionf ADIFOR produces a Fouzan code • University of Washington, Seattle Brazil
thatomputesthematrix-matrixproducti.S,wherej 1 4:40 Variations of Structured Broyden Data An iysls Techniuesfor Optimization
is the Jacobian off, and Sts a user-initialized imput Familis for Nonlinea¢ Least Squares Code Test Results
matrix. This allows the user to compute the Jaco- Problem John C. Nash. University of Ottawa, Canada
bian itself S = I exploit the sparsity ofJ by comput- Hirochi Yabe, Science University of
ing a compressed Jacobian, or compute a matrix- Tokyo. Japan and Rice University Efficient and Stable Computation of Quasi-
vector product S = x. The cost is roughly propor- $:00 Relationship between Structured and Newton Updates
tional to the numberofcolumnsofS, so in particular Factorized Quasi-Newton Methods for Vasile Sima, Research Institute for
a matrix-vector product J = x is about as expensive Nonlinear Least-Squares Problems tnformatics, Romania
to compute as one column of the Jacobian. As a I Toshihiko Takahashi. Kajima Efficient Parallel Minimization Algorithms in
byproduct of the derivative computation,the user is Corporation, Japan and Hiroshi Yabe, Computational Fluid Dynamics
able to determine the structure of the Jacobian i Science University of Tokyo, Japan E. de Klerk and J.A. Snyman, University of
automatically. Pretoria, South Africa and L Pretorius, Univer-

Fromauser'spointofview, ADIFORhasavcry I CPlglGold Coas. Room sity of South Aftica, Pretoria, South Africa
simple interface to the optimization code, since Experment wih tRoom
only a Fortran code for the description of the initial Utnf p t Experiments with the Broyden Clts orQuas-

function has tobe provided, yet one need not worry Chair: Layne T. Watson, Virginia Polytechnic Newton Methods

about loss of accuracy orconvergence due to finite- i Institute and State University M. AI-Baali, University of Calabria, Italy
difference errors. The speakers will give examples On the Performance of a Trust Region Newton 59
illustrating how ADIFOR can be used to generate 4:20 An Interior Point Al•gidda for MethodforLarrSaeProblems
subroutines to evaluate the derivatives that are LinearComplementaifti BDrettM. Averick and Richard G. Caer, Army
typically needed by optimization codes. Jiu Ding, Uriversity of Southern High Performance Computing Research

Organizers: Christian Bischof md George Coriss M ip Center, Minlis, and Jorge I. M E
Argonn r IOm IA~ie National Laboratory
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CONSTRAINED OPTIMIZATION IGLOBAL OPTIMIZATION Constructive Neural Network Algorithm for
Approximation of Multivariable Function with

A Flexible Elimination Method for Nonlinear Numerical Experiments with One Dinalonal Compact Support and Its Application
Constrained Optimization Adaptive Cubic Algorithm ifor Inversion of the Radon Transform

Natalia Alexandrov, John E. Dennis, Jr., Rice AdeeirUvrstdoNcSphaNicolay Magnitskii, Institite for Systems
Unierit ~Antipolis. France and Efimn A. Galperin, Studies Academy of Sciences, Russia

Local Convergence Analysis of the Method of Unvried ubcaMnra.T-Stationary Replacement for the Average
Centers jA Random Global Search Technique for Moe oID

Abdelbainid Benchakroun, Jean-Pierre i Lipschitz Funictions Moel ofen MDP Nra Uieriy
Dussault and Abdelatif Mansouri, Universite Regina Hunter Mladineo. Rider College i Peaple's Republic of China
de Sherbrooke, CanadaI

Bilevel Formulations In Concurrent Modeling GRAPH PROBLEMS I NONSMOOTH PROGRAMMING
of he esin Poces IAn Algorithm for Graph Imbediding A Trust Region Method for Nonsmooth

J.R. Jagannatha Rao, University of Houston i YgotNourani, Andres Klinger, Luqing1 ahu 1 Programmn
Nonlinear Programming Model for Software Wang and Peter Salamion, San Diego State Liqun Qi, University of New South Wales,
Development Process University Australia, and lie Smn, Northwestern

Nolina Suresh. University of Wisconsin, Eau IThe Inverse Shortest Paths Problem I University
Claire and A.J.G. Babu, University of South Didier Burton and Ph. Toint, Facuttes Iteration Functions in Nonsmooth
Florida j Universitaires Notre Dame de la Paix, jOptimization and Equations

An Interior-point Algorithm for Quadratically I Belgium I Liqun Qi, University of New South Wales,
Constrained Entropy Minimization Problems jOptimization of Steiner Nodes and Trees on a i Australia

Jun Ji and Florian Potra, University of Iowa HprueAcietr

Optimum Design of Rotational Wheel and Nikolaos T. Liolios. Computer Methods
Casing Structures under Transient Thermal Corporation and Dionysios; Kountanis, 7.301 Belmont Room
and Centrifugal Loads Western Michigan University IBusines Meeting

Toshio Hattori, Hitachi Ltd., Jaan ITwo Approximation Algorithms for isI SIAM Activity Group on Optimizton
The Choke of the Lagrange Multiplier in the 1 Routing Problem
Franmework of Successive Quadratic Program- I Dionysios Koumtanis. Western Michigan MEN*
ming Method I University and Nikolaos T. Liolio)s Computer

Debora Cores and Richard Tapia, Rice Methods Corporation
University I___________________

Conditions for Continuation of the Efficient I OPTIMIZATION ALGORITHMS AND
Curve for Multi-objective Control-structure I
Optimizatio

Joanna Rakowslca. Raphael T. Haftka. and Quadratic Programming with Approximate
Layne T. Watson, Virginia Polytechnic Data: Ill-Posedness and Efficient Algorithms
Institute and State University I Jorge R. Vera CorneU University

____ ___ ___ ___ ___ Discontinuous Piecewise Differentiable

CON VEX PROGRAMMING iOptimizaion
Andrew R. Conn, IBM Thomas J. Watson

The Scaled Proximal Decomposition on the Research Center and Marcel Mongeau,
Graph of a Monotone Operator Universite de Montreal, Canada

Philippe Mahey, Laboratoire ARTEMIS.
IMAG, France; Pham Dinh Tao, LMAI-INSA Nuclear Cones and Pareto Optimization
Rouen, France and S. Oualiboucis, George Isac, College Militaire Royal. Canada

Laboratoire ARTEMIS, France Study of Some Multiport Planar Stripline
ConvexOptimization Problem Vieldstheako Dicstuils Optimization of Their Charac-
Process Steady Probability Distribution trsisb osdrto fTerFr

Christian Cavalli and Henri Baudrand.jVladimir Marbukh, New York City
Department of Sanitation Laboratoire d'Electronique. ENSEEIHT.

A Laraugan Dal Aproah fo I~*France; and Jacques Couct, Univeralte Paul
Tools to Machines in a Flexible Manuacturing

SI On Width Minimnization by Shift Transform
T.H. D'Alfonso and Jose A. Ventura, IInerivaiMultiplkation
Pennsylvania State University Chcnyi Hu, University of Houston, Downtown

____ ___OptimalSaonpling Design for Dynamic
DATA F~TING PRBLEMSs
DATAF1 II IN PROLEMSJames G. Uber, University of Cincinnati

Optimal Design for Model #p-ax/(1 + bx) With i An Aloih o SiigLnarIeult
of AJI~lgoih o ovn ierIeult

Shauilang Qu, Shriniwas Katti, University of I JaogWnNnigUiestPol
Missouri, Columbia I liasofg Chi Nnina nvriy.Pol

and ~ ~ IdeW Cfta l~ainUig~vetas, Unifremly-

Je-al h oeA. Ventura And 40hlh- i j Z~a

Adlaptive Fwiftngi uuk em Ptaraeter Gel~cIPo~cIgnstitute, Russia

Frank O'Brien, Marcus L Graham, aind K~ai P.
Gong, U.S. Na"a UnderwaterSystemsCentter
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7:301Ballroom Fcyer 10:30-11:50 I MS2IAcapidco Room
"iRegistration opens Concurrent Sessions Complexity Issues in Numerical Optimizationr (Minisymposla anrd Contributed) Following the development of interior point meth-

n s nods for optimization, complexity analysis has be-

8:30/Regency A/B come a major tool in the analysis of optimization
IP7/Chain Thomas F. Coleman, MSl8IRegency A/B algorithms. As problems of increasing size are

Cornell University Parallel Algorithms in Otimigzation attempted, understanding the asymptotic complex-
Algorithms for Solving Large Nonlinear Parallelism in optimization algorithms is most often ity issues becomes more important than ever. Thespeakers ia this minisymposium will present recent
Optimization Problems achieved by taking advantage of the structure of spears inti minissu esentreentcetinrbemocaseofrbem.Tesek restarch into complexity issues for linear and
In this piesentation the speaker will discuss recent certainproblemsorclassesofproblems. Thespeak- nonlinear optimization
developments in algorithms forsolving large-scale, I ers in this session will discuss a variety of optimiza-
differentiable, nonlinear programming problems. tion problems and applications, and will show why Organizer: Stephen A. Vavasis

SSuch problems arise quite naturally in many scien- 1 parallelism is needed and how it'. achieved in each Cornell University
tific, economic and enginecring applications. It is case. * i
now possible to solve a variety of problems in Organizer: Stephen L. Wright 0 Issues in Strung P0ynwnlally In
"thousands of variables in a reasonable time on a Argonne National Laboratory Nonlinear Optimization
modest workstation. However. there is consider- Dorit Hochbaum. University of
able room for improvement in the designand imple- 1 10:30 Solving Linear Stochastic Network California. Berkeley
mentat,-.. of algorithms for solving these prob- Proble usingthe Proximal Point 1 10:50 The Complexity of Quadratic
lems. i Algorithm on a Massively Parallel Programming

Computer, and an Application from Mihir Bellare. IBM Thomas J. Watson
The speaker will address developments that have the Insurance Industry Research Center, and Phillip Roganay,
taken place since the first release of the software Soren S. Nielsen and Stavros A. Zenios, IBM, Austin, TX
package, LANCELOT, in 1991. Amongthetopics 1University of Pennsylvania 1:10 On Minimization of Convex
to be discussed are modified barier methods for I 10.50 Parallel Constraint and Variable Separable Functions
handling inequality constraints, trust-region meth- 1 Distribution Panos Pardalos, University of Florida,
ods for solving problems with convex feasible M. C. Ferris and Olvi L. Mangasarian, and Nainan Kovoor, Pennsylvania State
regions and the exploitation of problem strcture.: Univershty of Wisconsin, Madison UniversityJ in particular, group partial separability, at a more 11:10 Parallel AlgorithmsforMinimizingthe 11:30 Toward Probabilistic Analysis of
basic level tLan is done at presenL Ginzburg-Lamdau Free Energy Func- Interior-point Algorithms for Linear
Nicholas I.M, Gould tional for Saperconducting Materials Programming-Part 2 of 2
Numerical Algorithms Group Paul E. Plassmann, Argonne National Yinyu Ye. University of Iowa
Rutherford Appleton Laboratory, United Kingdom Laboratory and Stephen J. Wright,

Sorganizer CP20IBelmont Room

9:15/Regency A/B 11:30 Parallel Optimization in Groundwater LUnear Programming: Computational Issues i1
IPg/Chair Thomas F. Coleman, and Petroleum Resources Management Chair: Robert J. Vanderbei,

Cornell University Robert M. Lewis, Rice University
Recent Developments In Interior-point
Methods for Unear Programming MSlIQToronto Room 10:30 Numerical Comparisons of Local Con-
The speaker will describe recent developments in 1 Lwg0e-S¢ Nonlinear Optimization vergence Strategies for Interior-Point
interior-point methods for linear programming and Recent research in large-scale nonlinear -rtimiza- Methodsin Linear Programming
extensions. It is now accepted that these methods nion has led to dramatic progress in several areas of Amr EI-Bakry and Richard Tapia, Rice
can be very effective for solving large-scale linear appication, including optimal power distribution,I University and Yin Zhang, University
problems (including one with nearly 13 million optimaltrajectorycalculationandoptimalstructural of Maryland, Baltimore County
variables), but there remain large gaps between design. Much of this success can be attributed to f 10:50 L-Infinity Algorithms for Linear
their empirical behavior and the supportingtheory new theoretical and algorithmic developm-nts that t ProgrammingThe most efficient algorithms in use employ a have extended classical sequential quadratic pro- Jerome G. Braurwtein and Philip E. Gill,
primal-dual approach with very long steps and gramming(SQP)methodsandbanrier-functionmeth- University of California, San Diego
usually infeasible iterates. In contrast, the theory ods to large problems. 11:10 A New Approach for Parallelising the
typically addresses shoter step methods maintain- In this minisymposium the speakers will high- Simplex Method
ing feasibility throughout. Recent work addresses light some of these new developments and discuss Frank Plab, University of Edinburgh,
the derivation of polynomial algorithms with fast some new results in optimal trajectory calculation Scotland
local convergence and methods that approach fea- i and optimal strnctural design. 11:30 Solving Stochastic Linear Programs
sibility and optmaity simultaneously or can take Organizer Philip E. Gill on a Hypercube Multicomputer
advantage of warm starts. Finally, there are exten- 1Univety of California, San Diego George B. Dantzig, Stanford University;
sions to various nonlinear optimization problems. James K. Ho. University of Illinois,
although computational results are mostly limited 10:30 SQP Algorithms for Large-Scale Chicago; and Gerd Infanger. Stanford
to quadratic programming with linear constraints. ConstrainedOptimizaton
Schol of OeTiond Samuel K. Eldersveld, Stanford

M University and PhilipE. Gill, organizerSchool of Operation Research CP21IWater Tower Room

and Industrial Engineering 0.M Large-sral nes Newton Methods DetWateR• TowrRomIN
Cornell University for Lnearly Constraied Opptizatton Chair Susana Grmez, liMAS-Universidad

Anders Forsgren, Royal Institute of
0.0/Regency D I Tecimolngy, Stohol, S and National Autonoina de Mexico, Mexico

iCOf1: Walter Muiay, Stanford University 10.30 The U.S. Coast Guard Interactive
11:1o Optholzatioa of Complex Aircraft Resource Allocation Problem

Structurest " J. Walter Smith, U.S. Coast Guard R&D
UIlfT. Re seauv Center ) )iiI n sfi t ui o f S w ed e n B nom m a , S w e d e n 10 : 30 O p i i z t o P r ob lem s A r id si ng I n

11:"30 0QP Mefth ThfrA0 0cation to Multdhmetod S.aUD3P " :_OAT1i MichaelW.Trosset, Tacson, Arizona. ."
Phi E G.lji ganize;-Wgiter Murray Pablo Tarazaga, Univerity of Puerto
and Michael A. Saunders, Stanford Rico, Mayaguez; andRichard A. Tapa,
University Rice University
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11:10 The Classical Newton Method for 12.00-1.30 1MS22/Regency AIB
Solving Strictly Convex Quadratic Lunch jFinite Termination and Basis Recovery Using
Programs and Data Smoothing Interior-point Methods for LP
Problems ,There has been considerable recent activity in con-
W. Li and J. Swetits. Old Dominion 1:30/Regency A/B srutig pocedures to be used with interior-point
University IP9IChair: Do .oldfarb, jmethods that give exact (i.e. highly accurate) solu-

11:30 Objective Function Conditioning with Colw.,jza University Itions in afinite number of steps. Two key ideas for
Smoothness Constraints j Lrge-Scal Network Optimization: An jaccomplishing this are the projection of the current
Stephen F. Elston, Princeton University Assessment iterate on the optimal facet, once fthi facet has been

Algorithms and software for several fudmna identified, and the change over to a simplex-type
CP22/Gold Coast Room network optimization problems have a rich variety Imethod in order to obtain a basic solution.
Bound Constrained Problems H of direct applications. But more importantly. they j The speakers in this minisymposiumn will dis-
Chair: Trond Steihaug, often serve as building blocks for procedures de- tcuss aspects of this activity.

University of Bergen, Noirwayv sinned to solve more complex problems. Primarilyj~gnzrAn .E-ar
10:30 A New Modified Newton Algorithm I due to the enormous improvement in computing Rice University

for onliearMiniizaton ubject to resources and architectures during the past decade, 23 nIpeetto faSrnl
Hounds ~~~~~~~~~practitioners andresearchers; are able to study meth- i23 nIpeetto faSrnl

Thomas F. Coleman and Yuying Ui, ods for solving larger and more coinuplex models. Polynomial Time Algorithm for Basis
Cornell University Along with advances in new algorithms, data struc- Recovery

10:50 An Algorithm for [arg cl e 1 tures and theoretical analyses, these developments Irvin J. Lustig. Princeton University
Optimization Problems with Box jpresent new challenges. The speaker will review 2:50 Finite Termination in Interior-point
Constraints the state-of-the-art in theory and implementation Methods
Francisco Facchinei and Laura Palagi, and will presen~t recent experimental results for ISanjay Mehrotra Northwestemn
Universita di Roma "La Sapienza", Italy jsome classes of large-scale network optimization Uiest
and Stefano Lucidi, Istiluto di Analisi problems. U:0 necversitya pimlL assfo
dei Sistemi ed Informatica del CNRi, Michael D. Grigoriadis ian Interior Point Solution
Italy 1Department of Computer Science Robert E. Bixby, Rice University and

11:0 ATrut Rgin Agorthmfo Rutgers University IMafithewl. Saltzman, Clemson U~niversity
Nonlinear Programming 13:30 On Obtaining Highly Accurate or
Pan-C hieh Chou. 1. E. Dennis, Jr., and iBasic Solutions using Interior-poiti
Karen A. Williamson, Rice University i 1035 Methods in Linear Programming

113 rs einMtosfrLreConcurrent Sessions5 Anrr-S. El-Bakry, organizer, Robert E.113 rutRginMthd orLre(Minisymposla Mnd Contrbuted Bixby and Richard A. Tapia, RiceConstrained Opti mization ______________University, and Yin Zhang. University of
and orgeNocdal ~ /& m Rom jMaryland, Baltimore County

* .* I ~~~~Globa and Local Optimization Methods for CP3WiroerRm
I Molecular Chemitry Problemns Combnatoi a pibt1Scientists often are interested in finding th cont-llOpiizto

figurtions of chemical systems that have th low- Chi:Hny olwiz
est energy, because ths configurations conre- I Uiest fWtroCnd
spond to the most likely states in natture. The j2:30 Approxinmation Algorithms for1resultingoptimization problemstypically have large Indefinite Quadratic Programming
numbers of parameters and very larg numbers of i Stephen A. Vavasis, Cornell University
local minimizers. Thus, they are challengingglotbal 2:50 On Matroidal Knapsack Problems and
quire efficient large-scale local optimization soft-Larna RlatoRicha Agarwala, David Fernandezz-Bacaware. The speakers in this .qession will describe and Anand Medepalli, Iowa State
such molecular chemistry pioblems and will dis-

Icuss methods for solving both the global and local Unvrst
optimization problems that arise fro tha. 1 3:10 Paralliel Dynamic Programming Algo-

rithms for the 0-1 Knapsack Problem
Organheim Robert B. Schnabel Renato De Leone and Mary A. Tork

University of Colorado, Boulder Roth, University of Wisconsin, Madison

2-.M Potential Transforms Applied to 1 3:30 Totally Unimodular Leontief Directed
HypergraPhs

GeomtryOptiizaion n ~Peh Hf. Ng, University of Minnesota,
Univerity I Morris; and Collette R. Coullard,Robert A. Donnelly, Auburn Unvrst

2:50 o. ~Northwestern University
CopuatmionalChemistry Problems
Tamar Schiek, Courant Institute of ICP241rbronro Room
Mathematical Sciencs, New York i Net" orOptlflhlzitlort N

UnivesityChair~ Diminri BRatsekas,
3:10 A Globl eOptimlaation Approach for I Massachusetts Institute of Technology

Microchimter Systems 23M AFnlda0Da lerihniiGn
CA. Floudas and C.D. Marinas ealie Fas twr Pm L iDual Progo ratmfo
Priniceton University eazdNtokUerPorm

33 Goba Optmiztlo MetidsforNorman D. Curet, University of
Mo~emlaronfg~raio.riibemsCalifonta, Los Angeles

I Roert. &a aetoignrzr j2:50 Network Assistant to Construct, Test
Elizabeth Eskow and Richard H Byrd, nd Analyze NetworkcAlorltmisI Gordon H. Bradley, Naval Postgraduate

versiy of olorao, ~School and Homnmr F. Oliveira, Centro

Tenaco, Aerospacial S Jose dos
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Wednesda Afeno

3:10 Advanced Implementation of the 3:50/Regency D MS251 Water Tovver Room
DantAig-Wolfe Decomposition Coffee i Optimal Control of Flexible Systems
Applied to Transmission Networks __________________ i The central purpose of this minisynlposium is to
Fatima G. Ayllon. Telefonica 4:20-.540 ipresent mathematical and engineering aspects of
Investigacion y Desarrollo, 4)Conurrnt Seson suppressing the vibrations of flexible structures
Spain; Jorge Galan. Angel Marin and whc rsInsvrlbrnhsoegneig

Ange Meende, ET.S.Ingniers i (Mini ymposta an Contibutecl) hhrsenerarncsonierigTe
Angel__Menendez,___________________ I speakers will discuss control problems for distrib-

Aeroronauticos. Spain Iuted parameter systems governed by partial differ-
3:30 Algorithms for Solving the Large MS23lAccpulco Room Iential equations. Problems in structural mechanics

Quadratic Network Problems Gienetic Algorithms In Function Optimizton adspcrftplctonaeotnofhity.
ChihHan WuandJos A.Venura. I Gnetc agorthm ar seach rocdurs tat sea The speakers will address the assessment of the

ChihHa Wuand oseA. entua. Cand use alopritors suhase selctiponcdrossovtuer andPennsylvania State University Ipopulation of candidate solutions in their search curnt state of control theory and its applications,
evaluate the needs of the control community, and

CP2S/Acapulco Room mutation that have analogies in population genetics ietf osbeietosfruuedvlpet
Minimax Problems and natural selection. A simple algorithm, GAS' Organizers: M.R. Nouri-Moghadam
Chair Kaj Madsen, has been successful in finding good solutions to a Penn State University and

The Technical University of Denmark, wide variety of difficult optimization problems. I1.5S. Sadek
Lnb, The speakers in this minisymposiumnwill present IUniversity of North Carolina,

Iseveral applications of genetic algorithms to diffi- Wimngo
I cult optimization problems.I

2:30 Min-max Problems Arising in 1! 4:20 A Mathematical Programming
Optimal nt-stage Runge-Kutta Oraizr DaiLvn Approach for Optimal Control of
Differencing Scheme for Steady-state IArgonne National Laboratory Disributed Parameter Systems
Solutions of Hyperbolic SystemsM.Nuiogaman S adk
Mei-Qin Chen, The Citadel and Chichia 1 4:20 Genetic Algorithms in Combinatorial IMNourgaizMear mans.5adk

Chi, MchganStte niersty I Optimization IognzrChi, Mchian tat Unverity 1 14:40 Optimal Control of Distributed
2:50 A Method for Generalized Minimax jKalyanmoy Deb, University of Illinois, I aaee ytes xc n

Probems Urbna iApproximate Methods
Gianni Di Pilb and Luigi Grippo. 4:40 Pailtleliztol fPoab ilistic 1.8S. Sadek, organizer

Uniersta i Rma La apinza. IalySequential Search Algorithm
Universita ~~~ ~ ~m diR1 t airza.IayUies 5:00 Optimal Control of Thin Plates byand Stefano Lucidi, Instituto di Analt rsnaJg ealUiesity I Point Actuators and Sensors

dei~steiednfornaucadlCNRItay 500 izcuuc~giwrunrranoezMaria Blanton, University of North
3:10 Convergence Conditions for the IPartitioning Problem Carolina. Wilmington

Regularization Methods that Solve David Levine, organizer520 OtmlC trloNn-asiay
th MnmxProbliem5:0 AHbiGetcApraho

Cristina Gigola. ITAM. Mexico an 5:0 AHbiintcApOc apdDsrbtdSrcueEnerpgy Minimization In Layered
SsnGoeInstituto de Superconductors Ramin S. Esfandiari, California State

Suxaa Grne. MaonArgnne atinalUniversity. Long Beach
Investigaciones c-i Maternaticas IDavid aoAgneNtnl
Applicadas y en Sistemas-Universidad Laboratory 5:0 Simultaneous Design - Control
National Autonoma de Mexico. Mdexico Optimization of Composite Structures

A. ~ ~ ~ ~ ~ ~ ~ ~ ~ u Decaliau University dePotir, almiiiOforoeianvlvn
3:30 ThePhase-ProblemlnCrystallography M S24IBelmont RoomSrpAaiUnvstyoClfoia

France. D. Hilhorst, Universite de Paris-
Sud. France; C. Lemtarechal, INRIA. Elgnvalues -Part 2 of 2 CP27/Regency AM
France; and Jorge Navaza, Umiversite (See page 8 MS9 for description) Linear Programming: Analysis andi Theory 11
de Paris-Sud. France Chair Roman Polyak.

Organizer: Michael L. Overton . IBM T1homasiJ. Watson Research Centet
CP26IGold Coast Room Courant Institute of Mathematical
Optimization Problemp Over Maltice Sciences, New York University 4:20 On the Compleity of Approximately
Chair. Richard G. Carter, AHPCRC, Solving LP's Using Minimal

University of Minnesota and 4:20 On Minimizn the Largest General- Computational Precision
Argonne National Laboratory bzed Eigenvalue of an Affine Family of James Renegar, Cornell University

Hermitian Matrix Pairs 4:40 Pre-Selection of the Phase I1- Phase 11
2:30 An Optimization Problem on Subsets Michael K. H. Fan izid Batool Nekooie. Balance In a Path-Following

of the Symmetric Positiv Georgia Institute of Technology Algorithm for the "Warm Start"
SeieiieMatrices 4:0 On the Variational Analysis of AD the Linear Prograrmiing Problem

Pablo Tarazaga. University of Puerto Elgenvalues of a Symetric Matrix Robert M. Freund, Massachusetts
Rico, Mayaguez; Michael Trosset, Dongyi Ye, and Jean-Baptiste Hiriart Institute of Technology
Tucson, Arizona; and Richard Tapia. Unruty, Universite Paul Sabatier. 5:00 Global Convergence of a Primal-Dual
Rice University Toulouse, France Exterior Point Algorithm for Linear

2:50 MinimizationofNoullnearFmictionals 1 5:00 Optlifality Conditions and Duality programminng
Over Finite Sets of Matrices iTheoy for Minimizing Sumsofthe IMasakazu Kojima, Tokyo Institute of
John Jones, Jr., Air Force Institute of iLargest Eigenvalues of a Symmetric Technology. Japan;, Nimrod Megiddo,
Technology and George Wasington Matrices IBM Almaden Research Center and
University .Michael L. Overton, organizer and ISchool of Mathematical Scincs _Is ;

3:10 Positive Definite Constrained 1,4as Robert S. Womersley, University of iand ShinjiMizwso, The Institute ofStatis-
Square Estimatimon fMatrie~s New Sourth Wales, Australia jtical Mathemnatics, Japan
H. Hu, Northern Illinois Unive It 5:20 Varkiatonal Properties of the Spectral 5:20 Polynomial Complexity versus Fast

3:30 An nteior-oin ~ . IAbscissa and Spectral Radius Maps ILocal Convergence for Interior Point
MinmizngtheLages ElenalnofJames V. Burke, University of Methods
a Uea Cobiatin f StineticWashington and Michael L yveton Florian Potnt, University of Iowva
Matr~cesorganizer

Floria Jane. Univerveat Wurzburg,
Ger-Wily
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CP28IGold Coast Room Registration Fees
~ ISIAGI SIAM Non-

Chair. Layne T. Watson, OPT* Member Member StudentVirginia Poyehi Institute
and State University Idvne $120 $120 $135 $55

4:20 Implicit Functionts and Lipschitz Onola" -Site 1 $135 I $135 $155 05_____
Stability In Control and Optimization L
AL. Dontchev, Mathemnatical Reviews, Advance $120 $125 $150 $25
Ann Arbor, MI and W.W. Hager, ConflffOn-Site $145___ $150___ $180___ $25___

Unvriyof Florida, Gainesville O-ie$4

Coto:Time Splitting Approach j *Member.- of SIAM Activity C-roup on Optimization
Alex~atinde in Imulshk ,Uiverohsityc **uchi included in the cost of registration for tutorialatend~eejs 10.2
of North Carolina, Charlotte

5:0 H"Optimlzation with Decentralized
Contollrs he egitraiondes wil beope asfolows SIM CrpoateMembers

Garry Didinsky and Tamer Basar, Non Thergstatoeds attendees who are employed by the
UnierityofIllnosUrbnaSatrdyMay 9 60PM- 8-fP ollowming institutions are entitled to the SIAM mem-

1 Sndy, ay10 8:00PM -4:O00PMbera.
CP91arnt Rom6:0 M- 90PM Aerospace Corporation

Constaie OPtimilation IN ona, a 11 7-0)0 AM - 4:30 PM Amoco Production Company
Chair~ Luigi Grippo, Tuesday, May 12 7:30 AM -4:30 PM AT&T Bell Laboratories

Universita di Roma "La Sapienza", Italy Wednesday, May 13 7:30 AM - 2:30 PM Bell Communications Research
Boeing Company

4:20 A Comparison of Barrier Function BP PAmerica
Methods with Lagranghin Method for Special Note ICray Research, Inc.
Nonlinear Programiming There will be no prorated fees. No refunds will be EL. du Pont de Nemours & Company
Ama rinder Singh and Kumnaraswamny issued once the conference has tarted. jEastman Kodak Company
Ponnambatmam, University of Waterloo, If SLAM does not ieceive your Advance Regis- IExxon Research and Engineering Company
Canada tration Form and payment by May 4. you will be IGeneral Motors Corporation

4:40 Recent Improvements on FSQP asked to give us a check or a credit card number at 1!GTE Laboratories, Inc.
Rian L. Zlouand Andre L.Tits, the confirence. We will not process either until we I1 Holtandse Signaalapparaten B.V.
University of Maryland. College Park have ascertained that your registration form has IBM Corporation

5:00 An Affine-Scaini, Nonsmootb gone astray. In the event that we receive your IICASE
Newton Hybrid for Constrained registration form after the conference, we will de- 11IDA Center for Communications Research

Dpiiann tali ornelUieit stroy your check or credit card slip. 1MSL. Inc.
Dann Raph, ornll Uivesit Lockheed Corporation

5:20 A Primal-Dual Interior Point Method Credit Cards MacNeal-Schwendler Corporation
for Linear and Nonlinear SIAM accepts VISA, MasterCard and Ameri 1I Martin Marietta Energy Systems

TnbMathematical System 'I Supercomputing Research Center,

IntttIcJapanandilNoietTAiCneenePricpn advso of M Im InstitctenfrcesfenseAarc yses

senter fifteen minutes for presentation and five 345 East 47th Street
minutes for discussion. INew Yorkt.NY 10017

For presentations with more than one author,
the speaker's name is in ittrics. jCplex Opthnization, I-c

930 Tahoe Building 802
lIncline Village, NV 89451-9436

Kluwer Acadentic Publishers
101 Philip Drive
Norwell, MA 02601

IPrinceton University Press
141 Williaim Street

ane S ielitfl 08540nc

_ut-te 1100
South San Francisco, CA94OW07014
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ABSTRACTS: MINISYMPOSiA AND CONTRIBUTED PRESENTATIONS
(in chronological order)

MONDAY AM

Interior Point Methods for Large Scald Quadratic HIP by branch and bound. We discuss methods used
Programming in OSL for this switch-over process.

The talk is concerned with logarithmic J.J.H. Forrest
barrier methods for large scale quadratic IBM Watson Research Centre
programming problems. Several methods for pre- Yorktown Heights, NY 10598
serving sparsity when the Hessian matrix is
sparse will be discussed, with some comparative IBM Almaden Research Centre
computational results. Several variants of the San Jose, CA 95120
conjugate projected gradient method for problems
with dense Hessians will also be discussed, again
with comparative computational results. The Degree Constrained Forest Problem
David Shanno We consider the problem of finding a maximum weight forest: that
Rutgers University satisfies given upper and/or lower bound constraints on the degree of
New Brunswick, NJ 07960 each node. This problem is NP-hard in general. We will consider
Tami Carpenter several special cases of this problem and decide for each whether it
Princeton University is NP-hard or polynomially solvable. Both algorithms and polyhedral
Princeton, NJ results will be presented.

Bruce Gamble
Primal-Dual Symmetric Formulations of the M.E.D.S. Department

i Predictor-Corrector Method for QP J.L. Kellogg Graduate School of Management
Northwestern UniversityReplacing the usual standard form with one E

allowing equality and inequality constraints as
[r well as sign-constrained and free variablesf yields problem formulationd that are primal-dual Delta-Wye-Delta Reducibility of Three Terminal Planar

symmetric and closer to industry standard MPS Graphs
form. We will report on our computational
experience regarding an implementation of the We study Wye-Delta (star to triangle) and Delta-Wye transformations
predictor-corrector variant of the one-phase in graphs. G. Epifanov in 1966, proved the Akers-Lehman conjecture,
primal-dual path-following algorithm for convex that any planar graph with two terminals can be reduced by means of
quadratic programming problems presented in Delta-Wye-Delta operations to a single edge. The last two nodes being
(almost) primal-dual symmetric form. the original two terminals. The three terminal case, also conjectured by

Akers remained open. We settle the 3-Terminal conjecture by provingR. J. Vanderbei that any 2-connected planar graph with three terminals can be Delta-Department of Civ. Eng. and Ops. Res. Wye-Delta reduced to K3, with vertex set the original three terminals.Princeton University As a consequence of this result, we characterize some classes of nonpla-
,Princeton, NJ 08544 nar reducible graphs, in particular we show that graphs not contractible

to Ks are reducible. The applications of the Delta-Wye-Dtlta method
Solving Symmetric Indefinite Systems in Interior include: shortest path and maximum flow problems, K-terminal relia-
Point Methods bility, counting spanning trees, counting perfect matchings, computing

the partition function for the sing model, knot theory, and reducibil-It is standard to solve the least squares problem ity of almost regular matroids, among other. We discuss our results
in interior point methods by forming normal in relation to some of these problems. The Delta-Wye-Delta method
equations. In this talk we discuss the use of in rare cases provides the most efficient algorithm to solve a particu-

augmented system approach to solve the these lax problem. It does however give a general framework to solve manyleast squares problems. This approach hindles problems efficiently. The results presented in this work imply efficient
dense columns naturally. We show that this

dens coumnsnatraiy. W shw tht tisalgorith-ms, for some we explicitly provide them.
approach also leads to an easy and numerically a

* stable treatment of free vaiiables. We give laidora Gitler
computational results on the problems in Dept of Combihatorics & Optimization

netlib using higher order primAl-dual University of Waterloo
methods to demonstrate the effectiveness of Water'.-,- Ontario, Canada N21 3G1
augmented system approach.

Robert Fourer and Sanjay Mehrotra MAininnim weight bases for vector spaces.
Department of IE/MS
Technological Institute The all pairs rain cut problem 6n a nonneative edge weighted graph
Northwestern University is to Mid, for eadh pair of node.,a min cut that.*eparates-the pair-.
Evanston, IL 60208-3119 We show that, ths probleifi and'others~are-spedal:caiss of the nmore

- --- geateral prohieMoof fInding a~i"Inlmtumweigh beds-for a. Vectorspace-

Switching from interior to vertex solutions in OSL a rbitramybas is isrgiven). ortseat a polnmia irThe t aio-- SubroUt Libra��ryotant (based on linear peing) for this gene

a variety of both interior po•it &An siiiplex r Ii
methods,. for linear rgaIng Many applidatiomsni
S• • solve rapidly as L•S by interior /Ntlo~ b ' "Kellogg Graduate School of Management - -. ..
require:baic solutions, e£g. for oitin'ti o Northwestern University 600

con-nu- AS: _ •_ _ !I lannnto . . . ..6.208
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MONDAY AM

Algorithmic and polyhedral results for the 2-connected Steiner Optimization Using Process Simulators
subgraph problem Chemical process simulators are used to optimize

The 2-connected Steiner subgraph problem for a given edge-weighted processes in all phases from original process
graph is to find a ninimum-weight 2-connected subgraph that spans conception through design, scale-up, and operations.
a specified subset of vertices. A special case of this problem is the Some characteristics of the NLP problem, such as
Traveling-Salesman problem. This talk discusses some algorithmic and number of variables and constraints, change
polyhedral aspects of the problem on special classes of graphs which considerably from one application to another. Other
include series-parallel graphs, graphs with no four-wheel minor, and characteristics are common to almost all applications.
Hanl, graphs. This is joint work with C. R. Coullard, R.L. Rardin, These include the nonlinear nature of the equations
and D.K. Wagner. and discentinuities, especially those caused by

changes in the state of the system.
d This paper reviews the current algorithms used inSchool of Industrial Engineering process simulation and optimization and typical

* Purdue University applications solved by optimization using process
W. Lafayette, IN 47907 simulators.

H.S. Chen and T.P. Kisala
A Concise Overview of Chemical Engineering Aspen Technology, Inc.

2Optimization Applications Cambridge, HA 02139
This talk serves to introduce the SIAM minisympo-
sium and briefly surveys the application of Large Scale Process Optimization with P" -rential
optimization algorithm tools in chemical engineer- Equations
ing. Qualitative descriptions of problems will be
given in process analysis and the development of Large Scale process optimization problem:
engineering models, design and optimization of involving differential/algebraic equations tDAE)
flowsheets and optimization algorithms applied to will be discussed. The approach used for solving
process dynamics. Also various aspects of these problems is based on using a sparse success-
chemical engineering models will be classified and ive quadratic programming (SQP) algorithm combined
summarized according to problem size and with orthogonal collocation on finite elements.
functionality; characteristics of appropriate Using orthogonal collocation allows the conversion
optimization algorithms are then discussed. The of the DAE constraints in the optimization problem
talk will therefore set the stage for more to a representative set of algebraic equation
detailed aspects of each optimization application, constraints that can be handled in the traditional
which will be addressed by speakers in this nonlinear programming format. This method has
minisymposium been applied to the real time optimization of

commercial chemical processing units. Issues in
Lorenz T. Biegler the formulation and solution of these problems
Carnegie Mellon University will be discussed.
Chemical Engineering Department
Pittsburgh, PA 15213 A.M. Morshedi

DOT Products, Inc.1613 Karenkawas Center
Theoretical Modelling of Amoco's Gas Phase Horizontal Stirred Deer Park, TX 77536

Bed Reactor for the Manufacturing of Polypropylene Resins.

Rigorous theoretical treatment of Amoco's gas phase horizontal stirred Recursive Components in Large Optimization
bed reactor allowed us to develop a mathematical model that closely Models
follows the behavior of the commercial reactor over a wide range of
operating conditions. The modeling equations derive from a funds Large models, linear as well as nonlinear,
mental kinetic mechanism of the propylene/ethylene polymerization often have many recursive equations, both
over Amoco,; proprietary Ziegler-Natti based supported catalyst. before and after a simultaneous core. Thepaper will discuss how to take advantage of
The model accounts for the effects of catalyst deactivation, cocatalyst pape wldscuse ho ton tan e advatg o f
and catalyst modifier as well as the effect of the chain transfer agents, t truces in nonina r m he otinin this case hydrgen and alkyl alumIum. The flow pattern of the a preprocessing step and during the optimi-
powder inside the horizontal reactor is modelled by a series of continu- Wiol itse and the re irementsti s
ous stirred tank reactors of equal volume but unequal mean residence will have o n the pesentato It
times. The residence times form a strictly monotonically decreasing will give etatisis on t pe rcentage of
sequence. The yield is then calculated by applying the principles of ti val models from engineertng and economics-
superposition over the train of the continuous stirred tank reactors. icalemelfed en gieein and ecoaoicsimplemented in 6AI4S, and on the savings
This analysis provides us with flexibility of performing model discrirn- that have been achieved by using the recdr-
ination studies in order top redictthe optimal number of-continuous sive structure.
stirred tank reactors that follow the behavior of the commercial unit
over a wide rage of opemtng-coditions. Fvrther extension of the Arne Stolbjerg Drud
model to permit optimization of the catalyst activity while reducing APKI Consulting and Development A/S
temperature gradients insde the reactor has led to triovd mbied Bagsvaerdvej 246 A
-in 1itne a •o•i iri~h~i-ver•s.-- DK-2880 Bagsvaerd
tigation and will be the focis 4f this presentation.

Dr. Mike Caraotos Numricalexperience with LANCELOT (Release A) im lar
Amoco Chmical Company se.a.r nsc~aie ýin• ro'am . .
Polymers Research and Development- The.fieldl rogeslnleapg
Post Office Box 3011 beh n .. fl," '
Naperviliderallinonsthe past five yiatit due to the combne --

tionera and the ongoing progress in algozthiidampg. 11*~ LANCELOT

A2
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MONDAY AM

project is a joint project of the authors whose purpose is to develop time and computing resources. These problems often arise in engi-
suitable theory, algorithms and software for the general (nonconvex) neering disciplines where the objective function must be evaluated via
nonlinear programming problem in a large number of variables. The large scale simulation programs such as the finite element analysis. The
talk will concentrate on the last aspect of the project and report some three main design objectives of POSM are: (1) to eliminate the need
numerical experiments with the first version of the LANCELOT pack- for the derivatives of the objective function; (2) to minimize the linear
age on a wide collection of problems, both academic and arising from search steps when needed; and (3) to converge in as few iterations as
piactical applications. Some conclusions on the relative merits of var- possible. In addition to achieving all these objectives, POSM is also
ious algorithmic options will be drawn and software perspectives out- very robust to the perturbations on the initial condition, as well as the
lined. evaluated objective function, Tested on a set of "difficult" benchmark
SA. Conn (IBM Watson Research Center, USA) problems, POSM successfully solved all the problems, while other twoN. Gould (Rutherford AppletoR Laboratory, GB) state-of-the-art packages failed many of them.
Ph. Toint (FUNDP, Belgium) (speaker) ShaoWei Pan, Yu Hen Hu

Dept. of Electrical and Computer Engineering
Singularities in Large-Scale Structural Optimization University of Wisconsin - Madison, WI 53706

Email: Pan@ece.wisc.edu
Singularity conditions associated with rank deficient, behavior con- Phone: (608) 262 9205
straint gradient matrices can arise during structural optimization. These
degrade the performance of large-scale, optimal structural design codes.
Examples of the types of singularities which arise and a description of A Comparison of Some Methods for Estimating Rate
a framework in which they can be recognized, and thus avoided, will Constants in Chemical Kinetics
be presented. Singulari- ties can be identified by examination of the Estimation of unknown rate constants in chemical
stress-displacement relations, and the compati- bility conditions de- kinetics is an application of nonlinear least
rived in the Integrated Force Method of Structural Analysis. The pro-posd etodwil b ilutrtedwih umricl xapls.squares problems, where the model function is
posed method will be illustrated with numerical examples. defined by a system of ODE' s, usually stiff. We
James D. Guptill present here a comparison of different ways of
Computer Services Division MS 142-2 formulating and solving the optimization problem.
NASA Lewis Research Center The standard approach, which can take advantage of
21000 Brookpark Road stiffness, is to let an ODE-solver compute the
Cleveland, OH 44135 value of the function to be minimized in each
Surya N. Patnaik iterative step of the optimi-ation procedure. An

alternative apcl -eRdfeecStructural Mechanics Branch MS 49-8 appaproximca f. difference n
NASA Lewis Research Center approximation of " .. • "onstrained non-
21000Brookpark Road linear least squaees pri' , method has theCleveland, Ro 441a3vantage that it mak, compute deriva-Cleveland, OH 44135 tives with respect •meters
Lasrlo Berke The testbatch consib , ;ly sized
Structural Mechanics Branch MS 49-M artificial and real wl,. .4s. The testruns
NASA Lewis Research Center have been performed witi, .,ATLAB-system, in
21000 Brookpark Road which a function library, diffpar, has been
Cleveland, OH 44135 developed for this kind of problem.

The Design of a Large-Scale NLP Code Per-Ake Wedin
Institute of Information Processingfor Trajectory optimization Problems University of Umea

In this talk we describe the design of a nonlinear programming (NLP) S-901 87 Umea, SWEDEN
algorithm to facilitate the solution of large-scale parameter optimiza- Lennart Edsberg
tion problems arising from the collocation of trajectories. In a colloca- Denart odsb erg
tion approadh, a discretization is applied to the differential equations and Computing Science
and mission constraints to obtain a parameter optimization problem. ai
As is typical iu the collocation approach of solving boundary value Royal Institute of Technology
problems, these parameter optimization problems involve many van- S-100 44 Stockholm, SWEDEN
ables and constraints, but are sparse. Various techniques to reduce
the computational cost can be employed, such as the exploitation of On the EM Algorithmm and a Generalization
sparsity and adaptive mesh strategies. The focus of this talk will be
on the redesign of a generalized reduced gradient algorithm to exploit of the Proximal Point Method

the modified almost block diagona structure of linear systems arising The EM algorithm is a very well
during the constraint solving phase of the NLP code. Numerical re-
suits for an experimental trajectory optimization code based on the known method for computing maximum
Hermite-Siinpson collocation method will be Oresented. likelihood estimates, appearing in

several important applications likeKTBrerospW.Hae opatn andW.Yeunemission computed tomography, factor
The Aerospace Corporation
P.O. Box 92951 analysis, finite mixtures computation,etc.
Los Angeles. CA 90009 On the other hand, the proximal point

algorithm (PPA) is an6ther important

POSM-ANon°fiearOptimikationProgramSukalbieforFn- mett-nd for solving general optimization--
gineermn problems using a sequence of regularized
We present a novel, efficient, nonlinear constrained optimization pro- subproblems.
-amcalled POSM whh stands for the Psdo Objeti4mfumctibn In this work we 'show the close
Substitution-Method. POSMeignedpdfi~alfrfort.so im.. relations existing between the EM |
€ ear least uar-eivtip tioaprble bf hch thi iaionofthe• algorithm and some generalization of the,,

-- - •objective function and its derivatives areiry c6itly i6 tfiis of th - PPA.
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ALVARO RODOLFO DE 2IERRO tions of the same tlgorithm on a shared memory

Universidade Estadual de Campinas vector architecture, (Alliant FX/8) and of
Instituto de Matematica, Estatlstica e interior point algorithms implemented on an IBM

Ciencia da Computaao - IMECC 3090-600S vector supercomputer.

Departamento de Matematica Aplicada Jill Mesirov
C.P. 6065 - 13081 Campinas, S.P. Mike McKenna

Brasil Thinking Machines Corporation
245 First Street

Cambridge, MA 02142
Experimental Data Integration in Large Scale
System Analysis Stavros A. Zenios

University of Pennsylvania
In complex flow systems such as the Space Shuttle Philadelphia, PA 19104
Main Engine (SSME), reconciliation of
experimental data with predictions based on 4
theoretical analysis is a difficult -ask. Massively Parallel Solution of Quadratic Programs via Sue-
Although heuristic integration methods are common cessive Overrelaxa' ,n
such techniques lack a firm statistical
foundation. More robust reconciliation schemes In this talk we will discuss serial and parallel successive overrelaxation
are needed for accurate performance prediction. (SOR) solutions of specially structured large scale quadratic programs

with simple bounds. By taking advantage of the sparsity structureThe speaker will describe a generic optimization of the problem, the SOR algorithm was successfully implemented on
strategy for the systematic integration of two massively parallel Single-Instruction-Multiple-Data machines: a

experimental data in large scale system analysis. Connection Machine CM2 and a MasPar MPI. Computational results
discussed, and the results of SSrE flow system for the well-known obstacle problems show the effectiveness of the
dayiscssed andthe res uldts oftegrMt flow sytem algorithm. Problems with millions of variables have ueen solved in a
ana ise ithd tfew minutes on these massively parallel machines, and speedups of 90or
presented.

more were achieved.
L. Michael Santi Renato De Leone
Christian Brothers University Center for Parallel Opti.rization.
Mechanical Engineering Department Computer Sciences Pepn ' -a.
650 East Parkway South University of ViscI - N •I ison.
Memphis, TN 38104 1210 West Dayton St lison, WI 53706 phone: (608) 262-5083

John P. Butas FAX, (608) 262-97
National Aeronautics and Space Administration email: deleonedcs
George C. Marshall Space Flight Center Mary A. Tork Roth
Propulsion Laboratory - EP52 Center for Parallel Optinization,
Marshall Space Flight Center, AL 35812 Computer Science Department,

University of Wisconsin Madison,
1210 West Dayton Street. Madison. WI 53706Bounded Least Squares for PETeahtokohs•sed

quaresemail: torktoth~cs %% isc.edu
The image reconstruction problem in positron emission tomography
can be written as a large linear least squares problem subject to non-
negativity constraints. There are hundreds of elements that will even- On the effects of scaling on Projected Gradient
tually be zero, but it is not important to distinguish between small and Methods for Solving Bound Constrained Quadratic Program-
zero. The important information is in the large elements. Projected ming Problems
gradient techniques and active constraint techniques sp-nd too much We consider the bound constrained quadratic programming problem
time determining which elements are at bound. A better approach minrla- luTAu - uTb subject to c < u < d. Here A is an n x n
uses a projective transformation and solves the least squares problem symmetric matrix, b,c, and d are known n-vectors. We have investi-
with preconditioned conjugate gradientswith a diagonal preconditioner gated projected gradient strategies for this problems. In this paper,
containing an approximate distance to the constraints, we give reasons why such strategies will tend to be well behaved for

Linda Kaufman positive definite matrices A. Moreover, we show why diagonal scaling
Room 2c-461 will greatly improve this behavior. We present bounds on the difference

Bell Labs between the optimal stepsize for the gradient direction and the optimal
Murray Hill, N.J. 07974 stepsize for the projected gradient direction for positive definite A. We

show that diagonal scaling will improve that bound and that the bound 4
b 7articularly good for generalized diagonally dominant matrices. We

Data Parallel Quadratic Programaing with 7resent computational results from the journal bearing problin which
Box-Constrained Problems demonstrate the effects of scaling of convergence.

We develop designs for the massively parallel Jesse L. Barlow
solution of quadratic programming problems subject Computer Science Department
to box constraints. In particular we consider the The Pennsylvania State University
class of algorithms that iterate between projec- University Park, PA 16802
tion steps that identify candidate active sets, F-mail: barlow@cs.psu.edu..
and Newton-liha stepe- tiii explore the working Tlephonae 81"483-1705 . -

space. FAX: 814-865-3176 1.
Implementations are carried out on a Connec- Gerardo Toraldo " .

tion Machine 14-2. They are ihownr to be very Ufih ita y de --B mu.-
.... I-m-oiewk -At9---

efficient In solvilng lagepolm i-t~--
* ~~~~~360,000 vrarlables. The massivel paralle ipa-Enal~OAD@ZX5aEAI

mentation outperforms aigmo1ficintly Iniplementl' 19bephone: 0144 8l4%14 996-
5 - �FAX: 01149-81-551-M355
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A Truncated SQP Algorithm for Large Scale Nonlinear Pro- Constrained Optimization Algorithms Using Limited Memory
gramming Problems Methods

In this paper we propose an SQP algorithm for the inequality con- In optimization problems where the number of variables is too '
strained nonlinear programming problem. The emphasis here will be
on two aspects of the general procedure, namely, the approximate solu- large to allow a full Hessianapproximatlon to be sto-ed, limited
tion of the quadratic subprogram and the need for an appropiiatnieerit memory methods generate a quasi-Newton approximation to the
function. We first describe an appropriate merit functioh for the in- Hessian reflecting only the most recent updates, with a great sawv
equality constrained problem and an (iterative) interior-point method ings in storage. These methods have proven very effective for 14
for solving (approximately) the quadratic subproblenm. We then show unconstrained optimization. In this talk we consider some issues in
that the approximate solution yields a descent direction for the merit adapting limited memory methods to solving large scale bound
function. An implementation of our algorithm is suggested and some •funterio. A t i eplementation ourlgconstrained and generally constrained optimization problems. We
numerical results are presented.

make use of a new compact closed form representation for limited
memory quasi-Newton matrices that facilitates operations withNational Institute for Standards and Technology, Gaithersburg, MD cun s

Jon W. Tolle con . We discuss an algorithm for bound constried optim-
University of North Carolina, Chapel Hill, NC ization that uses this representation with significant savings in

linear algebra costs. We also consider the use of limited memory
A direct search method that employs quadratic approximations in a successive quadratic programming method for %

model functions general constrained optimization.

Recently the author extended the Nelder and Mead simplex method to Richard H. Byrd
constrained optimization calculations by constructing linear models of Computer Science Department
the objective and constraint functions, these models being defined by University of Colorado
linear interpolation at the vertices of the current simplex. Excellent
accuracy can be achieved, but usually the number of iterations is high Boulder, Colorado 80309
due to the unsuitability of linear models when curvature is important. Jorge Nocedal
Therefore we aduress the idea of defining quadratic models by inter- Dept. of Electrical Engineering and Computer Science
polation at J(n+l)(n+2) points, where n is the number of variables.
A way of picking and updating the points is described that maintains
nonsingularity of the interpolation equations. Further, some numerical Evanston, mlinois 60208
results compare this technique with other methods.

Control System Radii and nonstandard OptimisationM.J.D. Powel obl
University of Cambridge
Dept of Applied Maths and Theor Phys The development of numerical methods for control
Silver Street of systems governed by partial differential
Cambridge, CB3 9EW, England equations often makes use of finite element,
Telephone: (England) 223-337889 finite difference or Galerkin schemes to produce
Fax: 223-337918 a finite dimensional "design model". Once this

finite dimensional "approximating" control system
is constructed, numerical or linear algebra

An Interior Point Algorithm for Nonlinearly algorithms ure used to solve the corresponding
Constrained Problems finite dimensional control problem. The

We describe an extension of the primal-dual numerical conditioning of the finite dimensional
interior point LP algorithm to large sparse NLP's control problem will depend on the choice of the
of general form. It applies the equation solving approximation scheme as well as the type of
procedure of Duff, Nocedal. and Reid to the Kuhn- control problem tc be solved. Control system
Tucker conditions of a barrier problem, so each radii often provide a measure of the conditioning
trial step is computed by solving an LP. Options of specific control problems. In this talk, we
investigated include predictor-corrector variants, discuss several nonstandard optimization problems
and second order corrections for speeding up the that occur when one attempts to compute control
equation solver. Second derivatives are required, system radii for Galerkin approximations of
and we discuss how these may be obtained and infinite dimensional control systems.
manipulated, when coupled to an algebraic John A. Burns
modeling language like GAMS. Computational Kimberly L. Oates
results are provided for an implementation using Interdisciplinary Center for Applied Mathematics
IBM's OSL simplex LP code. Department of Mathematics
Prof. Leon Lasdon and Prof. Gang Yu Virginia Polytechnic Institute
both have the following address: and State UniversityS~Blacksburg, VA 24061
Department of Management Science and a b6

Information Systems Gunther Peichl
Cbllege of Businass Administration Institut fur Mathematik
The University of Texas at Austin Uiversitat are
Austin, TX 78712-1175 A-010 Graz,.AUSTRIA

Prof. John C. Aaummer fig
Department of Cmputer Information Systems o M dei gn

and Administration Sciences We discuss air-.optimization. algorithm for -use in -
Southwest Texas State Uniiversity !#FTd~g -Tirslig c6de-- is- ted t im
San Marcos, TX 78666 conjuctibn-with a GaAs MESFZETmodel (TEFLON) in a

widely distributed-CAD, pac ge for, 1jicipwave o. '|
semicbmtiuctor deVices.; -T-he n-di 4e3io iil
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functions to be optimized have two levels- of of the function, this approach does not appear to
structure. A simple larger level, and a finer be feasible. Instead, we will introduce an
level of structure which imposes a rough surface extended proximal point algorithm. This method is
on the basin. This rough surface gives the no more difficult to implement than the classlca:
problem many local extrema. The algorithm is a PPM and yet, under mild conditions on the problem,
projected quasi-Newton method which uses a is superlinearly convergent. When applied to con-
decreasing sequence of finite difference steps to vex programming and min-max convex-concave pro-
avoid local extrema and approximate the global gramming, this method shows encouraging numerical
minima as well as possible. risults compared with the classical PPM.

P. Gilmore & C.T. Kelly Maijian Qian
Department of Mathematics Department of Mathematics
North Carolina State University University of Washington
Box 80205 Seattle, Washington 98195
Raleigh, NC 27695

Some Recent Results (.n Proximal-like Methods in
Optimization Techniques 'or Molecular Structure Determina- Convex Optimization
tion

Proximal-like minimization methods can be
An important area of research in somputational biochemistry is the constructed by replacing the usual quadratic
design of molecules for specific applicationa including, for example, the regularization kernel with kernels which are
treatment of cancer. The design of tLese chemicals depends on the typically entropy-like in form. This approach
accurate determination of the st-ucture of biological macro-molecules. leads to several interesting algorithms for
The underlying assumption in this problem is that molecules assume solving convex programs. This talk wilt. report
the structure of lowest free energy which reduces the problem to a on some recent progress on convergence analysis,
global minimization problem. However the large number of local mmin- new variants and potential applications of these
ima makes this an extremely difficult problem for all standard opti- proximal-like methods.
imization methods. We will discuss several approaches to this problem,
including a genetic algorithm, a Nelder-Mead simplex method, and a Marc Teboulle
Newton method, along with numerical results. Department of Mathematics & Statistics

icuUniversity of Maryland
S Michael E. Colvin, Richard S. Judson, Juan C. Mea, Baltimore County Campus
Sandia National Laboratories, Livermore, CA Baltimore, HD 21228

Velocity Estimation: A Difficult Convergence Rates of Proximal Point Algorithms
Nonlinear optimization Problem for Convex Minimization
from Seismology

Traditionally, the convergence analysis for the proximal point algo-
The estimation of velocities in the rithm (PPA) for the minimization of a convex function f : R"-.
earth from seismic waveform data is a RU{oo}hasbeenstudiedintermsofthedistances l+lzk -khI,
difficult and still uncompleted task where xA is the kth iterate. In this talk, we show that global
in geophysical data processing. Straight- estimates can be obtained in a simple manner for the residual
forward formulations of velocity f(zt) - minf, without any restrictive assumptions on the func-
estimation as a best-fit problem are tionf.
plagued by severe computational diffi- We first obtain such estimates for the classical PPA method. It is
culties: local (Newton-like) optimi- also shown that the trajectory of the PPA is asymptotically inat-
zation algorithms simply fail- to yieldasohwtattrecootePiaypoiclin-usft resulto . thins s taly wl rev iewd tinguishable from acontinuous trajectory. This fact throws light inuseful results. This talk will review '

the efficiency of some aggressive stepsize selection rules employed
the reasons for the failure of best-fit intheliteature.S~via Newton, and outline a modificationvia-h Newton, and routlineha modiatonal We then propose an acceleration of the classical PPA, using some
to the best-it ideas of Nesterov. This algorithm has close connections with the
t l iconjugate gradient algorithm of Hestenes and Stiefel.

William W. Symes Osman Guler.
Department of Mathematical SciencesOsaGue
Dpre n oaFaculty of Technical Mathematics and InformaLics

R eUnivesity Delft University of TechnologyP.O.B. 1892 fMekelweg 4, Room 6.14
Houston, TX 77251 2628 CD Delft

THE NETHERLANDS
Newton-like Proximal Point Method: Convergence
Sand Application Partial Proximal Algorithms and Partial Methods

The Proximal Point Method (PPM) has long been of Multipliers: The Quadratic and Entropy Cases
noticed as one of the attractive methods for exe
convex programming and mn-max convex-concave cization algorithm-vhere only some of the- mini-Sp ~~~~rogramming. Yet, the classical -ltypically...•atoagrthweeolys o emtT_(
exhibits Yet, tre soca keypquetio mization variables appear in the quadratic prox-
exhibits slow convergence so a key question einal term. We interpret the resulting iterates
concerns how-the convergence of the method can bi terms of the iterates of the stadard algo--

rithm and we" show i u-nifoirm descent property,-
equivalent tOVthe steeestdescent method for _ -

miniizig a ertin dff~ntiale m~ic~onwhich holds independently of tbeprpimial terms
associated with the�b�1�~ % Th -l_-oe • ,to used. This property- is used to-i-ve -'simbe csSa p l~ l Y s • :0 r d 6 ': ' • : t o " t fi l f~ rl e t h i s -v e rg e z n ee p r o o f s o f p a r a l l e l a ! g • i ~ r • •: o '

apy scod drethdoifunction unfrtuately, owng to thcmpleity multple processors simultaneously execute p roxi-- •.--- ~imal iterations using different partial- prokliva•-•

AO terms.
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Dimitri P. Bertsekas, Department of Electricral Annick Sartenaer
Engineering and Computer Sclence, Massachusetts F.U.N.D.P.
Institute of Technology, Cambridge, MA 02139. Departement de Mathemadique

Paul Tseng, Department of Mathet .Ltics, University Rampart de N a Vierge 8
of Washington, Seattle, WA 9819 ,. B-SC00 Namur, eelgtque

A Generic Auction Algorithm for the Minimum Cost LSNNO, a FOILTRAN Subroutine tor Solving Large-scale

gNetwork Flow Problem Nonlinear Network Optimization Problems

in this paper we broadly generalize the assignment We describe the imrniementation and testing of LSNNO. a new FOG-

auction algorithm to solve linear minimum cost TRAN subroutine for solving large-scale nonlinear network optimiza-

network flow problems. We introduce a generic tion problems. The implemented algorithm applies the concepts of

algorithm, which contain. as special cases a partial separability and partitioned quasi-Newton updating to high-

nunmbr of interesting algorithms, including the B- dimensional nonlinear network optimization problems. Some numerical

relaxation method, the auction algorithm for results on both academic and practical problems are reported.
transportation problems, a new network auction Daniel Tuyttens
algorithm, and a new algorithm for the K node-dis- Faculte Polytechnique de Mons
joint shortest path problem. We provide a broadly Departement de Mathematique -t de Recherche Operationnelle
appiicable complexity analysis of the generic Rue de Houdain, 9
algorithm, and we demonstrate the performance of 1-7000 Mons, Belgique
various special cases of the algorithm via com-
putational experimentation. Classification Tree Optimixation by Simulated Annealing

Dimitri P. BertsekasDepartment of electrical Engineering This research investigates a new approach to the design of classifica-
and Computer Science tion trees. Trees have application in such areas as diagnostic systems,
Massachusetts Insitute of Technology the design of data processing algorithms, pattern recognition, and ex-

pert systems. Current methods of tree design that guarantee optimal
Cambridge, MA 02139 solutions, such as dynamic programming, are not practical since re-

David A. Castanon quired storage and/ or CPU time grow exponentially with problem
Department of Electrical and size. Greedy algorithms, based on Information Theory, while being
Computer Engineering fast, do not guarantee optimality and do not easily accommodate con-
Boston University straints. Our research applies simulated annealing to f.nd tree designs
Boston, MA 02215 that are optimal or near-optimal with respect to arbitrary cost criteria.

{ Richar ~d Sucy "

An Efficient Implementation ot a Network Interior Point University of Southern California
Method Los Angeles, CA, and

OLNET, an efficient implementation of the dal affine scaling algorithm The Aerospace Corporation

for minimum cost capacitated network flow problems is described. The P.0. Bo. 92957
efficiency of this implementation is the result of three factors: the Los Angeles, CA 90b09

small number of iterations taken by interior poipt methods; efficient Raymond S. DiEsposti
solution of the linear system that determines tl,e ascent directior using The Aerospace Corporation
a preconditioned conjugate gradient algorithm* and a strategy used
to stop the algorithm with an optimal primal vertex solution. The Ensemble Simulated Annealing for Parallel Architectures
combination of these three ingredients results in a code that can solve Ant adaptive implementation of simulated annealing for parallel archi-
minimum cost network flow problems haing hundreds of thousands tectures is presented. The imp!ementation uses ensembles of random
of .ettices in a few hours on a MIPS R3000 processor. whereas the walkers, i.e. many idontical copies of the problem running neatly inde-
a network t.m~lex implementation requires several days. Extensil.e pendently. One proecmsor (the master) collects values of the first two
computational experiments compare DLNET with N r.iLO moments of the energy and adantively adjusts the temperature and the

Mauricio G.C. Resende ensemble size. The other processors perform independent simulated an-

AT&T Bell Laboratories. Murray Hill. NJ nealing and share only a common temperature. The implementation is

Gv.raldo Veiga. easily adapted to different problems and different parallel platforms.

University of California. Berkeley, CA Peter Salamon, Luqing Wang, Andrew Klinger, and Yaghout Nourani-
Department of Mathematical Sciences

A Class of Trust Regiou Algorithms for Optimization Using San Diego State Universify

Inexact rrojectians on Convex Constraints: Application to San Diego, CA 92182

the Nonlinear Network Problem
The Demon Algorithmi

A class of trust region based algorithms is presented for the solution
of nonlinear optimization problems with a convex feasible set 111. At A generalization ofsirwaaed annealing is introduced. The algorithm is

wriau, with previously published analysis of t his type, the theory pre- constructed in analogy to the action of MaxwellUs Demon and has been
the uof gthe motivated by an iniormation-theoretic analysis of simulated annealing.

-dalgorithmslOdofnot requireu theeexplicitncomputation of the prjete The algorithm is based on an ensemble of identical systems that are

gradient, and can therefore be adapted to cases where the projection annealed in parallel The ensemble evolves according to a sequcy c.
onto the feasible domain may be expensive to calculate. The talk will target distributions with the aim of ending up in a distribution that
concentrate on the application of a particular practical algorithm of Is concentrated on optimal solutions. The algorithm is based on cut-
thecclasstto the solution of t n arti or probl ansom lective moves and has been implemented for graph bipartitioning andS the clams to the solution of the nonlinear network problem and some
L••umerteal experiments will be reported. seismic deconvolution Its performance is compared with conventional

simulated annealing and P downhill search algorithm. 121

[1] A.R. Conn, N.I.M. Gould, A. S-tenaer and Ph. L. Toint, 'Global Theo Zimmermann and Peter Salamon
convergence of a dcam of trust region algorithms for optimization Department of Mathematical S

using inexact projections on convix const.. ints", (submitted to San Diego State l.nitersity

SIAM Journal on Optimization), 1991. Sap Diego, CA 92182
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Beamforming with Simulated Annealing Hongyuan Zha
Beamforming is an excellent application of simu- Computer Science Department

lated annelaing because the number of parameters Stanford, CA 94305

is large and it is possible to compute energyS

changes efficiently. The unknowns include the
directions and discretized time series of the Preconditioned Iterative Techniques for Sparse Linear Algebra
sources. Performance may be improved be including
additional unknowns such as the contribution of Problems Arising in Circuit Simulation

noise or corrections to the locations of receivers. The DC operating point of a circuit may be computed by track-
The cost function is parabolic in each of the time ing the zero curve of an associated artificial-parameter homo-
series parameters. Improved efficiency is topy, and it is possible to devise curve tracking algorithms for
achieved by accepting uphill perturbations only such homotopies that are globally convergent with probability

for the non-pa:abolic parameters. Beamforming by

optimization significantly outperforms conven- one. These algorithms require computing the one dimensional

tional beamforming methods in which all of the kernel of the Jacobian matrix of the homotopy, and hence the

unknowns are collapsed to a single steering para- solution of a linear system of-equations. These linear systems

meter. A smaller receiver-to-source ratio is are typically large, highly sparse, nonsymmetric and indefi-

required and it is easy to benefit from a priori nite. A number of iterative methods, including Craig's method,
information. Results will be presented for real GMRES(k), BiCG, QMR and LSQR, are applied to a suite of
and simulated acoustic data, including cancella- test problems derived from simulations of bipolar circuits. Pre-
tion of noise from a horizontal array towed in the conditioning can have a significant impact on the performance
ocean and extraction of a single speaker from a of these methods, and several techniques are considered, in-
crowd. cluding ILU and variations, and block diagonal preconditioners.

Michael 0. Collins and W.A. i. _)erman Timings and convergence statistics are given for each iterative
Naval Rvsearch Laboratory method and preconditioner.
Washington, DC 20375 William D. McQuain, Calvin J. Ribbens,

and Layne T. Watson

A Sparse Updating Approach to Problems in Column Block Department of Computer Science
Angular Form Virginia Polytechnic Institute & State University

We propose a basis-updating technique for active set methods for the Blacksburg, VA 24061-0106

special case that the constraints are in column block angular form Robert C. Melville
(CBAF) CBAF occurs in time-series and other partitioned problems. AT & T Bell Laboratories
Our updating approach is based on an orthogonal factorization and 600 Mountain Avenue
has the special property that the CBAF structure is preserved after an Murray Hill, NJ 07974-2070
arbitrary number of pi-ots. The algorithm allows block parallelzation
and indivcdual block reinversions.

Juli NISter. Uiveritvof So PuloGraph coloring and
Julo M Stern. University of Sao Paulo the estimation of sparse Jacobian matrices
Stephen A. Va~asis. Cornell Umnersity using row and column partiti,,...r g

It is well known that a sparse Jacobian matrix can be estimated in

A New Iterative Method for Solving Symmetric Indefinite much less function evaluations than trie number of columns by using

Linear Systems Arising in Optimization the CPR technique. The CPR method estimates a group of columns
using one function evaluation. An often cited example by S. Eisenstat

Many optimization algorithms, such as interior-point methods for lin- shows that if the rows of the matrix are partitioned in two blocks then
ear and nonlinear programs or sequential programming methods for fewer function evaluations is needed. In this talk we will discuss a
constraind nonlinear programs, require the solution of Kuhn-Tucker direct method to estimate the Jacobian matrix and show the relation-
optimality conditions. Typically, this leads to linear systems with sym- ship between grouping together both rows and columns and the graph
metric, but highly indefinite coefficient matrices. Often, these systems coloring problem. We will also discuss an implementation of the direct
are very large and sparse and it is attractive to use iterative techniques method.
for their solution. Unfortunately, existing algorithms for symmetric
systems, such as SYMMLQ and MINRES, usually converge slowly for Urond Steihat g and A.K.M.Shahadat HossaBn

highly indefinite matrices. Furthermore, these schemes can be used Ueparty of Bergen

only with positive definite preconditioners, which l-aves the systems Department of Informatics
highly indefinite. In this talk, we prpose a new iterative method for H0yteknologisenteret

solving symmetric indefinite linear systems, which can be combined
with general symmetric preconditioners. The algorithm can be inter-
preted as a special case of the QMR approach for non-Hermitian linear Toward Probabilistic Analysis of Interior-Point Algorithms
systems, which was recently proposed by Freund and Nachtigal, and, for Linear Programuing

like the latter, it generates iterates defined by a quasi-minimal residual We propose an approach based on interior-
property. The proposed method has the same work and storage re- point algorithms for linear programming (LP). We
quirements per iteration as SYMMLQ or MINRES, however, it usually show that the algorithm solves a class of LP t

converges in onsiderably fewer iterations. Numerical experiments for problms in strongly polynomial time, O(Iqlog')-
linear systems arising in optimization problems are reported. iteration, where each iteration solves a system of

linear equations with 'Lovariables. The statistical
data of the soluti6ns-of the NETLIB problems seemResearch Institute for Advanced Comn- uter Science
to indicate that most of these problems are in

Mail Stop Ellis t this class. Then, we show that some. random- LPI~NASA Ames Research Center
Moffett Field, CA 94035 problems, with high probability (probability
NAA iconverges to onie as -rL approaches infinity) 9 are

in tise class. These rahdom problemis include

hBorgadts and toibd's utioniiti odels with

the Gauss distribution.
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Yinyu Ye John M. Mulvey
Departrew't of Nan enont Sciencr3 Department of
Colle£i of 8usin24$ Acinistrý n D r n f vi Engineering
The th."2rslty of Im." and Operations Research
Iowa Ci.y, 1;, 5222 Princeton University

Princetoa, New Jersey 08544

An Artifcial Self-Dual Linear Program. U.S.A.

How t, ýaitiate primal-dual interior point algorithms for "Decomposition and Robust Optimization"
linear programs is an important issue. One approach is We have been working for some time onto construct an artificial primal-dual pair of linear pro- decomposition approaches to solving a class
grams having known interior feasible solutions. Another of robust optimization problems that arise
is to modify primal-dual interior point algorithms so as to in stochastic programming. In this lecture
start from infeasible or exterior points. The latter leads we will outline the underlying mathematical
to a so-called primal-dual exterior point algorithm. We techniques involved, and will describe someof the numerical work we have done to implement
introduce an artificial self-dual linear program for which these techniques. We will also give some
we can adapt many primal-dual interior point algorithms, sample numerical results to illustrate the
and discuss its relations to the exterior point algorithm. performance of these decomposition methods.

Stephen M. Robinson Rnd Bock Jin Chun
Masakazu Kojima: Dept. of Information Sciences, Tokyo Department of Industrial Engineering
Institute of Technology, Oh-Okayama, Meguro, Tokyo University of Wisconsin - Madison
152, Japan 1513 University Avenue

Madison, V'I 53706-1572
Nimrod Megiddo: IBM Research Division, Almaden
Research Center, 650 Harry Road, San Jose, CA 95120- "Robust Optimization: Massively Paraliel
6099, USA Solution Methodologies"

Shinji Mizuno: The Institute of Statistical Mathematics, We will discuss strategies for 'esigning
S4-6-7 Minami-Azabu, Minato-ku, Tokyo 106, Japan a variety of algorithms for the solution of-a M u 0robust optimization problems on massively

Akiko Yoshise : Institute of Socio-Economic Planning, parallel architectures. One of the key
attractive features of the algorithms is thatUniversity of Tsukuba, Tsukuba, Ibarald 305, Japan (t)athe ares ad henceh as the(1) they are scalable and, hence, as the

problems get larger they can exploit an
On the Convergence of the iteration Sequence in increasing number of processing elements, and
Primal-Dual Interior Point Methods (2) they conform to the paradigm of data-

level parallel programming. We will discuss
Speaker: Richard Tapia, Rice University our experience with one of the algorithms

(No abstract received at the time this Program implemented on the Connection Machine CM-2.
went to press). Stavros A. Zenios

, Decision Sciences Department
Suite 1300 Steinberg-Dietrich HallEllipsoidal trust regions and prox functions for linearly con- The Wharton School

strained nonlinear programs University of Pennsylvania

Trust region methods for inequality constrained optimization have been Philadelphia, Pennsylvania 91904-6366
successfully developed mostly for simple constraints, using as trust re- U.S.A.
gions the intersection of spheres and the feasible set. We-approach lin-
ear constraints using interior points and ellipsoidal trust regions that "Robust 3ptimization: Interior Point
change size and shape simultaneously to deal respectively with preci Solution Methodologies"
sion of the model functions and adaptation to the interior of the feasible
region. In this talk we study the global convergence of the resulting Interior point methods for quadratic
algorithms both for convex and nonconvex problems, discussing the programming generally outperforms other
relationship of trust regions and prox functions, methods on very large scale specially

structured problems. An excellent exampleClovis C. Gonzaga of such problems arises in the area of
COPPE - Federal University of Rio de Janeiro robust optimization. In this talk, -we
Cx. Postal 68511, 21945 Rio de Janeiro, RJ, Brazil will describe our experience solving very
e-mail gonzaga@brlncc.bitnet. large robust optimization problems using

LOQO, which is an in:erior point code we
"General Modeling Framework for Robust have developed for quadratic programming"G n r l M d ln"ra e ok f r R b s problems.
Optimization"

Robust optimization provides a systematic, Robert J. Vanderbei
practical approach for handling inaccuracies Princeton University
which occur in real-world data. Two forms of D partment of Civil Engineering
robustness are proposed: feasibility, and mnd Operations Research

f objective function. The framework encompasses Princeton, New Jersey 08544
Sseveral classical methods for noisy data. U.S.A.

The resulting models are large-scale nonlinear
programs, whose structure can be exploited
by parallel/distributed algorithms.
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Semi-Definite Programaming: Duality Theory, Eigenvalue Bounds for Eigenvalues and Singular Values of Matrix
Optimization, and Combinatorial Applications Completions

We consider the problem of minimizing a linear function of a symmetric Two kinds of completion problems are discussed:
matrix X, subject to linear constraints on the matrix and the additional
condition that X be positive semi-definite. Formally, we solve the semi- Identification of the least upper bound and of tbe greatest lower
definite programming problem (SDP): bound for the p-th eigenvalue of hermitian completions of a given

n x n partial matrix (the eigenvalues of a hermitian matrix are
min{C.X :X >- 0, Ai X = bi for i = 1,..--,m) arranged in the non-increasing order).

where "e" indicates the inner product of matrices (that is, A * B = . identification of the greatest lower bound for the p-th singular

EAij Bq = traceATB), and X ý- 0 means X is positive semi-definite, value of completions of a given m × n block triangular partial ma-
We will develop a duality theory for this problem, and show that this trix (again, the singular values are arranged in the non-increasing
theory is quite similar to duality in linear programming. We wii also order.
derive a "complementary slacknese theorem analogous to linear pro- The first problem is an extension of the results on positive completions
gramming. Furthermore, we will show that various eigenvalue opti- (see H. Dym and 1. Gohberg, Linear Algebra Appl. 36 (1981), 1-24
mization problems are special instances of the SDP problem. The and R. Grone, C. ft. Johnson, E. M. de Sa and H. Wolkowitz, Linear
most general form is: Algebra AppL 58 (1984), 109-124).

min {mmAr(X) + -. -+ mnkA&(X) : Ai * X = bi, for i = 1,.- -, m) The second problem may be viewed as an extension to other singular
values of Parrott's theorem (S. Parrott, J. Funct. Anal. 30 (1978),

where m1 >_-- _> m _0 are given constants and Ai are given matri- 311-328).
ces. We will derive dual problems and complementary slackness results The Toeplitz case will also be discussed.
for these problems as well. Finally, we will demonstrate some applica-
tions of the SDP problem in combinatorial optimization, in particular, The talk is based upon joint work with I. Gohberg, L. Rodman, and
in maximum clique, graph partitioning, and the largest k-partite sub- T. Shalom.
graph problems. Hugo J. Woerdeman

Farid Alizadeh Department of Mathematics
University of Minnesota The College of William and Mary

Minneapolis, Mn, 55455 Williamsburg, Virginia 23187
S e-mail: alizadsh@es.umn.edu

e-ai:alzuAdvantages of Differential Dynamic ProErammint

Measures for SRI Updates Over Stage-wise Newton's Method for Optimal
Measures of deviation of a symmetric positive definite matrix from the QontElIrol 3blel
identity are introduced. They give rise to symmetric rank-one, (SRI) Tbis paper examines the analytical and computational
sized updates. The measures are derived by considering the volume differences between Differential Dynamic
of the symmetric difference of the ellipsoids, which form the current

and updated quadratic models, for quasi-Newton methods for uncon- Programming (DDP) and stage-wise Newton's
strained minimization. In addition, it is shown that the 12 condition method, which are both quadratically convergent
number provides a relationship between the various sized updates and methods for solving discrete-time optimal control
provides a way of choosing between sized updatest. A common theme problems. Results presented indicate DDP converges
for the measures is the importance of the eigenm.iues of the updates. in many fewer iterations and with less CPU time than
Replacing the eigenvalues by a (scaled) norm conaotion is discussed. that required by Newton's method. In addition, the
Numerical tests are included, numerical results indicate that Newton's method is
Henry Wolkowicz more likely to require a shift procedure to overcome
Department of Combinatorics and Optimization problems with non-positive definite matrices.Faculty of MathematicsUniverlty of Waterloo Reasons for these differences are explained. For
Waterloo, Ontario, N2L 3GI, Canada difficult, non-convex, large scale example problems,

DDP computes solutions over ten times faster than

Shape Optimizing figenvalues of the Laplacian the stage-wise Newton's method.
We present a numerical analysis of a 1956 conjecture of Payne, Polya, Christine A. Shoemaker and L-Zhi Liao
and Weinberger. The conjecture aserts that the ratio of the first School of Civil and Environmental Engineering
two eigenvalues of the Laplacian on a bounded domain 0 of the plane Cornell University f
with Dirichlet boundary conditions roaches its minimum value precisely Ithaca, N.Y. 14853 USA
when Q is a disk. A crucial feature of this problem is the los of
smoothness of the objective function at the solution. The following u
results form the core of our numerical treatment. First, we construct Numerial Solution ofdan Optimal Control Problem arising in
finite dimensional families of deformations of a disk equipped with a Phase Field Models
uniform triangulation. This permits the fommulation of& discrete model This talk is concerned with the numerical solution ofan optimal control I i
of the problem via finite element techniques. Second, we build on the problem governed by a parabolic PDE with a free boundaiy. The
work of M. Overton to derive optimality conditions in terms6fClares free boundary is handled using the enthalpy method. This leads to a
generalized gradients for nonsmooth functions. These ideas are then system of nonlinear parabolic PDEs defining the state. We focus on the
combined into an algorithm and implemented in Fortran. optimization part of the control problem discussing how to incoip&

J.-P. Haeberiy its structure and how to deal with the scale induced by diser4"zition.
Fodham University M. Heinkinschoims
Bronx, NY Universitit Trier

FB IV - Mathematik
Postfadmh3825
D-W-5W0 Trier .
Federal Republic of Germany
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Solution of a Nonlinear Boundary Control Problem New Method of a Global Optimization
by Reduced SQP

Most practical problems are described by complex
We present anew approach for the numerical solution of a control prob- nonlinear equations (dii'fierentidecrete, corn -
Rem governed by a nonlinear diffusion equation. Problems of this type bumatorial,etc). A new method of optimization of a
occur for example when firing ceramic products in a kiln. We interpret re=-efinition of the funetional over a wider set
the discretized problem as a constrained minimization problem, and and a delr tion of the functional on the itia
we use a suitable representation for the null space of the Jacobian of and additional -sets is proposed. The method allows
the constraints to develop a reduced secant method which exploits the (a) to reduce the initil c pex problem of opti-
sparsity pattern of the Jacobian and offers practicable storage require- mizatio toaeis of simpliied problems,
ments. Compared to Newton's method for the uncoustrained problem (b) to find the subset contann the points of
the proposed algorithm avoids the solution of nonlinear equations per global minimum and to find the s ets containing
iteration and the computation of second derivatives. A fast two-step better (or i er) solutions thei the given one,
superlinear convergence can be observed numerically. (c) to obtain a lower estimte of the global mini-
F.-S. Kupfer and E. W. Sachs mum. The author applied this method to many techni-
Universitlit Trier oal problems: controlautomtionaviation,aeronau-
FB IV - Mathematik tics,ecomics,games,theor7 of counter strategy,etc.
Postfach 3825 ARefernee$ A.Bolonk"n,"A New Approach to Finding
D-W-5500 Trier a Glo Optimm", New American's Collected Scien-
Federal Republic of Germany tific Reports. Vol.1,1991, p.45-50. The Bnal Zion.

Alexander A. Bolonkin

A New Homotopy Method for Solving the H2  Courant Institute of Mathematical Sciences
New York, USA

Optimal Model Reduction Problem

The optimal model reduction problem, arising from various en- Efficient Hybrid Techniques for Solving some Global
gineering applications, is one of the fundamental problems in Optimization Problems
control and system theory. Current methods for solving this In this talk we discuss a number of hybrid techniques that seem to be
problem include reducing the problem to the optimal projeo- worthwhile for the solution of bilevel. bilinear and nonconvex quadratic
tion matrix equations, which are then solved by a homotopy programs. The procedures are based on Sequential LCP or parametric
method. For a large system the computer time needed to optimization and incorporate interior point methods or descent algo*
obtain a satisfactory solution may be prohibitive. The new rithms for nondifferentiable optimization. Computational experienceapproach we propose is to apply a probability-one homotopy is included to show the appropriateness of these methodologies.

method directly to the cost function and use far fewer indepen- Luis N. Vicente and Joaquim J. Judice
dent variables than the optimal projection equation approach, Departamento de Matematica
thereby considerably reducing the execution time and storage Universidade de Coimbra
requirements. Several examples are given and the results of the 3000 Coimbra
new approach are compared with those obtained by the current Portugal
methods.
SYuzhen Ge, Layne T. Watson Potential Transformation Methods for Global Optimization
Department of Computer Science

Virginia Polytechnic Institute and Several techniques for global optimization treat the objective function
State University fe as a force-field potential. In the simplest case, trajectories of the

Blacksburg, VA 24061-0106 differential equation i = -Vf sample regions of low potential while
Emmanuel G. Collins, Jr. retaining the energy to surmount passes possibly leading to even lower
Harris Corporation local miima. A potential trunsformation is an increasing function

V:R -* F. It determines a new potential g = V(f), with the same
minimizers as f, and new trajectories satisfying i = -Vg = -Vf.

Melbourne, Florida 32902 We discuss a class of potential transformations that greatly increase
the attractiveness of low local minima. As a special case, this provides

An Application of Semiinfinite Programming Methods to Non- a new approach to Griewank's equation [JOTA 34(1981) 11-39].
linear Approximation Problems a W. Rogers, Jr.

We consider the problem of uniform approximation by rational func- Division of Mathematics
tions over compact sets. Such problems can be easily reduced to semi- Auburn University, AL 36849
infinite programming problems; unfortunately. these SIP problems are R A. Doney
nonlinear and usually noneonvex. A method for finding global solu- Department of Chemistry
tions to this type of SIP problems is described; it generates a sequence Auburn University, AL 349
of (usually- large scale) linear programming problems. Strategies for
the reduction of the size of these LP problems based on their special
structure are also investigated and illustrated on numerical examples. A Global aeS ece Theory for a Trust Region Algot

Miroslav D. Asic
Department of Mathematics A global convergence theory for a trust region algorithm for
The Ohio State University solving the large, smooth nonlinear programming problem is
Newark Campus. Univeriity Drivi presented.
Newark, OR 4305&-1797 The algorithm is a generalization of the Steihang-Teint
Vera V. Kovacevic-Vujeic dogleg method for the unconstrained case, via a VardL
Department of Mathematics subproblem. Using the augmented Lagrangian as merit-
Faculty of Organizational Sciences function, a scheme for updating the penalty parameter is
Univwsity of Belgrade discussed and global convergence theorems are established. =
ul. Jove Ilica 154
11040 Belgrade - Yugoslavial
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J. E. Dennis, Jr. Parallel Extreme Point Algorithms for Linear Programming
Maria Cristina MaCiel We view the linear program as a search graph. A node in this graph
Depaithient of Mathematical Sciences corresponds to a (row) basis, and an arc connects nodes whose corre-
Rie University, F.O0 Box 1892 sponding bases differ in only one vector. Each node has a cost corne-
Houston, Tx 77251. spondiig to the objective function value of the basis (plus penalties for

violated constraifits): A monotone path has successive nodes of non-
An Implicit Trust Region Algorithm -for increasing value. Searching for an opdtiftal solution can be done in twoAn Impiciton ustr Oways- (iYtaking parallel monotond• paths, or (b) speeding the traversal

of one monotone path. We discuss some strategies for parallel search.
For the other approach, we present a rion-deterministic algorithm based

problem on revised simplex. The algorithm specification is architecture-free.

min f(x);, 0-: 5 x 5 RE Mohan Sodhi

we consider algorithms that at each iteration John Mamer
Ssolve Anderson Graduate School of Management at UCLA

C ~k 405 Hilgard Ave.

min V f(xl d + dt Mk d + I 11dl 12 Los Angeles CA 90024.

S.t. g(xk) + g(xk) dk 0; L : xk + dk : F. An Algorithm for a Class of Continuous Linear Programs

Although the direction dk IS also the -solution of This paper discusses a class of continuous linear programs posed in
some trust region problem we find advantages in a function space called separated continuous linear programs (SCLP).
manipulating ak instead of the size of the region. A dual linear program and a corresponding discrete approximation
We establish asymptotic properties of the are introduced followed by a discussion of their properties. The dis-crete approximation gives rise to an improvement step which is con-
direction for large ak. This allows us to design a strutted from any given feasible (non-optimal) solution to SCLP. A
globally convergent algorithm. Under reasonable strong duality result follows from this. There are a variety of possible
assumptions this algorithm is superlinearly or implementations of an algorithm for solving SCLP problems using this
quadratically convergent improvement step. Finally some computational results are given from

one possible implementation.
Frederic BONNANS and Genevieve IAUNAYINRI - ro~e PRMATH Doainede oiucauMalcolm Craig Pullan
INRA - Projet PROMATH. Domalne de Voluceau, Judge Institute of Management Studies
BP 105, 78153 Rocquencourt. France. Mill Lane

Cambridge CB2 IRX. England
Numerical Experience with a Merit Function for Inequality
Constraints New directions for progressin linear and nonlinear

Recently, Boggs, Tolle and Kearsley suggested a merit function for programiming.
inequality constrained nonlinear programming problems. The merit Recent rapid progress in linear programming
function has many desirable properties. In this talk. we discuss the due to the use of interior point methods raised
numerical effectiveness of this merit function for solving large scale, in- some challenging problems, in particular, of
equality constrained, nonlinear programs using the sequential quadratic parallel acceleration and numerical stability
programming (SQP) algorithm [compare our paper in Computers and Mathematics
Anthony J. Kearslcy with Applic., Modified Barrier Function Method

Department of Mathematical Sciences and its Extensions, vol. 20, pp. 1-14. 19901. We
Rice University will present some new techniques for such problems
Houston, TX 772.51-1892 and demonstrate their efficacy.

Prof. Victor Pan
Department of Mathematics and Computer Science

Another Look At Direction Finding Methoda Lehman College/CiUY
Solving inequality constrained nonlinear pro- 250 Bedford Park Boulevard West
gramming problems by the method of feasible Bronx, New York 10468
directions requires the solution of a linear
or quadratic programming subproblem to deter- Perturb~ion analysis of Hoffinas's bound for linear systems
mine an improving direction. Important con-
sideration is the length of the direction in 1952, A. Hoffman published a bound on the distance from any point
vector. Several direction finding methods to the solution set of a linear system. This bound subsequently has
have been proposed, all of which In ose a found applications in the sensitivity analyis of linear programs and
length constraint while using a gradient pro- the convergence analysis of descent methods for linearly co-strained
jecting criteria. A new formulation is minimization thistalk, wesveu lenecesaryand ent
suggested in which the trade-off between length ditions under which the constant in Hoffman's bound is bounded under
and projection is made explicit in a quadratic local perturbations on the linear operator and loWa/gloa perturbs:
obje•tive function. Computat io•al experience tions on the right hand side. Also, we relate these conditions toWa
on published test problems will be rieported. uniformnboundedness property of the vertex solutions Thýi rkmay -

have additional co-authors.
Mark Cawood
Michael Kostreva ZhwbQan LUO

Deidiment of Electrical and Conputer Engneering.Departmnt of kiath e tial Sciences - - Mc.ise Univerty, HamiltonO o, LBS-4L7,.Ci__---Clmseon UiesyHar•nrOnta•ion• L7- 7d
Cleuaonrt SC ̀ M34A10

ftul Tseng
Doat~tof Matheznatics,

Unieversity of Wnbiigton, Smttie, WA 98195, U.S-A.
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Stability of the Optimal Solution of 8 tion of-steel cable in prestressed concrete bea'is.
linear Program- to Simultaneous Pertur- Each example is modeled with increasing range ot
batio~ns of All Data variables and conditions in order to check

Consdera lnea proram ingprolemeffectively of the method to the problem scale
having a- unique nondegenerate basic 01) S. Hernandez. J. Mata, and J. Doria- I
timal solution. We are Interested in Department of Mechanical Engineering
checking whether the set -of optisbal ba- University of Zaragoza
sis Indices remains stable- underT siil- Maria de Luna, 3
taneous /mutually independent/ pertur- 50015 Zaragoz, SPAIN
bations of all data within given tole-
rances and# :in the positive case, in
computing the exact bounds on the optS.- A Modified Termination Rule for Karmarkar's

=mal solutions of the perturbed-problems. Algorithm
These questions arise naturally e~g. In In this note we have proposed a modified termina-
case of Inexact data and cannot be seem- tion rule for Karinarkar's algorithm for linear

ingl soled y knwn pramtricT~P U~-programming It enables the algorithm to savea
thods. *We construct four nonalnear mat- large number of iterations (about 80 percent) and
rix equations having unique matrix s01w- ensures its early termination compared to that of
tlions. * f the diagonal vectors of the Karmarkar.
four matrices satisfy some-conditions,
then the problem is basis stable In the J.N. Singh
above sense and the four diagonal vec- College of Business Management
tors form the exact bounds on the optS.- Chapra, Pin. 841301
mal solutions of the perturbed primal Bihar, INDIA
and dual problems. D. Singh
Jiri Rohn Department of Humanities and
Dept. of Applied Math. Social Sciences
Charles University I. I. T. Bombay
Malostranake raan. 25 Bombay 400 076, INDIA
11800 Prague
Czechoslovakia

Applications of Linear Programming to Medical
Diagnosis

Interval Methods for Degenerate Linear Programs We give application of interior point methods to
We describe a simplex-like algorithm for Lincc.' Programnming which medical diagnosis in this paper. Suppose that we
maintains reliability even for hiighly degenerate problems. IThe algo- have two pattern sets A and B which include
rithm is based on a method of Fletcher [1] which duatlie-s the problem features of cancer and non-cancer respectively. We
when degeneracy occurs. The original method of Fletcher has a guar- find a pair of parallel planes which separate some
antee of termination. but although it works usually well in practice points of A from B by solving 2n linear programming
there is no guarantee that it terminates at the exact solution. As a in each step. We can completely separate A from B
remedy we use interval arithmetic [2] to c~ontrol the roundoff error so by a finite number of steps, t.e, we can construct
that we obtain guaranteed hounds for the solution, which are refined discriminant function f, such that f(a) 0, f(b) 0.
by an iterative proces. Initial tests for samples of stomach cancer show

Referncesthat this method is efficient.

* ~~~[1] R. Fletcher - -Degeneracy in the Presence of Iloundoff Errors"X haRn e l
Linear Algebra App!., 1988. Department of Computer Science

Zhongshan University
[2] U.W. Kulisch and W.L-Miranker (editors) - "A New Approach Guangzhou, China
to Scientific C-mputation" Academic Press, New York, 1983.

Frank Plab Barrier Methods for Large-scale Nonlinear Programming

Univeursih Paale Ed omputing Cet-Barrier methods transform a constrained optimization problem to a
Univrsit of dinbrghsequence of unconstrained problems. We discuss the use of Newtonw
Edinurgh Scoland UKtype methods to solve these unconstrained problems. Issues of stability

and efficiency will be discussed, particularly in the large-scale case.
Optimization of Large Structural Systems By Numerical experiments will be reported.

Usin Kararka's MthodStephen Nash and Ariela Soler
Optimum design of structures is an engineering OKAS Department
field where optimization techniques have been George Mason University
used from several years ago. Even though many of Fairfax, VA 22030
the Problems are nonlinear they are sometimesa
solved by a sequence an liinearizationi ftiocedures.
The method proposed by N.. Kitrmaxkar for linearTOS;A EGLRZDD LBSE ITRTV

pgramming claims to be more efficient than MTO,
simplex method-for large size problems containing An iterative method- for a problem -of uS-iseveral hundred-or thousand variables -and condi-aercntuto from noisy projection
tions. - hc-is- a- I~ -scale optimizati -o n pVobi-
In this paerKarmarkar's methock-is used to solve lent is presented. The -methad- jses a ~g~

soeexamples of optimum structural doaigm- as arization of -the objetiv& -fundittnal. 811
size optimization of trusses and shape optimiza- is bas-ed onis dua formfilato drih_:x
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Sa semi-separable convex minimization prob of predomilnantly destrUctive dynamical interactions
lem with linear constraints, where t ftiC is addressed in this paper. It is shown that by
tion to be minimized is the sum of a Burg optimizing the interactions bceween these subsystems
s entropy and a quadratic function. From significant performance improvemenls over previous,
the special structure of this new formu-
tion in combination with a Bregman IS type
method, a computacionally attractive algo Ronald A. Perez
rithm emerges and its convergence proper- Mechanical Engineering Department

Sties are proved. University of Wisconsin-Milwaukee

ALFREDO NOEL .EUSEM Milwaukee, WI 53201
Inst 4.tuto de Matemitica Pura e Aplicada
Estrada Dona Castorina, 1110
IMPA - RIO DE JANEIR), RJ - CEP 22460 Hierarchical Controls in Stochastic Manufacturing
BRASIL Systems with Convex Costs

We studi production planning problems with
Numerical Experience with the Modified Barrier unreliable machines. The method of hierarchical
Functions Method forý Linear-Constrained controls has proved effective in reducing the
Optimization Problems overall complexities of these problems. The idea is to
We report our computational experience with the construct an asymptotically optimal control for

Modified Barrier Functions (MBF) method for the original problem from a near optimal control
solving optimization problems with linear for a simpler limiting problem. So far the
constraints, asymptotic errors have been obtained only for

systems with linear production cost functions.
The numerical realization of the primal MBF method We will present a new method to enable us to
leads to Newton's method for finding a minimum of a handle systems with general convex cost functions.
strongly convex and smooth function, and updating
the dual variables by using a simple formula. A S. Sethi, Q. Zhang, and X. Y. Zhou
primal-dual approach based on MBF also leads to Faculty of Management
solving a Lagrangian system of equations by the
Newton method. In both cases the key procedure 246 Bloor St. W.
is the solution of a normal system of equations (a Toronto, Ontario
least squares problem). M5S IV4 Canada
The numerical results for linear, quadratic and

convex programming problems with linear constraints
are discussed. Methods of Solution of &oiMa Value Problem

of Ontimal Theor.
D. Jensen, R. Polyak, and R. Schneur

IBM Thomas J. Watson Research Center The author considers the usual optimal control
Yorktown Heights, NY 10598 problem of minimi the functional among all

the solutions of the diffeiential system. The
problem is solved by the following new methods.

The Nonconvex Separable Resource Allocation Method of Piecewise Optimization, Method of Sli-
Problem with Continuous Variables ding along a Directrix, Method of Descent along

New results are presented for solving the well-known Phase Trajectories, Method of Iterations, Method

nonlinear _programming problem: Minimize F - X Ifi(xi) of Descent in State Space.

subject to 2Pxt - X and x1aO; which has been studied over the Alexander A. Bolonkin
Spast thirty years In numerous application areas. Whermas Courant Institute of Mathematical Sciences

current solution methods are restricted to convex fi(xi) [11, Now York, USA
the new results allow the functions fi(xo) to be nonconvex
and multimodal, with any number of maxima and minima
over [0,X]. Necessary and sufficient conditions On Certain Optimization Problems in Panach Spaces
characterizing the local minima of F(xl,x2,.-.Xn) are with Nonsmooth Equality Constraints
derived which enable the determination of all minimum
pointsThe problem of finding the tangent space insresults of s F o,.x) soe eTIplem s goa whichoptimization problems with equality constiaints is
crit e used to solve exampes which no other aalyicl crucial in determining necessary conditions of

criteria can solve. optimality. The classical Lusternik theorem about the
atangent space requires the operator F thaý describes

Ile lbaraldT, and Kaloh, N.: Resoure Alkocagi Problems, equality constraints to be of class C in thd
neighborhood of x 0. Here, a certain generalization of the

Emile Haddad, Ph.D. Lustemik theorem which requires that the operator F be
only differentiable at x0 and Lpschitzian in itsDepartment of Computer Science, Virginia ngbfpdk rsne.Apiaint oegnS_

Polytechnic Institute and State University, npimhboo preseinted .A p acation to some2990 Telestar Court,ptiizain proble in Ba spaces th ixdd2 0.r r.lC c V 2 equality and inequality constraints is shown; The theory

is ill with an example.
Optimization of Interactions U zoS:• •-Ursul Iedzewicz-Kowale@•ska,. Delartrten t -of"
in an Intercon. ect. d System Mathematics and Staftics, Sbuthen IMlinois Unwersity
The problem of improving the perfermance of an at Etwardsville, EdWardsville, IL 62026;
interconnecedadYnimticil systerncissino a Stanislaw Walczak, Institute of Mathematics, Univeisity
turbine e -coup to an a- of Lodz, _238 -odz, Poland,
throdgoudt the wholiF fligt enveIjip in the piesric
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Comparative Study of Stochastic Approximation Algorithms Dr. Andrew W. Harrell
In the Multivariate Kiefer-Wolfowitz Setting U.S. Army Waterways Experiment Station

Mobility Systems Division
Stochastic-approximation (SA) algorithms are used to find Geotechnical Laboratory

a root of the multivariate~gradient equation that arises in Vicksburg, MS. 39181
function minimization problems for which only noisy
measurements of that function are available. This type of
problem can be found in neural network training, stochastic An Implementation of a Parallel Interior Point Method for
optimization, adaptive control, etc. This paper studies three Multicommodity Flow Problems
SA algorithms in the multivariate Kiefer-Wolfowitz setting:
standard fnite~difference SA (FDSA) of Kiefer-Wolfowitz An implementation of the primal-dualpredictor-corrector interior point
(1952) /Blum (1954), random-directions SA (RDSA) of method is specialized to solve linear multicommodity flow problems.

Kushner- Clark (1978), and simultaneous-perturbation SA The block structure of the constraint matrix is exploited via parallel

(SPSA) of Spall (1988, 1992). These algorithms have been computation. The bundling constraints require the Cholesky factor-
shown to be almost surely convergent to the toot and to ization of a dense matrix. A method that exploits parallelism for the
produce estimates having asymptotically normal distributions. dense Cholesky factorization is described as well. The resulting im-
The efficiency of the algorithms are judged from the mean plementation is 70 to 90 percent efficient, depending on the problem V

square errors of the estimates. .Although it is impossible to instance. For a problem with K commodities, a speedup for the interior
make a completely general statement about the efficiency of point method of 0.8K is realized.
the algorithms, both theoretical and numerical studies indicate
that SPSA tends to be more efficient than FDSA or RDSA in Guaige Li
most cases of practical interest, especially in high-dimensional CRPC and Dept. of Mathematical Sciences, cite University

problems. Irvin J. Lustig
Daniel C. Chin Dept. of Civil Engineering and Operations Research, Princeton Uni-

The Johns Hopkins University, Applied Physics Laboratory versity
Johns Hopkins Road

Laurel, Maryland 20723-6099 A General Overshiplent Solution to Transvortation
Problem of Three Dimensions

Comparison of approximate and exact solution methods for In this paper the general solution of the Hitchcock

network location problems. transportation problem resulting from the appli-

Medium to large network location problems have been solved approx- cation of the method of reduced matrices is

imately with considerable succees. Standard techniques focus on the emphasized. The initial solution have some

sequential choice of locations, often based on greedy heuristics. At the negative ij values. A useful interpr-tation of

same time, exact solutions methods to solve network location problems such negative values may lead to overshipment

have recent!y embodied Lagrangian relaxation methods. Their success solutions. Methods of finding optimal oversbipment

depends crucially on Lagrangian heuristics to generate feasible incum- solutions are discussed.

bents. To analyze the relationships between the two approaches, we Dr- Nabih N. Mikhail
provide a Lagrangian framework which enables us to rank well-known Department of Mithematics "
reduction tests, and we propose a spectrum of new tests which we as- Liberty University
sess computationally. We view standard heuristics as approximations Box 20,000
of exact Lagrangian relaxation algorithms and detign an algorithm Lvnchburg, VA 24506-8001
that provides an attractive time-accuracy tradreoff. These results can
be applied to novel location problems on capacitateA- networks.

A primal-dual interior point method with cutting planes forAI
Geraldo IL. Mateus the linear ordering problem
Universidade Federal de Minas Gerais,
Departamento de Ciencia da Computacao We des•,ibe a cutting plane algorithm for the linear ordering problem,
Jean-Michel Thizy using linear programming relaxations. The linear ordering problem

is an NP-hard combinatonial optimization problem with many applica-
Faculty of Administration, tions, including triangulation of input-output matrices. The linear pro-
University of Ottawa grams which arise are solved using a primal-dual interior point method.

The method we use attempts to detect cutting planes early, in order

Sensitivity of the Time Bounds for to avoid vertices of the polyhedra of the relaxations. Computational

Network Flow Path Searches when Critical resalts are presented. A simplex-based cutting plane algorithm for

Nodes Are Altered. this problem has previously beer: described by Grtschel. Jiinger 2nd
It will be explained how to Reinelt (Operations Research 32(1984) ppll95-1220).

optimize the traffic floa (throughput) John E. Mitchell
across the movement network of paths ifid Dept of Mathematical Sciences
cross-corridors generated by digital Rensselaer Polytechnic Institute
terrain map A* grid search algorithms. Troy NY 12180
In this approach, in ordexr to _deteremieBrian Borchr
the sensitivity of the overall network DeptofMathematicalScences
Smovement" gra•h to c nging the flowIen Polytechnic Institute :s
values at' 6ertaiii riftic'al node-s, Vthe ~ Y 28
solution searchea iokr the6 goip' fiodes Odb Y12
oiver the 'hos at sp'a-ce Sin"e theor-eusi
will te hsed 'to i om-e•atm e S ora • Or ahree Approximation Algprit'mus that Minimize the -

the nhlubl of Pths ser~fh6d, (1h týrU Rectilinear--tteiner Tree- on -a ilyercute Ne-twork
of the" x&khial nube o~f incinuuig 4h6a-- teret

outgoing~Thi edesIt ±X iirr± preseiitsa generaliza-ian, he-oue. tasih4 til§ linear Steiner -tree ftom-the plane -to -the m-h4ype •
cost fliow,,d tbe -and also three approxiatibnt algorithmi thwatSCost lirew= ti . . . PrbeiTh -re-,pr

solve the generalized-problelL. The three-.prx
. . 5< J'

-•Y-'-' =+-- •AIS '
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imations algorithms use heuristics based on the the sourde nm6dule3 could result in a less efficient schedule, a point
leftmost-orieited, rightmostzoriented an'd gravity- that was overl6dkid. Alsb, for this 4chifecture an asstfmptioh is made
oriented strategies respectively.' The gravity- that.algorithniic edges arc always.mapped to architecture edges, al-
oriented algorithm has time complexity 0(nm2 +n2m) though a more efficient communication path could exist. Furthermore,
whereas the other two O(n2m). An imnplemenkation we lift the above assumption and consýder incomplete, as well as com-
shows that the gravity-oriented algorithm results, plete hardware architectures. So, in addition to selecting-processors

on average, in fewer connections and fewer inter- for module execution, we also select optimal communication channels
mediate processors than the other two algorithms for message transfers.
and all three produce smaller numbers than the Kiran Bhutani
rectilinear minimum spanning tree algorithm. The Mathematics Department

Tao Zhou and Dionysios KountAnis The Catholic University Of America, Washington D.C
Departme.mt of Computer Science Abdella Battou
Western Michigan University The Electrical Engineering Department
Kalamazoo, MI 49008 The Catholic University Of America, Washington D.C

Alternating Sequences Relative to Maximum Minimizing Communication in Domain Decomposition
Independent Sets of Independence Systems via Minimum-Perimeter Tiling

The concept of alternating sequence is introduced For certain classes of problems defined over two-
into independence systems. This kind of alternat- dimensional regions with grid structure, minimum-
iing sequence is shown to include almost all kinds perimeter domain decomposition provides tools for
of alternating sequences known in combinatorial partitioning the problem tasks among processors
optimization lit -ature. It is shown that a so as to minimize interprocessor communication.
Berge-type theorem holds: an independent set in Minimizing interprocessor communication is shown
an independence system is maximum if and only if to be equivalent to tiling the domain so as to
there exists no odd maximal alternating sequence minimize total tile perimeter, where each tile
relative to it. Some examples, especially Hamil- corresponds to the tasks assigned to some
tonian Circuit Problem, are also discussed. processor. A tight lower bound on the perimeter

of a tile as a function of its area is developed.
De0 Mathematical Sciences We then show how to generate all possible

Deprtohnt okminimum-perimeter tiles. Certain classes of-Te , Johns Hopkins Universidomains are shown to be optimally tilable.
B~altimore, MD 21218

Jonathan Yackel
Maximizing the Visibility Area from a Point Robert R. Meyero a Curved SegCenter for Parallel OptimizationMoving nComputer Sciences Department
Given a set of nonintersecting openings on the University of Wisconsin-Madison
plane the visibility problem from a point P is to 1210 West Dayton Street
determine the position of P on the plane that Madison, W1 53706
maximizes the visibility area from P. In this
paper we present an algorithm that maximizes the
visibility area when the point P moves on a curved Transfer Method for Optimization on
line of motion f(x,y). The algorithm is based on Non-Transitive Binary Relations
a Greedy strategy and performs in linear time.
Our analytical and experimental results show that Optimization on non-transitive binary relations is im-
the algorithm approximates the "discrete" portant in economics, decision analysis and game theory.
visibility maximization point within acceptable For an example, in consumer theory, a consumer's prKf
low and- zpper bounds. Our study demonstrates that erence is in general not transitive. When one searchs for
the approximation algorithm is independent of the maximal elements on a set X, one looks for some "nice"
ordering of the visibility angles for each one of properties in X, which guarantee the existeice of maxi-
the openings in the plane anglhs eace ne mal elernents. However, 'ne" properties on lower levels

practical applications in Trobot vision and VSLI have nothing to do with the existence. Only Tnice" pros
design. motivates the transfer method in 11] and their further aWe

Lambros Piskopos and Dionysios Kountaniq plications will be discussed.Computer Science Department
Western Michigan University
Kalamazoo, MI 49008 Texas A&M University, Colee Station, TX 77843

Practical Heuristics For Scheduling Precedence Graphs Onto Integer Search Method'
Multiprocessor Archicectares Optimizingj the plin manufacturing pibducts is
The scheduling problem is the problem of optimally mnppihg the mod- refer'r'ed to the Inte"r Pr6gr"m"ng. 'IP) It isules of an application program mprrsented as a directed-a 'cligraph, an iZpi;tant pioblei dwfectively 'to solve I.
onto a hardware atihitecture so that the final completion time of the The cuiieiit methods lfor 1P are almo6sti'1indAing in
application is m-ininnhed. It is well lnown, except for some sp the real ona nin irectly. It appears :that te
cae tis _NP-C y potenhial advantage of integer nber does not.be
de veop-e& howIvre ver, t hl iiponte*- Is iuo aoexplori toouly and -ate coaputationd "coplex-

= ~~modules i"d she aty fiz is ddil iia'jiiil.Tentereahe d sis pape ethod ,(IS) is closely combining the cutting
method wai thtie search mehod "in t hh e integer .,

S--l s HWAtNaaifksienai•st) ioeiidl 6omplete domain. ISM greatly explores the (ejffct othe'
bet~oe f- oxs ai tectburesj. iid 6bserife-tatai aranddmns ed ilgo

.- - " f. , ;•
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own character of IP on the solving process and the parameters and characteristics of model very well. In another w~ay
breaks free from conventions of the current user will 'roam'.

methos fo IP.It's suggested the heuristic proceduries which allow to use the optimliza-
Wu Xingbao tion methods without oral-defined criteria. Here on every step of
Department of Applied Mathematics the search the user gives the quantity estimation of the solution ,but
Wuhan College of Metallurgic Management Cadre the computer provides moving in parameter's space. It's consedered
Renjia Road, Wuhan, Hubei, Zip Code, 430081 the applications of these proceduries to geophysics andming
People's Republic of China Mikhael Aron Alexandrov

Moscow Geological-Prospecting Institute
Newton MoMd Barrier ru,,ution cOOupkiny Mreaia oel

fotQarai Programmin Problem Mteaia oeln
~'~' 'se""""~Micluho-Maclai str., 23, Moscow 117873 USSR

Ther nuwneetal realiration ofth, hodified Barrier rwtetnn,o method for the
Ouadratic Pffwarnmitg jQP) gvoblr, lead, to the Newton, MOP

itwa howni that far anygncerote 91' protbien thret cxnt, a sc Optmization Modelling for Neural Networks and
called 1,ot start'. rtorn this point on. after each I agrange hp mWV,
u~pdate. subsequent itcratct en~ain int the Newttsn amen fot the am, fUM- Mteaia iig
~~start' -. onyI n- etn4 encsayatrec pae This paper presents some of the applications of

ore orahthe Meai update (c Ois the desi4e accuracy for the 3oi-opizaontthmteaiclodlngf

uti-on) rakuing no acon use optmistio toF theen matheatica modelin ofe
number of Newton ttq's fotn the 'ho~t staert to the solution is problems associated with neural networks and
ro rec the Ins rxnlk --itiin. mathematical biology. The problems pertaining to
steps, whenrs0Ois defred by thecndiinof theQP whichin turncan nua ewrsicuesc plctosa h
be characterizd mxpbcftly by the parameiter, of the Q11 in the pnnrtalual erlnewrsicud uhapictosa h

Aflesub t~ etrnti~i ~n~enratr nnea 0ingdynamics of pattern retrieval, which entail
k- network equilibrium properties, and learning

A heichran C.Abrbrlswih acemdledb olna
Ri Pole,!, IMM I J lWatson Research Center rlswihcnb oeldb olna

optimization functions. The associated probleme,
Interior Point Algorithms and Dynamic Systems in mathematical biology include such
In this paper a unified view point for handling apiain opplto yais yai
variety of interior point algorithms in solving LP diseases, competition models, epidemic models
is presented, that is dynamic systems. In the and their spatial spread. The application of
general situation the form of such system and the vrainlieulte oteepolm sas
basic conditions imposed on have been discussed.
The geometrical features of the trajectories have discussed.

beeninvetigaed.Future directions of the research are discussed.
Zai-.yun Diao
Mathematics Department Dr. Richard S. Segall
Shandong UniversityEatrKeucyUirsy
People's Republic of China, 250100EatrKeucyUirst

Department of Mathematics, Statistic and
Modelling of an Exomomic Incentive Approac. _a Computer Science
Environmental Protection Richmond, KY 40475-3133
The paper examines the schemes of economic incentive, called "closed-
loop" (CEIS) for environmental protection, in wich pollution taxes are Optimal Regularity of Equilibria and Material
used for partial compensation pollution abatement costs Il3. This ap- Instabilities
proach is used in wate pollution control in Europe, in Oregon Bot- Tesuyo euaiyo ekeulbimsls
tie Bill and in a ntatber of other cases. Simple mathematical model
presents an incentive mechanism that encourage polluters to reducetinto frisace nnlersytmofpes
their discharges to proper level in a cost-effective manner, It is shown originating from applications in continuum physics
that in CEIS optimal pollution taxes is to be proportional to the dual is still in its early stage. Within this context,

pries ecor.Nuerialexprient wih eallie dtaarealo aa-there are very few known (Ball, Morrey, Murat,
pries ecor.Nuerialexprient wih eallie dtaarealo aa-Virga ... ) results which, from a practice viewpoint,
lyzed.seem fundamentally dependent on the (a priori)

[11 Rikun A.D. A "closed-loop" Economic Incentive Scheme for Icr- availability of equilibrium solutions. Using the
archical Management System //Dokladi USSR Academy of Sci- field theory of variational calculus, I will be

= ence, v.311, N5l presenting my recent result on optimal regularity
of such solutions along with its connection to

Dr. .D.Rkunmaterial i nstabilities (e.g. fracture) .- -Remarks
Senior Scientific Reerce on a (new) seemingly promising approach to this
Water Problems Institute of the USSR Academy of Sciences study will be proposed.
Sadlovo-Chernogriazskaya, l3/3ý Moscow 1004 USaSR,. a~a

Northern Michigan UniVerisy
The optimtitation witit fornmai-undeflnted criterion Department of Matthematics and Computer ScienceF

It's known that pmztonhdscnb
crtro.Here estimation of solution, and chojkee o0fifiodeparama-

ters are perfortmAe by tecomput -on every steip of the searc. The rucicn - ith -Unstable -ivags aw
la a 4teproblemis doesn' allow, thecomnplt oona Itso

and therefore this operations; are perfotr tred bfyAUaet Ye-ht It aitmd ii kjc f hspprdasvt h
isfcabeoly for skilled-ue,*ihlls hme~inbtenUd Ad ts~af 1~

has an ikiistAbl image, dradýC. Thfil AibJetc~t i
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motivated by the study of the- orrverse- problem of modeling langsiage have been loes pronounced.
oonxolailtyand of attainable sets. During thei presentation the -distinct features
For-the case uhen C i1s an f'--1 )-diimensional of the AIMS system will be discussed, and

mantifold,-m sc iaaceze cracks that ndmt 0wscp future developments will be outlined.
fields". 7ben we dioduised the- ncnegativiti of a
relatid~functiAc and the -.ero topologi-cal index Jhne .Bsoo
conditimn fo 9 on C. For tiue case whnthe dimen- Department of Applied Mathematics

sia ofC i 1~t(~hid 5V~615 t !technical University Twente
different), we studied the sufficientroxcrditibris
for a set C to be a crack respectively a 1o~al crack P-o. Box 217
of g.

7500 AS Enschede
Guangxiong Fang, Engneering, Math and Science,
Division, Daniel Webster College, Nashua, NHI 03063 The Netherlands

Jack warga, Departiment of- Mathesatics, Northeasternq
University, &oston, MA 02115 An Introduction to ASCEND: Its Language and Interactive

Environment

Optimization Model Management Recently there has beeu a growing realization among researchers and
The racical da-to-ay se o anIP, orpractitioners that current technologies do not adequately support Math-mode l p r equic res na-ot-derey useofvinrthe, ore ematical modeling "in the large'. In this paper, we discuss a technologyNIP mdlrqieno erlsovnthmoecalled ASCEND, which addresses this issue- We describe two aspects

but rather mangn t pimzto oe
management in it.! e Oopassesznotony thde:bi of the technology: a modeling language and an interactive modeling

task ofmatrx gneraion soltio, an reortenvironment. The ASCEND language is structured, declarative, and
tak o ari enrton, esoentioaldsupportin strongly typed, and incorporates object-oriented extensions. The in-writing but also a host-fesnilupotg teractive environment is based on the notion of a concurrent set Of

task: sqnblic odd ~fi~mlatin, ataasetools which reflect the various phases of ASCEND modeling. These
management, scenario (case) management, solutionitosd o noc titsquneo prtos u ahrhv
analysis and query, ad hoc reorting,_andtoldontefreasrcsqucef painbtrthrav
results presentation. The advent of desktop been designed to support the flexible access implied by declaratively

specified models. Algebraic equational models are the current class ofcomputing is stimulating development of new tMR
techniques and software 9roducts.- This preser- the n-oddels that can be specified and worked with in ASCEND
tatlon offers (1) an overview of HN functions Rarnayya Krishnan,
and requirements and (7) a quick survey of Peter Piela,
leading-edge NM software. Arthur Westerbepg
David S. Hirshfeld -Carnegie Mellon University,

Math~o InorpoatedPittsburgh, PA 15213
1019 19th Street. N.M.
Suite 1300 Design/Analysis Process Integration for Shape
Washington, DC 20036 Optimization of Mechanical Parts

Shape Optimization is becoming an increasingly
Graph-Grammars for Network Flow Modeling important aspect of the design automation process.

Graph-grammars provide a theoretically grounded, Shape optimization requires the ability to define

powerful. and graphical mechanism for manipulating and iteratively control the shape of a part, as
graps. e ued raphgramar todeveop odeingthe part evolves from some initial state to a

tools for a wide variety of mathematical models conetrg aed aplut oachBothafnie beleent based and
that are conveniently expressed as graphs, e.g., geomeybsdaprchsavbenudfo
project management, decision analysis, vehicle formulating and controlling thi, class of problems.

routng. We resnt he apliatin o grph-The development of automatic mesh generators,

grammars to minimum cost network flow modeling and ta r aal fpouigavldfnt
disussa potoypeimpemetatonelement mesh in a complex domain, have made fairly

dics- rttp mlmnain large changes in the part's shape possible. In
Christopher V. Jones addition, the use of approximation concepts during
Simon Fraser University the iterative design process have made shape
Faculty of Business Administration optimization of large -tale 3-D structures
Burnaby, B.C. VSA 1S6 Ca.nada possible in a practical design environment.

Srinivas Kodiyalam
AIM: An Environment for Advanced Solid Mechanics Program

Interatd Moelig ~General Electric Company
Interate, Moelin SupaftBuilding K-1l Room 2A25

The AM- system Is- designed to support P.O. box 8
uatbuuatICal programin~g modinling activities Schenectady, NY 12301
in an operational1 .nvrotrueont. Int --such an-

= uvresan d~?5Is ~ £Conugae DiectonsMethods for Large-Scale

intersct wt etrsftao 'tu hLarg-cle ilP prbesrquireL enormousclu-
currnt odelng jarm tht sppor lage-tw~sri 1%st .x~if n methodsre nodt sutdblifo

designead *OW- moL6n in-ug UPatgi #amn tam o e -dirttlis is- t -W bted.
~ir~eea ~ U ~ $art~i~ ~th -qiadiatkprobem T14ty* ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ -a tqUSIt imr -aed -adt i~ctdcntaftr h oitle o~t itoi
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method is developed, proving its finiteu convergence Geraldine M. Hemmer
and other properties. The method is then extended Department of Mathematics
for general ronlinear problems. Descent function, NorestnIln isU vrit
restart procedure, and step size determination are 5500 N. St. Louis Ave.
discussed. The method is evaluated using some 150 Chicago, IL 60625-4699
NLP problems of varying difficult,,t and dimensions.
The new method solves most of the problems, thus
the basic concept of the method 13 validated. For More on Dual Ellipsoids and Degeneracy in Interior Algo.
a large-scale -structural optimization problem, the ritlims for Linear Programming
method Is more efficient than the SQP method, by a We consider the problem of constructing ellipsoids, to allow the elim-
factor of 3 in one case. ination of nont-binding constraints, in a dual potential reduction algo-

jasbir S. Arora, Professor rithm for linear progmramming. When the problem being solved is non-
Guanyao i, radute eseach ssisantdegenerate, such a procedure is certain to eventually identify exactly

OPTIMAL DESIGN LABORATORY which constraints are active at the solution. However, performance of
Collge o Enineeingthe basic procedure on eveL mildly degenerate problems has been dis-
The nivesit of owaappointing. in this talk we present a new strategy for strengthening

Iowa City, Iowa 52242 -the ellipsoid construction, and report results of the new method on
problems with varying degrees of degeneracy.

Optimization Methods in Curve and Surface Design Kr .AsrihradJnI
Dept. of Management Science

Modern CAD systems often provide the capability University of Iowa
for engineers to modify designs hy changing design Iowa City, Iowa 52242
parameters without providing clues as to how
these parameters should be modified. Optimization oq Ineiryid g Iorlr
methods allow quantifiable design objectives toALogSeInrsMa dAlntnft ier
guide the modification of these parameters. pfoglUotiflg.-
Examples of design objectives intclude maximizing IU algorithfs directionis aweightied combinafieon fftindual aflne
part strength, minimizing part weight, and mini- scaling (AS) directionmd a quasNewtoninvera~barrier cenL~-ring
mizing manufacturing cost. Quantitative dheciam that unlibeft Newton andfthcpare DAS direeions behame
objecti~ves allow the computer to perform the propexynear &e boundary. A log step o theboandaryis thas
tedious iterative adjustments of design parameters paaihle The weitghforming the ombinaon = obtaineby a2-
which have traditionally been Carried out itera- variable dual dmpex plmw asearch moldng te algoridim a hybrdd
tively at CAD terminals. This talk will explore sintplex-intnlaorpointalgarithat. The algoithm retains DAS'slong-
some of the optimization techniques which can be step as=mpropmty while elimninating its hiwing-the~boundary
used to produce better designs while significantly Weakness. ComputationalresultsameePesented.
reducing the cost of producing them. AMexm~e Hipohlio
Thomas A. Grandine Deptartet of Industrial and Sys=em Engineering
The Boeing Company 303 Well Hall
P.O. Box 24346, MS 7L-21 Univessity of Florida
Seattle, WA 98124 Ganevil, FL 3-161

Data-Parallel Optimal Shape Design of Airfoils Opcosvoiti' in ix' hosd on modiied Thuicriunt

The emergence of scalable, massively parallel computers has made it We consider iwo approaichs which ame based on the Modified Barrier
possible to solve some practical shape optimization problems, such as run-isng (mO obe tednnoiinso le-.ga~ eelt,
optimum wing design, and to envision the optimal design of a complete T ~ rus q~ac isaf oIPwt nqaiylnigcnttn
aircraft within the coming decade. Here, we describe data-parallel Using the MOP we onsow the finking coosssnes. ThNm we fin the
algorithms and data structuires; for a class of nonlinearly-constrained nustoninti of the MOP under the feccsining constetints for a fited pensity
optimal shape design problemns. We also) describe an implementationsn 'arsetheie t~mifie iW ne mlti;fr thei Wring cnstaint Wsed thow tha-

the Connection Machine CM-200 of a shape optimization methodology this smwtlss tw. a hoe= rate of convergence whenes t, pr ~inval probieso
for airfoil design, using the fifl-otential approximtation of the Navier- hs nneshto

Stokes ~ ~ ~ ~ ~ ~C eqain orfomiuato.f id fth nsininwm of the MOI' we use methods which decomnpoe the
Stoke equtionsfor low snulaion.problem aniW emsata us to olive the nsubpot'ies for every bitoc in pwat-

Omar N. Ghattas e
CarosE. roco 11 second Mpposah we *MpY to linear programo wrth equality con-Carlos H. ~~~ stntinu uoi non-negativemiablnes Aain the MOP iusedto rnive she

Carnegie Mellon University, Pittsburgh, PA non-netivities and using the M111'rninisoson undler linerm coinstraints.
we u eitheresiduaj hfoe thedusIrwobicun. lids otetlaid aWa converges

4~~d os, a nme rawe of eosveeseft the ptisna problem hat a wkniqowl-

Comp~utational Issues-in the -Interior tx
Point Methods Tofe he 81:1ci-ciiteionderun of s this to solve t the Newonrs vmatem

equaion ct~s ini thicsw cm be deeonsme Ieus olihe bkudk-Interior Point methods used to solver fl
linear programkitg problems are
investigated. Spcii compu-tational -AM enter
issues a-re discussd~d usivg Live netl-ib-
problems. A prial-duVaI -projettive
algorithm (solve by- Iboth -the.:Big H14 and AI~IS piilOrhtpeonose
the Two Phase Methods)-, an -affine- aycmoiemtrjlWihapera ademyh s d
scaling algorithm, and a patbh v-foowing rhtrse Theelthilellimf -o- ths--u--ide he
algorithm are investigated and-coinpared- -b Asihefi= bodzili.Tw We c

tiadyeastic coenponeua- inxdProportioi lb ApregebdTilieo
shea stesse-wepioide eshd fb fidin thetrogestortotrplc
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composite. Since the constraint set turns out to be the convex hull of R_ Grifi6, G. Cembrano
a surface, and sinva many algorithms for computing Such convex hulls institut de Cibernmtica (UPC - CSIC)
yield linear approximations instead, the problem is solved as one over Diagonal 647, planta 2
a large number of linear constraints. 08028 Barcelona

SPAIN
Rob _,pton
Department of Mathematical Sciences
Worcester Polytechnic Institute A continuation method for linear Lt estimation. Worcester, MA 01609lipton@wpi.wpi.edu The talk concerns the problem of minimizing a
lt pi efinite sum- of absolute values of linear
iNhfunctionals. This non-differentiable problem is

Department of Mathe'natics and Computer Science equivalent to the linear programming problem. The
Colby College proposed method is based on exact smoothing of the
SWatervilhe, ME04901 objective and applying Newton type methods to a
jinorthr@colby.edu sequence smooth problems. After a finite number
(207) 877-7249 of smooth problems the Li solution is detected.

Extensive testing indicates that the method is

Using Barrier Methods for Solvinr Large-scale Crystallographic superior to simplex typ- methods for large scale
Problesms problems.WiL. 1000 va--iables the new method is

faster by a factor of 10 - 20 on the problems
A central problem of X-ray crystallography is to determine a set of tested.
phases corresponding to experimentally measured X-ray intensities.
This problem can be formulated as a large-scale nonlinear program. Kai Madsen
Even small problems in this class can have more than 5,000 variables. Hans Bruun Nielsen
Evaluation of the objective function and gradient involves three dimen- Institute for Numerical Analysis
sional Fourier transforms, and the Hessian matrix is both dense and The Technical University of Denmark
generally indefinite. The nonlinear programs are solved using a barrier DK-2800 Lyngby, Denmark

approach, with a truncated-Newton method to solve the subproblems.

Paul B. Anderson AN ALGORITHM FOR NON-NEGATIVE LEAST
PRC Inc. ERRO1• MINiMAL NORM SOLUTIONS
1500 Planning Research Drive In this paper we consider non-negative
McLean, VA 22102 solutions of a system of m lineai enuations
Stephen Nash and Ariela Sofer in n unknowns which minimize the residual
ORAS Department error when the m dim. space is equipped
George Mason University with a strictly convex norm. Out of these
Fairfax, VA 22030 solutions we seek the one which is of least

norm when the n dim. space is equipped with

Optimal Design of Trusses by Sooth a strictly convex and smooth norm. The

and Nonsmooth Methods algorithm we give is globally convergent
and it does not require that a non-negative

The talk will describe methods for optimal design minimal error solution be found first. As
of trusses (bridges, towers, etc.). These a special case, we test the algorithm for
problems give rise to models whichm a.e large the lp-norms (l<pc0). The algorithm was
scale and often nonconvex. In important special implemented in Fortran.
cases, we derive equivalent formulations which
are dramatically simpler (quadratic, or even Panagiotis Nikoloroulos
linear programs). Often the equivalent problems and
are convex but nonsmooth. We report on theon Christos Nikolopoulos
performance of several nonsmooth methods in
solving these truss design problems. Dept. of Computer Science

BRADLEY UNIVERSITY
Aharon Ben-Tal Peoria, Illinois 61625
Faculty of Industrial Engineering and Management
Technion - Israel Institute of Technology
faifa 32000, Israel On the sensitivity of paired comparisons

When using an interactive system for a curve fitting problem, the user
On-line Optimal Control of a Large-Scale Water System specifies a set of one-dimensional data and a model whose paran-ters

are to be chosn to best fit the data. In the problem of tailoring a
The paper describes an appliation of mathematical programming and curve with interactive graphics the user is asked to make a choice of-
netw--k flow theory oW otpinial control of the BarmomnWater 8- best fit among different computed fits. T process -is repeate t-

item. The importane of the ap"lication lies inits redu -ctionfthe o- achieve a set of paired comparisons. It is assumed that the user hs-
-ertion csts, mainly related to the treatment and pumping a qualitative information that should be incorporated into the flt- th-
fomn the rivers to different elevations in the cty, and the maintenance talk we show how to use this infora6to i.-ethe paired c•n#ýisons_ -
of a good qaatity of service to the users o the networ - to estimatethe sensitivity- of the data.- iiinformatio s drs -- ....d.... -

The problem presents hgh dim•nsionabty, constraints on sant and grahically and -used by the us to- find out•how hei he dat.

contolsand nwimear aue mnd. a eoewntsn~i ' Iond Stelhaizg and Lam-M-agnus Nordeide
--ucc*pmun temqe s ie -; om T6 ýAft V niversity of Bergen

meho-cto-t-r-. Department of Informatics -
PIPte U. r or u-lne peatin i te Br dnselee

-M02 BERGEN NORWAY
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Shape Matching via Piecewise Linear Approximation Guangye Li
The shape matching problem is concerned with fittLg an input shape, John E. Dennis, and Karen A. Williamson

- CRPC and De6pt., of Mathematical Sciences, Rice University
represented by a set of discrete boundary data, to a defect-free shape.
The proposed optimal approach is to minimize the Euclidean error
norm of the boundary data with iespect to the model shape. The Implementation of a Schur-Complement Method for Large-
analysis of polygonal objects is particularly important to automated Scale Quadratic Programming
inspection due to the large number of production parts with this type
of profile. It is especially crucial to many machine vision applications, Many engineering applications lead to large and sparse numerical opti-

because an arbitrary shape can always be approximated by a polygon. mization problems. These applications include data fitting, trajectory

This presentation will include two shape representation schemes, the o
matching procedure, and some computational results. One of the most successful methods for solving numerical optimization

problems is sequential quadratic programming. This talk focuses on
Jose A. V-Wnura and Jen Ming Chen quadratic programming which constitutes the inner-loop of this opti-
Department of Industrial and Management Systems Engineering, r•i.zation method.
The Pennsylvania State University Ii
207 Hammond Bldg, University Park, In particular, this talk describes implementation of a quadratic pro-
PA 16802 gramming method based on a sparse symmetric mFtrix factorization

and use of its Schur complement. A factorization of the Schur comple-
ment is updated to account for changes in the active set of constraints.

Numerical experiments with an interior point method for Theoretical aspects of the method, such as the pozedness of succes-
large sparse convex quadratic programming. sive equality constrained problems, will be considered. In addition,

For theoretical and practical reasons, quadratic programming problems the problem of obtaining a feasible point will be examined. Test re-
(QP) have attracted the interest of the mathematical programming suits on "real-world" engineering problems will be presented along with
community. In particular, interior point-like algorithms have been ex- propcsed extensions to the current work.
tended to deal with QP problems due to their relative success for solv-
ing large-scale LP problems in polynomial time. In this work we will Pand Frank and John Betts
present an implementation of the interior point algorithm proposed Boeing Computer Services
by Goldfarb and Liu 1. The algorithm is based on the logarithmic Seattle, WA
barrier function method. It requires the solution of an equality con-
strained strictly convex quadratic problem at each Newton iteration. Proximal Minimizations with D-functions and the
The implementation relies on the iterative solution of the Kuhn-Thcker Massikely Parallel Solution of Stochastic Networks
equations associated with this problem with a preconditioned conju-
gate gradient-like method. We present a numerical comparison on a We will present algorithms for the solution of LINEAR
set of non-trivial strictly convex problems. stochastic network problems on massively parallel computers.

The algorithms combine primal-dual, row-action algorithms
J.L. Morales-PNez and R.W.H. Sargent. with the proximal minimization with D-functions. Numerical
Centre for I ,cess Systems Engineering. Imperial College. results and comparisons with epsilon-relaxation algorithms
U.K. wil be reported.

Stavros A. Zenios
"A New Modified Newton Method for Large-Scale Quadratic Soren S. Nielsen
Programming Decision Sciences Department

We describe a new efficient method to solve general large- UiertonSyl
scale quadratic programming problems. In theory the University of Pennsylvania
method is globally and suptrfinearly convergent aid In Philadelphia, PA 19104

practice the method Is efficientand robust The method is
applicable to both positive-definite and indefinite OP's. The DIMACS Chalenge. A Cooperative Experimi.eal Study of
We discuss the Ideas behind the algorithm and the Network Flow and Matching Algorithms.
theoretical results and will present numerical results. Between November 190l and October 1991, the center for

Thomas F. Coleman, Computer Science Depart•nent Cornel Discrete Mathematics and Theoretical Computer Science
University, Upson Hall, Ithaca, New York, 14853 (DIMACS) sponsored a cooperative "algorithm

implementation contest" among members of the research
Jaguo Uo, Department of Applied Mathematics. Comel community. Participants implemented algorithms for
University, Sage Hall, !thaca. New York. 14853 Maximum Flows, Min-cost Flows, Assignment, and

(nonibparitie) Matching problems, and performed experimental

A Robust Algorithm for Special Quadratic Programming studies of algorithmic performuace. A DIMACs group provided
standard problem definitions and inmput formats% and suggested

To develop a robust trust region algorithm for nonlinear program- tests of the algorithms. The resilts of the project were
ming, one needs an efficient, reliable algorithm for equality constrained p-esented at a workshop in October W'. Sevaral programs,
quadratic programming (QP). In the context of nonlinear program- instance %generators, and related files are available from
ming, the quadratic programming algorithm not only must be able to DEAAC3 through anonymous ftp.
compute the solution to the QP if it has a unique solution1 but it must
be able to handle lack of secofid-order -fficiecy in the P2IThus, te Ii" o Mt ea
algori, 'fm must find a good descent diiection of zero or negative curva-
ture when the quadidtic o f• io is unbounded below on the - M- .... 2
feasible set. Ifthe QP ha an infiite her ofs olutiofn, then-he at-
gorithiý will calculaI the short,"-t of thee• We use the Bunch-Pirlett -
tioned above.tio apch~q ,w t h • rei t Finding the Minimum Cut in a Network

than the eigendecomposition apprb. J.kit issytoepoit p We consider the probleM of finding the- miniumf f
allelism by using this appfoach: Our numeda Msu 0tss•o- that both capacity cut in a network G With n nodes. This pfobkl
the sequential version and the parallel version of t1is alsoritim ae has applications to network reliability and survivability

;te effcient. and- Is useful In subroutines for other network F

- , "Zk , -
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optimization problems. One can use a maximum flow Renormalization Group and the Protein Folding Problem

problem to find a minimum cut separating a designated We will present an overview of general global optimization techniques
source node s from a designated sink node t, and by which may be applicable to the protefi folding problem. In particu-
varying the sink node one can find a minimum cut in lar, we will describe the application of renormalization group methods,
Gas a sequence of at most n maximum flow problems. which have been successful in other difficult problems in statistical

We then show how to reduce the running time of these physics, in this context. This approach can be used to provide a novel,

n maximum flow algorithms to the running time for deterministic computational annealing procedure that should be ap-

solving a single maximum flow problem. plicable to a variety of glotal minimis.ion problems with partially-

Jianxiu Hao 
separable objective functions.

GT Laboratories Incorporated Panos M. Pardalos

40 Sylvan Road University of Florida, Gainesville, FL
Waltham, MA1 02254 David Shalloway

Cornell University, Ithaca, NY
James B. Orlin

MIT Sloan School of Management A New Computational Approach to the Protein

Cambridge,,MA 02139 Folding Problem

Diagnosing Infeasibilities in Network Flow Problems. Protein folding problems can be expressed as
optimization problems. Unfortunately, the

In the case that there is no feasible flow for a minimum optimization formulation usually requires a
cost network flow model, the modeler may want to global minimizer of a nonlinear function

diagnose the source of the Infeasibility and correct it if of many variables - a very difficult problem.
possible. A "proof of Infeasiblity" (or violating set) is a In this talk, we discuss a new approach to

set S of nodes whose net supply exceeds the net capacity this problem emphasizing computational issues,

of arcs leaving S. In general, there may be a large including the use of parallelism. Preliminary
number of different violating sets. We give procedures computational results will be presented.

for finding violating sets with certain desirable Thomas F. Coleman, Computer Science Department,
properties including the following (I) the set with the Cornell University, Upson Hall, Ithaca,
most infeasibility, (2) the set with the most infeasbillty New York, 14853
per node, and (3) violating sets S that are min-imal, i.e.,
no proper subset of S is violatIng. D. Shalloway, Department of Biochemistry,

Cornell University, Biotechnology Building,

GTE Laboratories It zorporatedt
40Sylvan Road Zhijun Wu, Advanced Computing Research Institute,
Waltham, MA 02254 Cornell University, Engineering and Theory

James B. Orlin Center Building, Ithaca, New York, 14853

MIT Sloan School of Management
E53-357 Some Saddle-Function Splitting Methods for
Cambridge, MA 02139 Convex Programming

By arrlying operator splittings to the saddle-
An Introduction to Protein Folding-The Second Half of the point formulation of convex programs, one can
Genetic Code derive some new optimization methods, including

The protein folding problems--how a linear string ofamino adds codes an alternating direction version of Rockafel ler's

for a precisely folded three-dimensonal molecular structure-is one of proximal method of multipliers (PMOM). In

the key contemporary problems in biophysics and biotechnology. Its so- general, the algoritlhns contain primal proximal

lution would have enormous impact on medicineandtecology, open- terms, multipliers, and quadratic penalties, but

ing the door for "designer' materials and tlored drus. exhibit separability absert in the PMO? .

Ilia talk will provide an ovcriew for the following talks on optimiza- Preliminary computational results are reported.
tion. The basi structural units of proteins will be defined, the hicrar- Jonathan Eckstein
chy of assembly will be described, and the current status ofthe protein Mathematical Scienc-_ Research
folding problem will be placed in a global fiamewotk. Thinking Machines Corporation

Lynn W. Jelinski 245 First Street

Biotechnology Program, Cornell University, ithaca, NY Cambridge, MA 02142

Use of Constraints and Other Approaches to Protein-FOlding Monotone Operator Splitting and Linear
Complenentari ty

Protein fuadiphgpoblems canbeiarbitrarily latge; teye _dgyna ne We apply various splittings to an operator
linear and have may local minima They ebda nr associated with the monotone linear complementar-
sparsity: many terms in the ergy function o matter ity tbe wiht a symmetry assumption on the
affected atoms are dose together. We discuss the s -ructeof-th underlying matria H. Conditions for convergence
problem and describe soeapproaches to solving it. In particular, term:udrynnarxM-oniin~riovrec
- imposing suitableadonstreaintsappearso~inlt. tob ,em helpfulare given and preliminary computational experience
porauyimp sngsuitalec sappsoe hon the Connection machine will be outlined.

-- i ~ David M. Gay -

DavidM.GayJona-than Eckstein
Marga-e H. Wright to tn Sckin Resarc: AT&T Bell Lsoa Murray Hll, NJ Mathematical Scier-ces Research - -
A e i lThinking Machines Corporation

245 First.Street .
- - Cambridge, MA 02142
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Michael C. Ferris Jean Charles GILBERT, INRIA - Rocquencourt

Computer Sciences Department BP 105, 73153 Le Chesnay Cedex, France.
University of Wisconsin
1210 West Dayton St.
Madison, WI 53706 A Penalty Function Approach to the General Bilevd Problem

The bilevel !rogramming problem is a two level mathematical program:
Splitting Methods for Symmetric Affine Variational i F(y)
Inequality Problems, With Application to Extended
Linear-Quadratic Programming s.t. Gf(5,y)_0, VieR={1,..,r},y solves
We show how, under a semi-quadratic assumption, min f(zy)
an extended linear-quadratic programming problem y
can be converted into a symmetric affine s.t. g,(z,p)>0, YiGP={l,.-.p}.
variational inequality problem. This reformula- We propose solving the problem by replacing the inner problem by
tion provides the basic framework for the poten- the Kuhn-Tucker first order necessary optimality conditions and thei
tial application of a host of matrix splitting solving the resulting single level problem by an exact penalty func:ion
methods, exact or inexact, for solving the technique. We will present both theoretical and preliminary numerical
extended linear-quadratic program, results, as well as discussing some of the difficulties and advantages of

Jong-Shi Pang such an approach.
Department of Mathematical Sciences Paul H. Calarnai
Johns Hopkins University Department of Systems Design Engineering
BcItimore, M) 21218-2•89 University of Waterloo

phcalamai@dial.waterloo.edu Lori M. Case
Forward-Backward Splitting in Large-Scale Department of Computer Science
Optimization V'niversity of %aterloo

lmcase~neumann.waterloo.edu
Among splitting methods for large-scale optimiza- Andrew R. Conn
tion, the forward-backward algorithm holds T. J. Watson Research Center
special potential because it requires backward P. 0. Box 218, Yorktown Heights, N. Y. 10598
steps on only one of the component mappings. It areonn@watson.ibm.com
can be used to solve saddle point problems, in
which the Lagrangian is the sum of io expressions,
one of which is highly separable white the other A Trust Region Method for Nonlinear Optimization Problems
is far from separable. Such problems cover a wideisfara from soeparable.n Sunaichr a n s to vers a wtid- In this paper, we consider the optimization problem with nonlinear
range of models in dynamic and stochastic optimi-
zation. For these, forward-backward splitting equality constraints
leads to decomposition into separate suboroblems min 1(z)

to be salved in each time period. New convergence s.t. c(Z) =0
results support the viability of such an approach. wheref(z) :Rn Randc(z):Rn - Wnim<n. Theusual Newton

George H.-G. Chen or quasi-Newton method has to deal with a full Hessian which is an
Department of Applied Mathematics n x n mat-;x. Therefore, it is not suitable for solving large problems.
University of Washington Here we stugest a reduced Hessian algorithm with a double dogleg
.eattle, WA 98195 method to solve the trust region subproblem approxiw'Aty. The detail

R. Tyrrell Rornkafllar of the algorithm will be discussed and test results from different sets
Dept. of Math./Dept. of Applied Mathematics of problems will also be presented.
University of Washington Yuan-An Fan
Seattle, WA 98195 IMSL, inc., 2500 Permian Tower, 2500 CityWest Blvd.,

Houston, TX 77042
Jianzhong Zhang

Line-search Techniques for Quasi-Newton Department of Mathematics, City Polytechnic of Hong Kong,
Methods in Equality Constrained Optimization Tat Chee Avenue, Kowloon, Hong Kong

Detong Zhu
Quasi-Newton methods with line-sehrches are not easy to im- Department of Mathematics, Shanghai Normal University,
plement in equality constrained optimization. The nice com- 200234, Shanghai, China
bination of the BFGS formulaand the Wolfeline-searth cannot
be readily extended because of the diffic-Jty in realizing the The Value Function in Hierarchical Optimization
positivity of 'T4, where -p is the change of soxne gradient We consider the properties ot ti.: value function of perturbed hiertr-
and 6k is some corresponding step. chical, two-level, optimization problem. The properties of the value

It is known that this extension can be done when only function are one measure of the stability of an optimization problem.
the projected Hessian of the Lagrangian is updated. A may We show that Lipschitz type properties of iti- argmin multifunction
of realizing this consists in modifying the search path at the for the ower l•el problem translate to Lischitz properties of the
step-size trials where the Wolfe condition is not satisfied. The valuelhnction for the whole problem. This, cAqbined with nonsiooth
path becomes piecewise linear and, qsymptofafia, only one analyis, may be used to derive optimality conditions-for hierarchi-Cal citmzton problems. Ile condito reuie for this wor~k and-evaluation of the reduced gradient is necessary per iteration. timization poblems. The aon ins te edf ad-

theiruimplications for the study of the argniin of the whale hieirarhical
We will present further theoretical results on this sub-.pi~zto rbemwl edsnsc

ject, including a discussion on the connection between the
line-search method and the update criteron, which deter- Jay S. e Ml

Western Michigan University, Kalamazoo, Mmines when an update is appropriate. We will also present W n iian eRoxin Zhang
numerical experiments comparing different implementadtiow Northern Michigan University, Marquette, Ml
with the SQP method.
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Parallel Implement" .ion of Truncated Newton Modifying the BFGS Update by Column Scaling Techniques
Methods We consider variable metric algorithms that use an approximation B
We describe the parallel implementation of a to the second derivative matrix in order t0 calculate the search di-
class of truncated Newton methods for the rection. Specifically, we work with the decomposition ZZ1 = B-1.

- solution of large-scale unconstrained Many researchers have studied modifications of the BFGS update that
optimization problems. These methods are of apply scaling techniques to the columns of the matrix Z. The author
particular interest in computationr --here has suggested a scaling algorithm that preserves global and superlinear
analytic derivatives are available, such as convergence and outperforms the unmodified BFGS update on a range
potential energy minimization for large of ill-conditioned test problems. New research in the field including an
molecules, or neural network training. The extension of the new method to large-scale problems is presented.
methods are characterized by a) approximate Dirk Siegel
solution of the Newton equation by Krylov Department of Applied Mathematics and Theoretical Physics
subspace methods, with a truncation criterion University of Cambridge
based on norm of the residual, and b) Silver Street
approximation of the required Hessian-gradient Sige StreEt
products by gradient differences. Coaputational England
results are presented for eolution of a neural

network problem on an Intel iPSC/860 MIND
parallel supercomputer. The Global Convergence of a Class of Primal
RrPotential Reduction Algorithms for ConvexRobert Hf. Leary Programming
San Diego Supercomputer Center Pornnn
P. 0. Box 85608 We describe the global convergence of a class ofSan Diego, 8A 92186 interior point primal potential reduction algorithmsfor the linearly constrained convex programming

problem. Interior point algorithms for convex
Vector Performance Criteria in Unconstrained Opti- programming have been presented which require that
mlsation the functions involved satisfy an unusual Lipschitz

condition. Our algorithm is the first potentialWe are concerned with globalization techniques for un- algorithm which does not impose any such condition.
constrained minimization algorithms. The directions used by our class of algorithms

Current methods for ensuring global convergence are are sufficiently gineral so as to include as
* based on the enforcement of a monotonic decrease of the ob- special case several directions that have been

jective function values. It is known that this requirement may used in the literature in the context of LP
cause severe inefficiencies in the minimization of highly nonlin- problems.
ear functions. To overcome this difficulty, some nonmonotone Renato D. C. Monteiro~~~Rnt D.oitm C.v beenpropsed
algorithms have been proposed. Systems and Industrial Engineering Department

In this work we present a more general theory of global University of Arizona
convergence based on the introduction of a vector performance Tucson, AZ 85721
criterion and we relate this approach to the use of vector Lya-
punov functions in the stability analysis of dynamical systems.

Luigi Grippo On the Af'ine Trust Region Interior Point
Dipartimento di Informatica e Sistemistica, Universiti di Algorithm --Or Quadratic Programing

Roma "La Sapiensa", via Eudoss•ana 18, 00184 Roma, Italy The subject of this talk is the theorical and
numerical study of the algorithm for quadratic

Francesco Lampariello, Stefano Lucidi programming with trust region and affine scaling.
We show that, under mild hypotheses, the algorithmIstituto di Analisi dei Sistema ed Informatica del CNP, Viale converges towards a point satifying the first-order

Manloni 30, 00185 Roma, Itay optimality conditions, and give an estimate of the
asymptotic rate of convergence. Our hypotheses are
l)the linear independence of gradients of activeImplementing a Parallel Asynchronous Newton Method on a constraints and 2)that the quadratic problems where

Distributed Memory Artcture all positivity conditions are deleted or converted
to equalities have at most one solution. we discussA parallel asynchronous version of the Newton method for the numerical implementation and give numerical

solving nonlinear optimization problems has.been dev: ed. results that indicate a good behavior for a number
In particular, a hierarchical parallel scheme, whereby L .. dple of test problems.
processors am used within each tasks, has been proposed. The M. Bouhtou and P. Bonnans
aim is to investigate the parallel asynchronous behavior of the IzRIA, BP105, 78153 Rocquencourt,Prance
Newton method for the solution of large scale unconstrained
optiidzation problems on a distributed memory parallel
computn environment, to experimentally give evidence of the
possible benefits and drawbacks of the asynchronous idea. A
set of test problems, with diffemnt characteristics, has been
used to carry out the numerical experiments, with the aim of Algorithms for the Convex Inequalities Problem
evaluating and assessing the behavior of the paralll algorthm Let fit i=,1,2,... ,m, be twice continuously dif-
when faced with severa kind of problemns. The results ferentiable convex functions. Letdemonstrate the efficiency of the asynchronous parallel G - (gJ (rf(x) c g) # *}. Then there exists a

uniqu uA in the closure of G, such that
Domenico Confoni, LuciD Grandinett, Roberto Mustanno inf g E G). We develop a globally

convergent algorithm that generates sequences
Dept. di Elettronica,Inontce seitc(DYE.S.), {xk) and {gk) such that ftxk) < gk and gk

Uiiifl cal"ba converges -to a under the minimial "ssumption that
87036 R &Chde. serl*a Italy -the set {xjf(x) A ) is non-,emptv-

A24

~ L



TUESDAY PM

As a special case, when =0, any accumulation Parallel Optimization in Groundwater, and Petroleum Re-
point of the sequence Nxk} belongs to the set sources Management
{X[f(x) < 0}) A number ofoptimization problems arise in the management ofgroundz

Motakuri Venkata Ramana and Shih-Ping Han water and petroleum resources. The dominant computational expense
S Department of Mathematical Sciences in these NLP is the solution of the p.d.e. that describe flow in porous

The Johns Hopkins University media. We will describe an approach to such problems that integirates

Baltimore, MD 21218-2689, USA domain decomposition methods with NLP algorithms, thereby exploit-
ing computational parallelism.

Plane Method Our idea is based on the observation that in the context of NLP, do-
x at rmain decomposition methods contain implicit constraints which should

(ICPM) be made explicit in the NLP. We will discuss our approach for the case

The interior point cutting plane method essentially applies to convex of a parameter identification problem from subsurface flow.
programming. It deals with a linear relaxation of the original problem.
The relaxation is made of supporting and separating hyperplanes which Robert Michael Lewis
are sequentially generated by a so-called oracle. The iCPM strives to Department of Mathematical Sciences

follow the central path of the current linear relaxation,'but the path Rice University

is modified by the introduction of new cutting planes. This strategy Houston, Texas 77251-1892

makes it possible to solve a convex programming problem by generat-
ing only a few cutting planes. Augmented Lagrangian and SQP Techniques for

The method has been subjectel to rather extensive testing ona variety Nonlinear Illposed Inverse Problems

of problems, ranging from geometric programming, to standard nondif- Augmented Lagrangian techniques are robust solvers
ferentiable programs and to the decomposition of linear programming for nonlinear il1posed inverse problems combining
problems. It has been found robust and reliable. We shall discuss the equation error and the output least squares
various implementation issues and we shall present the results of our techniques. Their convergence is analyzed and
experimentations. their numerical behaviour is compared for

J.-L. Goffin different norms in the observation space as well

Faculty of Management as between regularization in parameter and in

McGill University output space. Reduced SQP-methods are then

1001 Sherbrooke St. West compared to the augmented Lagrangian technique

Montreal, P.Que., H3A IG5, Canada both with respect to convergence rate and
numerical behaviour. Finally second order updatei-P. Vial augmented Lagrangian techniques are described and

UDipartement d'dconomie commerciale et industriele compared to SQP methods. Numerical results are

2 runve • de Genvle given on identifying interfaces from boundaryS 2 rue de Candolle mensurements.

CH-1211 Genive 4, Switzerland

Karl Kunisch
Technische Universitat Graz

Optim tion Methods for Elliptic Systems Institut fur Mathematik

Systems of semilinear elliptic partial integro-differential equations arise Kopernikusgasse 24
in the study of competitive systems, optimal damping, and semicon- Graz
ductor modeling. These systems may be transformed to compact fixed AUSTRIA
point problems by premultiplying by the inverse of the highest order
term, typically a Helmholts operator. The resulting problems can often Computational Comparison of Two Methods
be attacked with conventional Newton-like methods, such as Broyden's for Constrained Global Optimization

method or the chord method, if a good preconditioner can be found.

The search for such preconditionem is made complicated in many ap- Computational results comparing two diff-
plications by large convection terms and/or nonsmooth nonlinearities. erent linearly constrained concave global
In this presentation I will discuss some of the issues that arise in con- minimization algorithms, evaluated on the
struction of preconditioners and proofs of superlinear convergence, same set of test problems, will be pre-
C.T.Kel sented. The first method is a stochastic
C. T.Kelley approach which applies a pair of bayesian
North Carolina State University, Raleigh, NC sopn ue novn h ubrostopping rules involving the number of .

total local minima found and the fraction
Numerical Methods for Nonlinear Paraboli Control of the domain explored. Tle second
Problems method is a deterministic approach util-

izing linear underestimators and
Many optimal control problem with partial differential equations de- sufficient condition tests.
scribed by evoluti6n processes occurin e.g. in heat conduction can
be re•onalated as optimization problems. Often the constraints and
the objective funct., in the optimiationfornmlationedbibitaspeciaI J.B. Rosen

structure which can be used for the design of fat numerical algorithms. Computer Science Department
Also the choice of function space is an ism which Muences the re- University of Minnesota
sults on the onvergce for the merical methods. We discus some 4-192 EfCSdi Building

of theme features for Sequentia" luadratic Programming and related 200 Union Street S.E.

methods. We present numerical results for some nonlinear boundary Minneapolis, MN 55455
Ii control problimi. A.T. Phillips

F.-S. Kupferd E. W. Sahs Computer Science Department

FBJU-Mihemti'T United States Naval Academyi "• : FB IV'- -4 572 Holloway Road

P t• f• Annapolis, MD 21402-5002
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COMPUTATIONAL APPROACHES FOR SOLVING QUADRATIC J.B. Rosen
ASSIGNMENT PROBLEMS Computer Science Department
We will present heuristics and exact algorithms University of Minnesota
for solving the quadratic assignment problem 200 Union Street S.E.
(QAP). Computational results will be presented Minneapolis, MN 55455
based on classical test problems available in the
literature and problems generated by a new test The Fmctionality of ADIFOR
problem generator. We will also discuss
parallel algorithms for solving the QAP and Library packages for optimization either expect the user to provide code
present preliainary computational results, for the Jacobians or the Hessians required by the optimization algo-

rithm, approximate the required derivatives by finite differences, or elsehave gone to great length to develop derivative-free algorithms. How-Dept., University Park, PA 16802 ever, given the code defining the objective function and the constraints,
Panos M. Pardalos, University of Florida, Dept. the techniques of automatic differentiation support the computer gen-
of Industrial & Systems Engineering, Gainesville, eratiou of code defining the derivatives using the chain rule. ADIFOR
FL 32611 (Automatic Differentiation In FORtran) is a Fortran source-to-source

translator. Given Fortran code for a function, ADIFOR employs the
An MILP Relaxed Dual Formulation For The data analysis capabilities of the ParaScope Fortran programming en-GOP Algorithm vironment to generate portable Fortran 77 code. The calling sequence

for the ADIFOR-generated code is a straight-forward extension of the
In Floudas and Visweswaren (1990), a new global callingsequence for the original code. The generated code uses a hybrid
optimization algorithm (GOP) was proposed for combination of the forward and reverse modes of automatic differentia-
solving constrained nonconvex problems. The tion to compute the derivatives, ADIFOR preserves the parallelization
approach involves the decomposition of the and vectorization already present in the code and extends the scope oforiginal problem into primal and relaxed dual possible further parallelization and vectorization.
subproblems that are solved iteratively to
converge to the global solution. In this paper, George Corliss
a new formulation of the relaxed dual problem, Mathematics and Computer Science Division
where binary variables are introduced to represent Argonne National Laboratory
combinations of bounds of theoevariables, is

Sproposed. The reformulation enables the solution The Performance of ADIFOR codes
of all the relaxed dual problems at each iteration
through a single mixed-integer linear programing The ADIFOR project's goal is to provide exact (up to machine preci-
(MILP) nroblem. The reformulated MILP approach sion) derivatives of functions defined by Fortran programs as cheaply
is illustrated through a simple example and as possible. This talk outlines the implementation of ADIFOR and
comparisons with the original algorithm are presents experimental results indicating that th, time required for
presented. ADIFOR-generated codes to compute exact der'vatives is quite coin-
V. Visweswaran and C.A. Floudas and Brigitte Jaumard petitive with divided differences on v.,!-" :- which symbolic differ-
Department of Chemical Engineering entiation would almost certainly fail. We conclude that. ADIFOR-
Princeton University generated derivatives are a more than suitable substitute for hand-
Princeton, N.J. 08544-5263 coded or divided-difference derivatives, especially considering that theavailability of exact derivatives may significantly increase the efficiency

of codes in which good derivatives are critical to convergence.
Minimizing the Lennard-Jones Potential function Alan Carle
on a Massively Par I el Ccluter Center for Research on Parallel Computation

Rice University

The Lennard-Jones potential energy function arises in the study P.O. Box 1892
of low-energy states of proteins and in the study of clu stat-. Houston, TX 77251-1892
ics. This paper presents a mathematical treatment of the potential
function, deriving lower bounds as a function of the duster size, in Automatic Differentiation in Nonlinear Programming and Pa-
both two and three dimensional configuratio. These results are rameter Identification

applied to the minimization of a linear chain, or polymer, in two- In this talk we will discuss how automatic differentiation makes fea-
dimensional space to illustrate the relationhip between energy and sible the solution of some ODE inverse problems. Our algorithms for

estimating the parameters that appear in ordinary differential equationmodels are based on a nonlinear programming framework, and by in-
energy lattie *tmctke in two di . Com~putational results corporating the structure of the parameter identification problem into
obtained on the CM-5, a massively parallel processmo, support a the optimization algorithm, the calculation of analytical derivatives

mathematical proof showing an essentially linear relationship be- required for the optimization becomes both tractable and cheap.
tween minimum potential enertgy and the number of atoms in a Alan Carle, John E. Dennis, Jr., Guangye Li and Karen A. Williamson
duster. Computational results for as many as 50000 atoms are Center for Research on Parallel Computation
presented. This largest case was solved on the CM-5 in appmxi- Rice University

mately 40 minutes at an approximate rate of 1.1 ogmop P.HO. Box 1892i ~ Houston, TX 7MI5-1892

G.L. Xue, R.S. Wier

HAr i gh Performnce Oprtng tesiarch Center Pesience With Various Automatic Differentiation Tools.In-

1100 Scxth Wadl1ngtott Avmue Orthogona Distance Reression
Minn sot T Center In this talk, we examine the effect of using Jacobian fi~atrices ahtainedMinneapolis, b y415 byautomatic differentiation on the performance of the ;rthog-na dii

tance regression packdae JDRPACK. Analyzing reres
arising at NIST, we compare results obtained using Jacobi"i "Rasi
ces generated by automatic differentiation, tools such as ADIFMR with
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results obtained using a divided difference Jacobsen. Several charac-pia-ulitro-on ehdcnegs tcnegst
teristics are considered, including the quality of the solution, the size the center of the solution set.
of the resulting generated code, and the CPU time required to obtain
the solution. Y hn

JanctE. RgersDepartment of Mathematics and Statistics
Applied and Computational Mathematics Division University of Maryland, Baltimore County
National Institute of Standards and Technology Baltimore, Maryland 21228
Boulder, Colorado 80303-3328 RcadA ai

Department of Mathematical Sciences
A Scaling Technique for.Finding the Weighted Ann-lyt~c Rice University
Center of a Polytope Houston, Texas 77251-1892
Let a bouaded full dimensional polytope be defined by the system
Ax > b, whie A is an mn x n matrix. Let ai denote the ith row of hneior-Exterim Avgmnentvd I anpang Appraw, for I P
the matrix A, and define the waeighted anei1YOC center of the polytope
to be the point that minimizes the strictly convex barrier function We contider LP Mrblen of the form

- un.= wln(alix- bi). T~he proper selection of weights wn cAn make px* wmn p.q.RI.AxR- q,mxa )%n
any desired point in the interior of the polytope become the weighted P .q " :f %m

analytic center. As a result, the weighted analytic center has applica- We are trenting the inequality constraints with the 1-oddied narner func.

tions in both linear and general convex programming . If some of the tioji. whidi one can connidar as the Interior Au~necitx Lasrangan. and119 the equltonattaints with C'assical Auapnmuied Lapagijan teyno. We
uwd's are much larger than others, then Newton's method for mninimiz- k p e ternalty as wril as the banier paraineter v a R" be the yecor
ing the resulting barrier function is very unstable and can be very slow, of dual variables,. MeR" be the vwstcr of dual eiu'.an

Previous methods for finding the weighted analytic center relied upon tkfunctxion qx~k umtoobsdnhtoete
a rather direct application of Newton's method potentially resulting in tefnto

very slow global convergence. We present an enhancement of Newton's (2) P~x. v. ui. k) -

method that is based on the scaling technique of Edmonds and Karp.(px)-v.AK-)+-1j -e iihk.1)vntl
The scaling algorithm runs in O(%rm- log W) iterations, where m is 2un xllenti

the number of constraints defining the polytope and W is the largest )~oxEafl 1i,
weight g~ven on any constraint. Thie complexity of each iteration is
dominated by the time needed to solve a system of linear equations. Wc stait with an intalsoution x' # i 1i v va Pn. ir-(L. 1, , 1) c W

Suppoe thiat x.i. /have aitatty been fo'und at oacr j. then fun Iitdhe
David S. Atkinson nex applaodmation by the fonnulas

Umiversity of Illinois at Urban&-Champaign, Urbana, IL
Pravmn M. Vaidya (3a) x'.azsnin (flx. iev.ýk)I xFr~i

University of Illinois at Urbana-Champaign, Urbana, If,

Adding and Deleting Constraints in a Path-Following Method 30r -V-k(AjAX - q)

for Linear Programming We piroe the converIjnee of the sequence Ix t?. V'jt ithe prinudand
d&W 1nl4do and rdcine d. miio under .ddh --- ihnd (3) has a

We analyse the effect of shifting, adding and deleting respectively of iincarrate of onvaypnc
a constraint on the position off the analytic center, the distance to li nuac~ o of niethod 03) kicdt to the Newumi aethod for
the central path, and the value of the potential function. Based on idn;hcao infmx'aduatgu vby()ad(1
the obtained results we are able to analyse a strategy for building up
and down the linear program while using a path-following method.
We will prove that in the worst case the complexity is the same as Roman Polyak and Rins Schneur

the ompexit ofthe tanard athfolowin: mthod InpraciceIBN Thomas3 .. Watson Research Center
the ompexiy o th stndad pth-flloingmetod.In raciceDepartment of Mathematics

this build-up and -down scheme is likely to save much computational P.O. Box 218
effort. T'he method starts with a (small) subset of the constraints, and Yorktwon Heights. NYf I0S98

follows the corresponding central path until the iterate is close to (or
violates) -ýne or more of the constraints. Then these constraint are Nonclassical Gauss-Newton Methods
added to the current system. On the other hand, when the current
iterate is close to the central path, constraints which, in some sense, - The classical Gauss-Newton method for nonlinear least squares may
lie far from the iterate, are deleted. This process is repeated until we converge to apoint that is not a stationary point if the sequence of
reach an optimal solution. Jacobians approaches a loss of rank. This talk introduces a new clms

D. dn ilrtogof linesearch algorithms in which the search direction at each iteration
Delf Unverityof Tchnlog, D~ftTheNeterlndsis an unmodified Gauss-Newton direction, possibly different from the

classical Gauss-Newton direction. Global convergence to a stationary
[)elftpoint is a consequence of the fa~ct that, in the worst case, the Gauss-

Univrsiy ofTecnoloy, e~ft Th NeterlndsNewton direction that is used is actually the steepest-descent direction.T. Terlaky
Delft University of Technology, Delft, The Netherlands C. Fraley

Statistical Sciences, Inc. Department of Statistics, GN-22 3

On the Convergence of Interior-Point Methods toth 1700 Westlake Ave N, Suite 500 University of Washington
Center of the Solution set in Linear Progratmeing. ~W 80 S etlW 8 Sfialeynsstsci.cmfae sttwbigoed
The notion of them'etral path plays an Important role in
the convergence anialysis of interiio1rtOint miethodi ManIy Finding the Global Minimum of Nonlinear Least Squares Us-

inerorpontagoitmshaebeen developed biased on the Ing Real and Interval Arithmetic
gthecenralpat, ethe clsel orWe address the problem of finding the global minitmam of a nonlinear

toherw he oenter, ofether solhtaonorithms reac nedanl least squares problem with box constraints (NLSB). iTese problems
covng toh is papterr wft e demuton ithstraemtatnunden are currently solved by using software, either for, local nithiizatoni of

open questionl. Inti & ,w eosrt~htudrNLSB-problems cc for global minimization of general box constrained

mild conditions, when the iteration sequence generated by a problems. We combine real and interval arithmetic in using a stahiliked
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Gauss-Newton algorithm for local minimization and a revised interval An Interior Point Alaorithm for
analysis method for excluding subregions not containing local minima. Linear Compleaentarity Problems
The proposed algorithm is suitable for implementation on parallel corn- most current interior point method~s
puters of MIMD-type. Now a sequcntial implementation is discussed for the linear conplementarity
and compared to the interval analysis method. problem can be classified as the

Jerry Eriksson potential reduction method and the
University of Umei, Umei Sweden path-following method. We propose
Per Lindstrdm a new approach which solves the
University of Umel, Ume! Sweden corresponding quadratic programming

problem directly, using the scaled
projections of gradients of theVARIATIONS OF STRUCTURED BROYDEN FAMILIES FOR objective function. Then we

NONLINEAR LEAST SQUARES PROBLEMS explore the polynomial-time
We consider methods for finding a local convergence property of the new

solution to a nonlinear least squares problems. algorithms.
Among numerical methods, structured quasi-Newton Jm Ding
methods seem very efficient. Department of Mathematics
Recently, factorized versions of the structured Southern Station Box 5045
quasi-Newton methods have been studied by Sheng University of Southern Mississippi
Songbai and Zou Zhihong, and Yabe and Takahashi. Hattiesburg, MS 39406-5045
In this presentation , we generalize the update
of Sheng Songbai et al. and propose a new family
corresponding to the Broyden family. Further the A Superlinearly Convergent O(-,/nL)-iteration Predictor.
relationship between the factorized quasi-Newton corrector algorithm for Linear Complementarity Problems
family and the structured secant update from the Ye, Tapiaand Zhang proved that a version of Mizuno-Todd-Ye predictor-
convex class proposed by Martinez is suggested corrector algorithm for LP which solves the LP in at most O(ViiL)
and some numerical experiments are shown. iterations has the property that locally the duality gap converges to

SHiroshi Yabe zero Q-superlinearly. In this paper we extend the algorithm to a class
f t •of linear complementarity problems. The extended algorithm possesses

Faculty of Engineering the same global complexity and local superlinear convergence property.
Science University of Tokyo
Tokyo, JAPAN Siming Huan&

University of Iowa, Iowa city, IA

Jun Ji
SRelationship between Structured and Factorized Florian Potra

S quasi-Newton Methods for Nonlinear Least- University of Iowa, Iowa City, IA
Sqouxes Problems
Recently, structured quasi-Newton methods for SOLUTION OF LARGE SCALE-MONOTONE LINEAR COM-

Recetly stuctredquas-NetonmetodsforPLEMENTARITY PROBLEMSnonlinear least-squares problems have been
studied by several researchers. These methods The Linear Complementarity Problem (LCP) consists of finding vectors
employ J J + A as an approximation of the z and u; in Rn such that

* Hessian matrix, and give updating formulae for A,
for J can be steadily available, analytically or tW = q + Mz, z> 0, W > 0, zw =0
numerically. Their convergence theorems have
been established based on the bounded where q in Rn and M in Rnn are given. The LCP is said to be mono-

det-rioration theory. tone if its matrix M is positive semi-definite. In this talk we discuss

On the other hand, we proposed factorized quasi- the most important direct and iterative algorithms for the solution
Newton methods in the viewpoint o°f preserving of large-scale monotone LCPs, namely principal pivoting algorithms,
positive definiteness of the Hessian approximation. damped-Newton and proximal-point procedures, interior-point meth-
Spe if ca ly t e- ac or d o rm•-•-, (J + ' • l."--)-T- �� + L)m , ods and projected-gradient algorithm s. A comparative study of the

was employed, and also their convergence efficiencies of these algorithms which highlights the btnefits and draw-
theorems were given. However, in proving backs of each one of the different methodologies.
convergence theorems, our approach can be Joao M. Patricio, Joaquim J. Judice
considered almost the same as that of structured Departamento de Matematica, Universidade de Coimbra,
quasi-Newton methods by regarding JTL + LTJ 3000 Coimbra, Portugal
+ L asA.
In this paper, following to this observation, we Luis M. Fernandes T
further discuss the relationship between structured Escola Superior de Tetnologia de Tamar,
and factorized quasi-Newton methods. 2300 Tomar, Portugal

Toshihiko Takahashi Undamped Newton Method for Solving Linear
- Infomation Processing Center Complementarity ProblemsS Kajima Corporation !2-7, Motoakasaka i-Chome, ninato-ku, Linea Complementarity Problems (LCP) arises in economic equilib-

T y2-7 1, Moakaapa -Come irium and quadratic optimization p roblen eor n pran tiil
problems can be formulated ks LCP. Adufty NeWtoa Methodis used

Hiroshi Yabe for solving LCP, but a daili pd forhilati6n', whic requie t6U---of it
Faculty of Engineerin stepsize produie, has to be used in order to a4tain jlobaeo6e p-ce.
Sciece univerei of lo'yo It has been obseid t this da•iped Neitdfi method eoiulhoni '
1-3, Kagsmazaka, Shinjukuzku, impractical when excessive Armijo-ike ,stipe proceduores ha"ve t be
Tokyo,'162; Japan performed at many iterations. Weprove teUCally ta l o

mm a, ~~~~vergence is guaranteed even if no atepsis rceue uperfxe&ta
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is, Newton's method solves the LCP globally and with a superlinear ing standard algorithms for local search. We discuss performance in
rate of convergence under conventional assumptions. Numerical exper- terms of speed, number of local searches, and convergence behavior of
iments support the theory. the local search routines.
Ubaldo M. Garcia-Palomares Robert S. Maier and Guo-Liang Xue
Universidad Simon Bolivar Army High Performance Computing Research Center
Departamento de Procesos y Sistemas University of Minnesota
Apartado 8900 Minneapolis, MN 55415 USA
Caracas, 1086. Venezuela

On the Detection and Exploitation of Unknown Sparsity
'The Barzilai and Borwein Gradient Method for the Structure in Nonlinear Optimization Problems
Large Scale Unconstrained Minimization Problem

Given a known sparsity structure, dramati- computational improve-We consider the use of the Barzilai and Borwein gradient ments can typically be realized through the ase of specialized linear
method for the solution of large scale unconstrained algebra routines and/or the use of graph coloring algorithms to ef-
minimization problems. This method requires no line search ficiently generate Hessian approximations. In practical applications,
and so, near the solution, it requires considerably less however, the true structure of a problem may not be obvious to the
computational effort than any of the Conjugate Gradient unsophisticated user, or may even be specified incorrectly. Another
methods. difficulty involves problems for which the sparsity structure changes
We discuss the convergence properties of the method and during the iteration.
present numerical results. We invrtigate the consequences of errors in the assumed sparsity struc-
Marcos Raydan ture, and present an inexpensive algorithm for dctecting significant er-
Department of Mathematics rors. Global convergence is demonstrated in a trust regioL framework.

University of Kentucky Richard G. Carter
Lexington, KY 40506. AHPCRC, University of Minnesota

The Development of Parallel Nonlinear Fixed-Point Quasi-Newton Methods
Optimization Algorithm for Chemical Process
Design We study iterative methods defined by

study 1inestigated parallel nonlinear opti- Xk+l = (XkEk),
mization for chemical process design. A n
sequential successive quadratic programming where Xk e and klies on a space of
algorithm was developed with the BFGS inverse parameters. We establish sufficient con-
Hessian update. Algorithms using a parallel
finite difference Hessian, Streeter's parallel ditions for local convergence and
variable metric update, and Freeman's projected
parallel variable metric update were Investigated, for convergence at an ideal
Schnabel's parallel partial speculative gradient linear or superlinear rate. we develop a
evaluation technioue was used to calculate the
numerical gradic . Simultaneous function theory of least-change secant update
evaluations were performed for a parallel line methods for this class of processes.
search algorithm. Simultaneous minimizations Several examples are given showing a wide
were performed with the sequential BFGS algorithm
for parallel global optimization. The success range of applications of the new theory.
of these algorithms show potential for efficient
minimization of design problems. Jose Mario Martinez

Karen A. High Dept. of Applied Mathematics
School of Chemical Engineering IMECC - UNICAMP
Oklahoma State University
Stillwater, Oklahoma 74078 CP 6065 - 13081 Campinas SP

Richard D. La Roche E-MAIL:MARTINEZ@BRUC.ANSP.BR
Gray Research, Inc.
Gray Research Park Data Analysis Teliniques for Optimization Code Tt Results

S 655 E. Lone OakS Eagan, oN 55121 The comparison of test results for optimization codes involves fairly

large sets of multivariate data. This poster presentation considers some
of the presentation and analysis approches which have been used by

v rallel different workers. These are compared to a variety of techniques re-erscently developed or popularized in statistlcal research. The availability

We describe recent experience with two computational models for tmv- and ease of use of such methods are considered. The author willat
sively parallel optinrzation on high-performance supercomputers, in- tempt~to suggest some choices of techniques which require little effort
eluding the next-generation Connection Machine. The "single-problem7 or expenditure from the user but which elucidate important features
model employs fine-grain parallelism to solve large-scale problems. The of test result data.
"multi-problem" model employs large-grained parallelism to address John C. Nish,
global optimization problems. For the single-problem model, We present Futy of Administraion,
comparative results for the Truncated Newton (Nash) and the LM- University of Ottowa
BFGS (Nocedal and Liu) on a number of large-scale test problems.
We discuse perforinance in terms of kernal speed, iterations, and codew o
adaptability. For the multi-problem model, we present results for
stochastic global optimization of several nonconvex test problems us-
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afficient and_3table Comronation of Natalia Alexandrov
(uesi-iiewton Undates John E. Dennis, Jr.
qu..si-Newton techniques are frequently used for Department of Mathematical Sciences
the numerical solution 0 g quadratic programming Rice University, P.O. Box 1892
or linearly and nonlinearly constrained Houston, Tx 77251.
optimization problems. !he key computational
step of these techniques is the updating of S Local convergence analysis of the method of centers
symmetric positive definite matrix after a
Pymmetric rank two modification, involving an In this talk, we investigate the asymptotic behavior of the method of
addition and a subtraction of dyads. Piost centers when applied to the nonlinear program min(•)<0 f (x). This
current implementations rely or: updating the method consists in solving a sequence of subprohlems
Cholesky fsctor of this matrix using standard
plane rotations. iome inefficiencies and minplog(f(z) -t1)- log(gi(z)).
numerical difficulties may arise mainly due to
the subtraction operation. We in.estigate conditions on p which ensure that the solutions x(Q&)
The paper discusses efficient and stable form a differentiable trajectory. If zQ() denotes a local solution of the
quasi±:ewton updates using modified Householder unconstrained subproblem, we define a function h(z(t),t) such that
transformations and hyperbolic transformations. h(z(t*),t*) = 0 for a point x" = z(C*) satisfying the sufficient second

order conditions. We investigate again conditions on p, this time to en-
Van ile jima sure that W(s(t), t*) j 0. This allows us to apply Newton's Method
Computer -process Cortrol Laboratory to the function h, thereby yielding a quadratic convergence rate with
itesearch Institute for Informatics respect to function values. Finally, we evaluate the tradeoffs of ap-"71.16 Bucharest, homania prozimately solving the unconstrained subproblems. More precisely,

we propose an approximation criterion such that the quadratic con-
EfficienL Paral lel Minimization Algorithms in vergence rate for the function values is retained, and we evaluate theCopuf i onarall FluidDynimiza n Awork needed to obtain such an approximate solution. ImprovementsComputationai Fluid Dynamics are made available by the use of an extrapol" tion strategy, as used
Parallel computing in computational fluid dynamics recently in numerically efficient penalty algorithms.
has grown increasingly important in the last Abdelhamid Bench:.kroun
decade. In particular, parallel solution
algorithms for discretization equations constitutes Jean-Pierre Dussault
a major research field. This presentation concerns AbdelatifMansouri
the implementation of Snyman's dynamic minimization DOpartement de mathimatiques et d'informatique
algorithms as nonlinear solvers for systems of Facultd des sciences
discretization equations in fluid flow and heat Universiti de Sherbrooke
transfer. These particular algorithms evaluate Sherbrooke, PQ, CANADA
only the gradient of the objective function and JIK 2RI
not the function itself, and are therefore
efficient parallel algorithms. Different formula-
tions of the minimization problem for this appli- Bilevel Formulations in Concurrent Modeling of the De-
cation, as well as numerical experiments to obtain sign Process
the parallel efficiency of the minimization Concurrent modeling, as an emerging theme in
algorithms concerned, are presented. engineering design research, also offers interest-
E. de Klerk and J.A. Snyman ing new challenges in applied optimization. The
Department of Mechanical Engi neer ing basic problem is to include downstream product-
University of Pretoria, Pretoria life considerations in early design decision-making.
kepub lic of South Africa In current methods, concurrency has usually been
L. Pretorius modeled by different multiobjective formulations.
Department of Computer Science As a way to further improve the designer's in-
University of South Africa sight in modeling concurrency, we propose the
Pretoria
South Africa use of a bilevel formulation and its various inter-

pretations in input optimization and stackelberg
A Flexible Elimination Method for Nonlinear games.
Constrained Optimization Using applications from mechanical design, this

presentation will address nondifferentiability inThe authors propose a new elimination method for solving problems bilevel models and will report on new computa-
in the SQP framework. The theory has its roots in the Brown-Breat
methods for nonlinear systems of equations. The practical motivation tional approaches to solve these models.
lies in the nature of many "real-life" problems, especially engineer- J. R. Jagannatha Rao
ing problems where the constraints are given in the form of differ- Assistant Professor
ential equations. Such problems, when discretized, are usually large
and sparse und have a structure that can be exploited. The proposed Department of Mechanical Engineering
method offers a.flexible way to solve problems, given a particular struc- The University of Houston
ture. The constraints can be processed in groups, aggregated according Houston, TX 77204-4' 92.
to various criteria, such as minimum fill-in during solution, degree of
non-linearity, or natural grouping. This flexibility makes it possible
to solve problems of varying size, sparsity and structure with a sihgle NocPse
optimization code. Process

Software developer deals with two conflicting objectives of minimiz-
ing the resources utilized and maximizing the quality accomplished in
the development process. This paper develops nonlinear programming
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model that enables a software manager to determine optimal levels of The choice of the Larangge multiplier in the framework of
resource allocation in each stages of software development process that successive quadratic programming method
maximize the software quality warhin the given budget. Software qual-
ity is described through a number of quality factors such as reliability, We study the choice of the Lagrange multiplier for equality

maintainability, portability, and etc. Each quality factor is a function constrained optimization problem when the successive

of the quality metrics which affect that quality factor. Nonlinear rela- quadratic programming strategy is used to solve the problem.

tionship is assumed between resources spent and level of quality metric Some of the fundamental properties of thie distinct Lagrange

attained. An example will illustrate the model. multiplier formulas will be discussed. The numeric ai
of all these Lagrange multiplier formulas and some numerical

Nalina Suresh results will also be presented.
Department of Mathematics Debora Cores
University of Wisconsin-Eau Claire Richard Tapia
Eau Claire, WI 54701 Department of Mathematical Sciences
A.J.G. Babu Rice University, P.O. Box 1892
Department of industrial and Management Systems Houston, Tx 77251.
University of South Florida

' Tampa, Florida 33620 Conditions for Continuation of the Efficient Curve

An interior-point algorithm for quadratically constrained en- for Multi-objective Control-structure Optimization

tropy minimization problems In recent years there has been considerable interest in bi-

Entropy minimization problems with linear or quadratic constraints are objective structural optimization, which gives the designs
widely used in engineering and social sciences. Traditioiaally, the solu- (known as efficient solutions) where one objective can be im-
.ion of such problems were solved by Lagrange multipliers techniques. proved only at the expense of the other one. The optimal
Interior point methods for linearly constrained entropy minimization solutions to the problem of minimizing the bi-objective cost
problems have recently been studied and they have proved successful in function J = (J,, J,) can be found by optimizing the convex
solving some large scale problems in image reconstruction. we present combination (1 - a)J, + aJ, of a structural cost J" and a con-
an interior point algorithm for quadratically constrained entropy prob- trol cost J,. A recently developed active set algorithm using
lems. The algorithm uses a variation of Newton's method to follow homotopy methods to trace the efficient curve has been imple-
a central path trajectory in the interior of the feasible set. The algo- mented for the bi-objective control-structure optimization of a
rithm follows some central path called trajectory. This approach ras ten-bar truss with two collocated sensors and actuators. The
also used by other authors for different problems. The primal-dual gap
is made less than a given c in at most 0(1 Ine I vrm +n) steps where efficient curve for this example consists of three disconnected
n is the dimension of the problem and m is the number of quadratic parts. Two parts are discontinuous with stationary solutions

inequality constraints, bridging the discontinuities. The relevant question is what the

Jun Ji. conditions are for continuation of the path. This paper at-

University of Iowa, Iowa city, IA tempts to apply Robinson's general theory about the stability

Floriato Potra. of perturbed systems for determining such conditions, and to

Univetsity of Iowa, Iowa city, IA examine their computational feasibility.

Joanna Rakowska

Optimum Design of Rotational Wheel and Casing Department of Mathematics

Structures under Transient Thermal and Raphael T. Haftka

Centrifugal Loads Department of Aerospace and Ocean Engineering

Transient thermal and centrifugal loads on Layne T. Watson
turbomachinery rotors have increased with recent Department of Computer Science
increases in gas temperatures and tip speeds. Virginia Polytechnic Institute & State University
Rotor weights must be decreased to improve rotor Blacksburg, VA 24061-0106
dynamics and to reduce bearing loads. Moreover,
blade tip clearance must be decreased to improve
aerodynamic efficiency. An optimum design The scaled proximal decomposition on the graph of a mono-
technique offering the lightest possible wheel tone operator
shape under specified stress and clearance limits We present a different derivation of Spingarn's decomposition methodis therefore required.

is ther r pequintred. esanopfor convex programming (Math.Prog.32,2,1985). It is based on the
system developed foroduces-anopm desi proximal decomposition on the graph of a maximal monotone opera-

sytmdeeoed fr turbo-machinery rotors.a
Sequential linear programming is used in the. tot. The convergence of the method is proved without using the con-
optimizing process,and non-steady-state thermal cept of the Partial Inverse. This allows us to add ascaling factor which
analyses of whiels and casings are performed by accelerates the convergence in the strongly monotone case. These re-
numerically analyzing multi-ring models. Stress and suits are supported by numerical experiments performed on a minisum
deformation analyses of these wheels and casings facility location problem with mixed polyhedral norms.
are performed by using Donath's method with the
same multi-ring model. This optimum design program Philippe Mahey
is applied to the design of multistage axial flow LaboratoireARTEMIS
compressor wheels. IMAG, BP 53X, F-38041 Grenoble, France

Pharn Dinh Tao
Toshio Hattori LMAI- INSA Rouen
3 rd Dep.,ech. Eng. Res. Lab., BP 86, 76131 Mont St Aignan

j France
Hitachi Ltd.,

, 4• 502,Kandatsu,Tsuchiura, Ibaraki,Japan
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Convex Optimization Problem Yields the Markov and classified as one of the reference shapes in B. An investigation
Process Steady Probability Distribution of a two-dimensional object recognition technique based on the use of

We show that the solutiva of a steady Ko:nogorov autosegressive-integrated-moving average (APIMA) approach is pro-
system for the markov process probability distribu- posed. The boundary profile of the object is first extracted au a set of
tion minimizes the eonvex function having a form of sequential disciete data. This set of data is then described in a time
free energy of the certain thermodynamic system. series manner. An ARIMA scheme is applied to derive the best-fitting
Bastd on this observation we deploy numerical model baied on statistical evaluation. This recognition proces uses the
methods of convex optimization and statisticai sum of weighted Euclidean distances of the model parameters between
mechanics for approximating the steady probability the input shapes and tOe refererce shapes. This approach is invariant
dist• ibution of large-scale markov processes. We to the object size, position, orientation, and the starting point.
apply this approach to performance analysis and Jen-Ming Chen, Jose A. Ventura and Chih-Hang WVu
optimization of large-scale circuit switched Department of industrial and Management Systems Engineering
communication networks. The Pennsylvania State University

Vladimir Marbukh 207 Hammond Bldg, University Park, PA 16801
NYC Pepartment of Sanitation
Operations Management Division Numerical Experiments with One Dimensional
125 Worth Street, Room 811 Adaptive Cubic Algorithm
New York, NY 10013 A code and numerical experiments with one dimen-

sional adaptive cubic algoritlin are presented.
A LAGRANGIAN DUAL APPROACH FOR ASSIGNING TOOLS TO It is demonstrated that the algoritlhm is applicable
MACHINES IN A FLEXIBLE MANUFACTURING SYSTEM for full global optimization of a large class of

The flexible manufacturing system (FMS) functions including discontinuous and unbounded
considered has machines capable of handling several functions. Experiments with such functions show
tools stored in a magazine. Magazine capacity is that successive runs yield monotonically improving
restricted, and tools can occupy more than one unit results which descend onto the set of all global
space. Cluster analysis techniques determine optimizers, if the sequence of experimental runs
dependency betweeni each pair of tools. Tools is properly organized.
commor in a production .eqence and located in
different rachines result in FMS travel. A linear AndrE Ferrari

integer program is formulated to minimize travel LASSY, Universitd de Nice-Sophia Antipolis,
among a predetermined number of machines. 6quipe de l'URA 1376 du C.N.R.S.,
Lagrangian relaxation is applied to a set of 41 Bd. Napoleon TII, 06041 Nice, CEDEX, FRANCE
constraints, resulting in a separable problem. The Efim A. Galperin
dual problem is solved by a subgradient algorithm. Ddpartement de math6matiques et d'informatique

T. H. D'Alfonso and J. A. Ventura Universit6 du Qudbec k Montrdal
Department of Industrial and C.P. 8888, Succ. A, Montreal, QuE., CANADA H3C 3P8

Management Systems Engineering
The Pennsylvania State University A Random Global Search Technique for Lipschitz Functions

University Park, PA 16802 We present results of a random search technique for global optimization
of Lipschitz continuous functions. This is in answer to the ongoing

Optimal Design for Model IL=axl(l+bx) challenge of efficient algorithm development in this area. In particular
with Multiplicative Error our algorithm is an attempt to approximate Pure Adaptive Search. It

"brackets" the level set with upper and lower envelopes, using Lischitz
We solve an optimum experimental design problem which cones. This paper explores the expected closeness of the bracket to the

involves a nonlinear statistical model •t=ax/(I+bx) with level set for various functions.

multiplicative random error. The model has been used in Regina Hunter Mladineo
various industrial fields, where it is named as Langmuir model Management Sciences Dept.,Rider College, Lawrenceville, NJ 08648.
or Michaelis-Menten model. In both finite sample case and
asymptotic case, we find the location of the design pointsS ~An Algorithm for Graph Im-bedding
(levels) of the control variable and the weight at each point such n
that the generalized variance of the eqtimates of the parameters An algorithm is presented for imbedding a copy of a graph A into

graph B. The algorithm uses penalty functions which penalize for self-a and b is minimized. The assumptions for achieving this intersection and simulated annealing to minimize the penalty. The
optimization are reduced to minimum. The methodology can be algorithm is conveniently implemented on parallel platforms. Assum-
applied to other nonlinear regression optimal design problems. ing imbeddings of A into B exist, the algorithm can be used further

to search for imbeddings with minimum edge lengths. Applications for
(I) ShankngQu adapting a given parallel algorithm for different parallel platforms are
(2) Shriniwas Kti described.

Departmnt of Statistics Yaghout Nourani, Andrew Klinger, Luqing Wang, and Peter Salamon p
University of Missouri-Columbia Department of Mathematical Sciences
Columbia, MO 65211 San Diego State University

San Diego, CA 92182

Pattern Recognition and Classification Using Time Series The Inverse Shortest Paths Problem

Pattern recognition is concerned with comparing a shape A, which is The inverse shortest paths problem in a graph is considered, that is the
found in a scene, to a set of shapes B, which are pre-stored as reference problem of recovering the arc costs given some information about the
shapes. Based on a similarity measure, the shape A will be recognized•i ( ~ shortest paths in the graph. The problem is first motivated by some
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practical examples arising from important applications. An algorithm arco-n~lwatson.ibm.com
for one of the instances of the problem is then prcposed and analysed. Marcel Mongeau
Preliminary numerical results are reported. The problem where are Centre de recherches matlsimatiques, Universiti de Montrial, C. P.
costs ar-, stJject to correlation constraints is also considered. A gener- 6128, Succ. A, Montrial, Canada 113C 3J7
alization of the first algcrithm is then presented with some numerical mongeau~ere.umontreal.ca
experience.

Didier Burton and Philippe Toint Nuclear Cones and Pareto Optimization

Faclgiesumnvriarsd sPi We present a general necessary and sufficientBelgiumexistence test for Pareto optimum in a general

Optiizaion f Seine Noes ad Tees n aordered locally convex space.
Oztiizaion f Seine Noes ad Tees n aBy this result we can see the importance of

Hypercube Architecture nuclear cones in Pareto optimization.
Given a set of N nodes, randomly distributed on a Several interesting conclusions are also obtained.
hypercube network, find an optimal Steiner tree
that minimizes the number of links needed to George Isac
connect the N nodes. Departement de Mathematiques
In this paper it is proven that for N=3 the corre- College Militaire Royal
sponding Steiner node is unique and an efficient St-Jt Quebec
method is developed that computes this node. This Canada, JOJ IRO
result was utilized to develop an algorithm with
time complexity O(N2 log N) that closely approxi- STMJY OF SOME MULTEPOaR PLANAR STRPLINE
mates the optimal Steiner tree. The results of DISCOIINTEN11= OFlIM[IZATIO OF TJIRI
this paper have been experimentally verified. C.HMARCIERST8 ]BY OONSEDERA?" OF 'IUKR
Nikolaos T. Liolios W
Computer Methods Corporation Th1n Paper PCUs1ts one Aj ErJU for the Ott*U
2487 Stone of %hu'tiport Planar Stripline Strueture Using
Ann Arbor, Ml 48105 Isotrppic or Anis roic~ Subxut&se
Dionysios Kountanis Our WoW is Binned on the Combbuinai of the
Western Michigan University
Department of Computer Science COnventionnal Boundary Elexmet Mehod In the
Kalamazoo, MI 49008 JUnction, with Equivalent Waveguide Mode or Edge

Line Concet fir the Tfrnum~missn 1".Using
Two Approximation Algorithms for the Routing
Problem Gs~ bn&h h ne ucir h krso

Several algorithms have been presented in the past of the EernAneo ildaAy nt anb
that construct approximate solutions to the OM*ained. Our Anwoach Allows Us to Optimized the
optimal Rectilinear Steiner Tree problem. Chmtxsk of the Compensated Bend or' Tee by
This paper reviews some oi the known efficientCosdrtnofheF mrouting algorithms. These algorithms are experi-dctofberm
mentally analyzed using their time complexity, CbiritiinnCAVAIl, Henri ILAUDDANI)
total size of the resulting Steiner tree, number Lahorutoized'evkvmb~muqmeEN9EM1',
of changes in direction, separability and %h~~1*A3H9
stability as quality measures. 3 IOL SC
Two new algorithms are also presented and analyzed.,W1~lOSCR
It is shown that both algorithms perform better JaqeCOUOT
than the previously know algorithms, relative to Taboratolm d'AznubwNuindrlqu.
the above mentioned criteria Ij~J'wewi1W JbadSAflTl'
Dionysios Kountanis ink Bout* don N.AFJ30fN
Western Michigan UJniversity UdflS UJIOWE France
Department of Computer Science

KalamzooMI 4008n Width Minimization by Shift
Nikolns T Liolos Tansform Interval Multipliation

Computer Methods Corporation
2487 Stone Applying interval arithmetic, we may find reliable solution bounds
Ann Arbor, MI 48105 in Fnite digit computations. In interval function evaluation, we neted

design algo~rithms to minimize the width of meult intervals. People
Discntiuou Pieewie DfferntibleOptiizaionhave studied the standard centered form to bound the range of fune-

tions and claimed it is oplimnal. In this presentation, we treat the
A theoretical framework and a practical algorithm are presented to centered form as a special case of shifS transformation We present-
solve discontinuous piecewise diffetri-tiable optimization -problems. A that the centerised form may not be optimal in gSnem J. This is be-
penalty approach allow: one to consider such problems subject to a cause the centerization may cause larger width penalty from othei.
wide range of constraints involving piecewise differentiable functions. terms. We present algoritihms to apply general shift transformation$
The descent algorithm elaborated uses active set and restricted gradi- to obtain optimal results for certain functions Numerical examples
eat approaches. It is a generalization of the ideas used to deal with wi:l be discussed also.
nonsmoothnesa in the 11 exact penalty function. Numerical results willChniu

amuuerese~cu.Dephrtment of Applied Mathematical Sciences,
Andrew R_ Conn UJniversity of Houston-Downtown,
T. J. Wetson Research Center, P.O0. Box 218, Yorktown Heights. N. Houston, TX 77002.
Y. 10598
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Optimal Sampling Design for Dynamic Systems Constructive Neural Network Algorithm for
We describe the use of Quasi-Newton nonlinear optimization methods Approximation of Multivariabl Function with

Compact Support and its Application for
to design optimal sampling schemes for dynamic systems. The system Inversion of the Radon Transform
is assumed to be described by a set of ordinary differcintial equations
that include a number of physical parameters to be identified. The
objective of the optimal sampling design problem is then to sekct val- Presenter:foicoyayemsgnitsiesues of sampling design variables that minimize the determinant of the nsiue or Scienes
theoretical parameter covariance matrix. This criteria is equivalent to 9, Prospect 60-iet

minimizing the volume of a statistical confidence region for the pa- Oktyabrya, Moscow

rameters. Since the determinant of the parameter covariance matrix 117312 Russia

involves first order derivatives of the system state variables with re- 117312 Russia
spect to the par-'neters, the gradients of the sampling design objective No brief abstract received, only extended
function requires second order derivatives of the dynamic system. One (3-page) version.
key feature of the numerical approach is the use of dynamic system
sensitivity analysis techniques to calculate the needed first and second
order derivatives efficiently and accurately. The general approach is T-Stationary Replacement for the Average Model of
applied to a complex biological process that describes the processes _DP

and reaction rates involved in the conversion of substrate to biomass,
with the consumption of an electron acceptor. In this example, the We consider an unbounded nonstationary Markov
optimal sampling design approach is used to design Latch experiments Decition Programming (MDP) with the average rewardfor use in estimating various biochemical parametersi criterion. This problem has been little studied.

In our earlier paper (see: 91b-90211 "Math Reviews")

James G. Uber we provide a conception T-Stationary replacement
University of Cincinnati property which is extended to average model in this
Cincinnati, Ohio paper. By use of this property the existence of

optimal policies is proved under some hypotheses.

Algorithm for Solving Linear Inequality Our work opens up a new way for the discussion
System gobout this field.Wei Liren

Solving a system of linear inequalities Applied Mathematics Research Laboratory
is one of the fundamental problems in Hunan Normal University
optimization. A descent method to solve Changsha, Huan 410006
the question is presented in this paper. People's Republic of China
Usually, its decent direction can be
obtained via the solution of a linear
least square problem, otherwise, we need Solving linear Stochastic Network Problems using the Prox-
to solve a constrained"least square inal Point Algorithm on a Massively Parallel Computer, aud
subproblem. The step factor for the an Application from the Insurance Industry.
search direction is easy to calculate. We use the proximal minimization algorithm with D 'unctions (PMD)
Numerical experiments illustrate the superimposed on a row-action algorithm for solving linear, two-stage
feasibility of the new algorithm, but anstochastic network problems. The proximal point subproblems decom-
efficient code for solving the special pose by scenario and non-anticipativity is enforced iteratively. Exten-
constrained least square problem is sive results from an implementation on a massively parallel Connection
necessary, Machine CM-2 are presented, and an application from the management
Jiasong Wang, Professor of a portfolio of insurance products (SPDAs) is discussed.
Department of Mathematics Soren S. Nielsen
Nanjing University University of Pennsylvania, The Wharton School, Decision Sciences
Nanjing, Jiangsu Province Dept., Philadelphia PA 19104;
P.R.CHINA 210008 Stavros A. Zenios, University of Pennsylvania, The Wharton School,

Decision Sciences Dept., Philadelphia PA 19104;
Modelling of the vectors, uniformly-distributed on all direc-
tions in some hyperplane intersection Parallel Constraint and Variable Distribution

It's .-onsidered the method of random vector generation. The vec- Approaches for distributing constraints and
tors must have uniformly distribution and must belong to some hyper- variables among parallel processors are described.
planes. This procedure of modelling is necessary for random search Eash processor handles either a subset of the
methods when various parameters must be satisfactory for some linear constraints or the variables with appropriate
limits. Analogical rproblem is arrived in iptimisation on multicompo- modifications to the problem. Typically an
nent mixture. augmented penalty term is introduced in each sub-

First it's used the well-known algorithm of modelling of the points, problem to reflect the variables or constraints*
uniformly-distributed on (m-k)-dimensional sphere (k-mum- her of lim- not treated by the subproblem. ConvergenceSresults and computational experienice will be i
its). Then Ile set of orthogonal iransformations is performed in order
to trausmit these points to our n-dimensio•al space. These transfor- reported.
mations are the generalization of the famous Helmert transfoamation. M.C. Ferris & 0. L. Mangasariav
The method have been uted for optimisation problems in gydrogeology Computer Sciences Departint e n
and geochemiasty, University of Wisconsin
Genri Clestin Tumarkin 1210 West Dayton Street
Moscow Geological-prospectiig -Institute Madison VI 53706
Mathematical Modelling
Micluio-Maclai str., 23, Moscow 117873 USSR ,
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Parallel Algorithms for Minimizing thc. Ginzburg-Landau Free the procedures described within algorithms fcr
Energy Functional for Superconducting Materials nonlinearly constrained problems.

The Ginmburg-Lrndau theory of superconductivity effectively nic.els Anders Forsgren
many of the observed properties of supercondue"n.! it ..s, most Royal Institue of Technology
notably the vortex lattice oolutions which arise it, •h( . statir. Department of Mathematics
when the strength of the applied magnetic fielt , tIetwin two criti- S-100 44 Stockholm, Sweden
cal values. The solutions can 1'.' obtained by -ii. ,"'ng a discretized
version of the Ginzburg-Landau free energy function.l. The resulting Walter Murray
optimization problem can be very large and nonlinear. Other difficul- Stanford University--- Starfozd, CA 94305
ties arise because of the presence of saddle points and degeneracy at tne o C
solution. In this talk, we discuss parallel implementation of an inexact
Newton strategy for minimizing the free energy functional. The core Optimization of Complex Aircraft Structures
operation of solution of the damped Newton eq-"tions (a large sparse In design of aircraft structures it is crucial to
linear system in which the coefficient matrix is a damped version of the minimize structural weight without violating
Hessian) is performed with a parallel preconditioned conjugate g- ent structural strength requirements. Combining numer-
technique. ical optimization techniques with finite element

Paul E. Plas.w-ann and Stephen J. Wright analysis, it is possible to solve the design p 3b-
MC3 Divisiont, lem as a large nonlinear optimization problem.
Argonne National Laboratory Design variables are used to define the size and
Argonne, IL, 60439, USA shape of the structural members, and state var-

iables describe the deformation of the structure
caused by external loads. The number of state

Parallel Optimization 4n Groundwater and variables is large since these variables arise
Petroleum Resources M.r .agement from a discretization of a partial differential
A number of optimization problems arise in the equation. It is common practice in structural
management of groundwater and petroleum resources. optimization to use the state eqtations tc expli-
The dominant computational expense in these NLP citly eliminate the state variables. The talk will
is the solution of the p.d.e. that describe flow discuss this approach and describe when it could be
S in porous mdia. We will describe an approach to beneficial to keep the state equations in the

such problems that integrates domain optimization problem. in particular it will be
decomposition methods with NLP algorithms, thereby described how keeping the state equations as non-
exploiting computational parallelism, linear constraints is advantageous when the state
Our idea is based on the observation that in the equations are nonlinear. Numerical examples from
context of NLP, domain deci.mposition methods minimum weight design of nonlinear shell structures
contain implicit constraints wnich should be nmaie will be presented.
explicit in the NLP. We will dlscuqs our Ulf T, Ringertz
approach for the case of a parameter identiz-ica- The Aerronautical Research Institute of Sweden
tion problem from subsurface flow. Box 11021, S-161 11 Bromma Sweden

Robert Michael Lewis

Departmin~t of Mathematical Sciences SQP Methods and thelr Application to Optimal Trajectory
Rice University
P.O. Box 1892
Houston, rx 7725 I-1892 A particularly successful application of nonlinear optimization has been

in the area of optimal trajectory s:mulafion. Optimal trajectory sim-
SQP Algorithms for Targe-scale Corstrained Optimization ulation involves the calculation of the best flight path of a spacecraft

or aircraft. Recently, an approach based on Hermite collocation and
We .,scrss severpl theoretical ard practical issues concerning the ex- the sequential quadratic programming method NPSOL has been ira-
tension of sequential que iratic programming (SQP) methods to large plemented in the op.imal trajectory code OTIS. The code h..- had a
problems with equality aad inequality constraints. An important fea- significant impact on the area of space vehicle design, and is being used
tare of the methods to he dicussed is the approximation cf a reduced in the calculation of trajectories for the National Aerospace Plane, the
Hlessian of the Lagrangian function We shall define certain vseudo- Mars Lander and the single-stage-to-orbit test vehicle. We review the
superbasic variabl- and sLow how they can be used to imprcve effi- applic.ti )n of SQP methods to optimal trajectory design and describe
ciency whey strict .omple:, mtar:tv does not hold at. ',e nlution of a how the chc,:e of method fr tihe QP subproblem can have a substan-
quadratic p-ograt ining subproblem Compari -ns with NPSOL and tial effect upon the time needed 'o compute an optimal trajectory. Wt.
MINOS are prese.ited for about 100 small and largo examples. conclude by d&-ribing recent developments in I ge-scale optimization
Samuel K. Eldersveli that are likely to have an impact upon optimal. ajectory calculations. 21

Stanford University, Stanford, CA Philip E. Gill
University of California at San Diego, La Jolla, CA

Philip E. Gill
University of California at San Diego. La Jolla, CA Walter Murray

Stanford University, StanfohJ, CA

Large-scale Issues in Newton Methnds for Linearly MichaelA. Saunders
Constrained Optimization Stanford University, Stanford, CA

In this talk, moc fied Newton methods of the
linesearch type are described. The methods ar" Issues in Strong Polynomiality of Nonlinear Optimization
based on computing directions of sufficient descent
and suificient negative curvature, and are suitable It is demonstrated th.ox problems of convex separable optimization over
for large sparse problems wit.i linerr const-aints. linear constaaints are solvable in polynomial time provide . that the
The focus of the talk is on how to compute the largest subdeterntinant of the constraint matrix is bounded In partic-

dirctins ffiienlyandhowto ombne heminular, prublem over-a totally modular matrix of constraints are soivahle, =

a directions efficiently, and how to combine them in

the linesearch. Finally, we discuss ,he role of in integers, !n p',lynomial titne. Such problems with a linear objective
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function, are solvable in STRONG2I polynomial time. We demon- Numerical Comparisons of Local Convergence
strate that such algorithms are impossible for a nonlinear nonquadratic Strategies for Interior-Point Methods in
objective function, for a widely a-ceptable complexity model. The case Linear Programming
of quadratic objective function m.,v allow f.'r strongly polynomial algo- The value of d lsign ing inter ior point
rithms. Cases where such algorithms are known, and important open methods for linear programming which
question will be described, possess the attribute of superlinear

Dorit S Hochbaum convergence is often questioned by some
Department of IE&OR members of the linear programming commun-
University of CA, 13 rkeley, CA 94720 ity. In this study we present numerical

experimentation which demonstrates the
positive value of superlinear conlrergence,The ComplexityofQuac'-aticProgramming and also implies tha+-. the positive contri-

The QUADRATIC PROGRAMMING problem is to maximize a poly- bution is not merely a local phenomenon.
nomial of degree two, f(r) = zTAz, inside the convex set Br < c. Amr El-Bakry
Not only is this problem NP-hard, but no polynonial-time algorithm Richard Tapia
is known for approximating the optimum, eve, very poorly. Here we Department of Mathematical Scienceq
give evidence why this isso. assuming that 1 . cannot be decided in Rice University, P.O. Box 1892
n a-time, we show that there is no co is. at-factor polynomial- Houston, Texas 77251
time approximation algorithm for QUADRATIC PROGRAMMING.
(That is, any polynomial-time algorithm wi I produce estimates which Yin Zhang
are sometimes off by more than w(1) times the true optimum.) Tbý, Department uf Mathematics and Statistics
techuiques used to establish this theorem sten. from the study of in- University of Maryland
teractive proof systems. In particular, we rely heavily on the recent Baltimore County Campus
contributions of [Babai, Fortnow, Lund], [Feige, GOdwasser, Lovasz, Baltimore, Maryland 21228
Safra, Szegedy], and [Feige, Lovasz]. We derive similar i =ults for some
other problems in continuous optirmzation. L-INFINITY ALGORITHMS FOR

Mihir Bellare LINEAR PROGRAMMING
IBM T.J.Watson Research Center, Yorktown Heights, NY We discuss a new £-infini,', algorithm foi finding a feasible point for
Phillip Rogaway a linear program. The algorithm requires the samne amount of work
IBM, Austin, TX per iteration as traditional methods that minimize the sum of infea-

sibilities, but has the advantage that the steepest-edge pivot selection
SON MINIMIZATION OF CONVEX SEPARABLE FUNCTIONS criterion maý be used. We discuss the performance of the method whenOORapplied to the problems in the Netlib test set.
We consider the problem of minimizing a convex
separable function in Ren subject to box Jerome G. Braunstein
constraints andc m equality constraints. We University of California at San Diego, La Jolla, CA
provide a characterization of solutions in terms Philip E. Gill
of an arrangement of hyperplanes in RAIm. We use University of California at San Diego, La Jolla, CA
the characterization to provide an exact algorithm
for the problem which takes O(n~m) operations A New Approach for Parallelising the Simpk'x Method
(including function inversions'. In particular,
for the special case of the least-distance It is well known that small changes to a code of the simplex method
problem, we obtain a strongly polynomial algorithm can lead to significantly different pivot sequences and hence a differ-
for fixed m, with running time O(n~m). ent number of pivots. We exploit this observati-n systematically by

following different pivot sequences on different processors of a parallelNainan Kovoor, Penn State University, Computer MIMD computer. The progress of each processor is monitored by a
Science Dept., University Park, PA 16802 master processor and if a processor performs poorly compared with
Panos M. Pardalos, University of Florida Dept. others it %ill be assigned to another more promising vertex from the
of Industrial & Systems Engineering, Gainesville, neighbourhood of the currently best processor. Different pivot strate-
FL 32611 gies including hybrid strategies are examined for its efficiency in this

me'hod.
Toward Probabilistic Analysis of Interior-Point Frank Plab
Algorithms for Linear Programming, Part 2 Edinburgh Parallel Computing Centre

This is the second part of our talk on University of Edinburgh
i-iterior-point algorichms. Based on our f,'4te Edinburgh, Scotland, UK
termination result in Part 1, we rigorous .'Iow
that some random LP problems, with high pr, ,bil- Solving Stochastic Linear Programs on a
ity (probability converges to one as n aplpý sches Hypercube Multicomr.,ter
infinity), can be solved in Olflogn) interior-
point iterations. These random LP problems Large-scale stochastic linear programs can le
include Borgwardt's and resent Todd's probablistt efficiently solved by using a blendirq of *

models ulth the standard Gauss distribution. Our classical Benders decomposition and A relatively
result Plan hoids for the average complexity new technique called importance samipling. The
analysis. talk demonstrates how such an approach can be
Yinyu Ye effectively implemented on a parallel (Hypercube)Department of Management Sciences multicomputer. Numerical results are presented.

College of Business Administration George 1. Dantzig
The University of Iowa Department of Operations Research
Iowa City, IA 51242 Stanforl University

Stanford, CA 94305-4022, USA
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James K. Ho where A is an m x n matrix, b E R", and 1,u E Rm . Of course, (1)
Department of Information & Decislon Sciences is an old problem with important applications in many areas. We are
University of Illinois at Chicago particularly interested in the case where A is the k-th divided diference
m/c 294, P.O. Box 4348 matrix lefined as
Chicago, IL 60680, USA

Gerd Infanger (.4 = i ,...,n- k.
Department of Operations Research i=o
Stanford UniversityStanford, CA 94305-4022, USA In this case, (1) is called the k-convex approximation probelm, if I =0, u = +oo. In general, the constraints control the magnitude of the

k-th divided difference of the fitting vectors and wo use (1) as a 191a
The U.S. Coast Guard Interactive smoothing model. The new idea is to reformulate (1) as an uncon-
Resource Allocation Problem strained minimization problem with a strictly convex quadratic spline
Models are needed to experiment with function as the objective function. A Newton n-'thod is applied to solve
different force-mixes to discover an the unconstrained problem. Due to the ill-conditioning nature of the

optimal allocation c f resources under k-th divided difference matrices, the data smoothing problem and k-

given budgetary conf, traints. convex approximation prmblm are computationally difficult problems
for lprge n. However, our preliminary numerical tests indicate that the

Current methods used to solve these proposed Newton method always finds a fairly accurate solution when
problems posit a single overall objective nk < 10. This provides a quite efficient way of finding a smooth fitting
function which implies a single decision of noisy data. We shall also discuss some mathematical and statistical
making entity. However, a crucial aspect problems related to the new data smoothing technique. Epecially, we
of thiz problem is that multiple decision shall present unconstrained reformulations of general convex quadratic
makers nfluence these allocations. programming problems.
Consequently, we are forced to consider a W. Li and J. Swetits
series of models that lead to a system of Department of Mathematics and Statistics
nonlinear equations. These equations are Old Dominion University
solved using a Path Following approach Norfolk, VA 23529
thereby obtaining equilibria. This
interdependent system model is more
Pccurate and reflects the reality of the Objective function conditioning

lanization. with smoothness constraints

J. Walter Smith Seismic imaging of the eanh's subsurface requires the
U. S. Coast Guard R&D Center align•nt of multiple waveforms. A large scale nonlinear
Applied Science Division optimzation problem arises when the time perturbations for
Avery Point each of the thousands of source and recive points are
Groton, CT 06340 estimated.The multimodal objective function causes solution

algorithms, such as conjugate direction methcds, to become
trapped at local optimum. Many workers have applied

Optimization Problems Arising in Multidimensional Scaling comn 1ratorial optimization techniques to this problem, but
Developed primarily by psyzhometricians, multidimensional scaling (MDS) these &d not tend to scale well with problem size. I have tried
is a collection of multivariate statistical techniques used for ordination tO improve the behavior of the objective function by applying
and dimension reduction. Unlike most statistical techniques, no un- physically motivated constraints, such as spatial
derlying stochastic model is assumed: MDS is defined by specifying a smoothness. The smoothed objective function allows
purely deterministic optimization problem. This presentation consid- computationally efficient projection algorithms to find tie
ers a variety of formulations of the most common approaches to MDS, optimal solution reliably. Since a large fraction of the time
most of which are highly nontrivial. The crucial obstacle to formulating shift meastureents are erroneous, robust (11) estimation
MDS as a convex program is a constraint that a positive semidefinite methods are used.
matrix have rank i=p. Methods for managing such constraints are the Stephen F. Elston
subject of the presentation by Ttrazaga, Trosset, and Tapia. Department of Geological and
Michael W. Trosset and Geophys;cal Sciences
Consultant Princeton 'University

P.O. Box 40993 Richard A. Tapia Princeton, NJ 08544

Tucson, AZ 85717-0993 Dept. of Mathematical Sciences

Pablo Tarazaga Rice University A New Modified Newton Algorithm for Nonlinear
Department of Mathematics P. 0. Boy 1892 Minimization Subject to Bounds
University of Puerto Rico Houston, TY 77251-1892Manivuersi, Puerto Rico HWe describe a new efficient method for large-scale
Mayaguez, Puerto Rico nonlUnear minimization subject to boumds. The method Is

very efficient In practice. We present numerical results
io support this daim. We also discuss global convergence
results and second-order convergence.

The Classical Newton Method for Solvinp
Strictly Convex Quadratic Programs ane Thomas F.C oeMn, Computer Scenc Depautment, Comel
Data Smoothing Problems University, Upson Hall. Ithaca, New ,i, *. 14853

Yuying U. Computer Science Departmen. ýmefl
t-Convex Approximation and Data Smoothing Techniques University, Upson Hall. Ithaca. New Yolk, 14853
In this talk, we present new algorithms for solving the so-called least
distance problem

nin ;j Ac-<'
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An Algorithm for Large Scale Optimization Problems with Large-Scale Optimization in Computational Chemistry Problems
Box Constraints In the semi-empirical approach of molccular mechanics, a target poten-

We consider large scale box constrained nonlinear program- tial encrgy function is formu:ated for a molecular system and parameter-

ming problems. This kind of problems often arise in applica- ized to reproduce known structural and thermodynamic properties for

tions, for example in discrete (and discretized) optimal control small molecules. The input consists of a known chemical composition
and in the numerical solution of partial differrential equations. (i.e., primary sequence), and the output is the three-dimensional struc-

turc. The parameterized function is then used to study the structure of
This has motivted a considerable research effort aimed at de- large biomolecules, such as proteins and nucleic acids, composed of the
veloping efficient and reliable solution algorithms, particularly same chemical subgroups. Minimization is performed to locate energy
in the quadratic case. Among the most successful proposal minima that correspond to biologically relevant configurations. Since
we can mention active set methods, projection technique and potential tnergy functions are typically complex, involving many local
trust region type algorithms. However, the solution of large minima, maxima, and transition points, efficient search techniques and
and difficult problems is still a challenging task. minimization schemes must be combined. The natural separability of

In this work we define a new method based on the uncon- these functions - into local and non-local interactions, for example - can
strained minimization of a smooth potential function that fully be exploited in minimization. In this talk, we will descritx . iptation of

exploits the simple structure of the constraints and is compu- a truncated Newton method for large separable probi . computa-

tationally attractive. Employing this potential function it is tional chemistry and its application to DNA structure. ProL .-m structure
possible to define a truncated Newton-type algorithm which is incorporated by using a preconditioned Conjugate Gradient method to
psglossballe to d d efinea truncatedrNewon-tye algorith wnich solve approximately for the Newton search directio" where the precon-
is globally and superlinearly convergent. We report extensive ditioner is assembled from the lower-complexity terms. Since this
numerical results showing that the algorithms considered are preconditioner may not necessarily be positive definite, it is factored by a
efficient and robust, and compare favourably with existing al- sparse modified Cholesky factorization.
gorithms. Tamar Schlick

Francisco Facchinei, Laura Palagi Courant Institute of Mathematical Sciences

Dipartimento di Informatica e Sistemistica, Universiti di and Chemistry Department

Roma "La Sapienza", via Eudossiana 18, 00184 Roma, Italy New York University
251 Mercer Street

Stefano Lucidi New York, New York 10012
Istituto di Analis" dei Sistemi ed Informatica del CNit, Viale
Manzoni 30, 00185 Roma, Italy A Global Optimization Approach for Microcluster Systems

A global optimization approach is proposed for finding the global
A Trust Region Algorithm for Nonlinear Programming minimum energy configuration of Lennard--Jones microclusters of

In this talk we describe a ne% dgorith, i for bound constrained min- atoms or molecules. First, the original nonconvex total potential
imization. Our approach adapts the tri.t region to the shape of the energy function, composed by rational polynomials, is
feasible region. We also present extensions of this approach to the transformed to a quadratic one through a convexification pro-
general nonlinear programming problem. Numerical results will be cedure performed for each pair potential that constitute the total

potential energy function. Then, a decomposition strategy based
Pang-Chich Chou on the GOP algorithm is designed to provide tight bounds on the
John E. Dennis, Jr. global minimum through the solutions of a sequence of relaxed
Karen A. Williamnson

Dept. of Mathematical Sciences dual subproblems. A number of theoretical results are also
Rice University presented that expedite the computational effort by exploiting the
P 0. Box 1892 special mathematical and physical structure ef the problem.
Houston, TX 77251-1892 Finally, this approach is illustra" i with a number of example

problems.

Potential Transforms Applied to Geometry Optimization p.bD. M n.

in Macromolecular Chemistry C. A. Floudas

Macromolecular structure optimization is generally approached by Department of Chemical Engineering
use of empirical force fields coupled with interparticle constraints Princeton University
derived from X-ray Crystallography and/or Nuclear Magnetic Princeton, New Jersey 08544-5263
Resonance(NMR). As it is known on statistical grounds that the
native structure of a macromolecule has a low potential energy, we Global Optimization Methods for
formulate structure c .ermination as a problem of constrained g8o- Molecular Configuration Problems
bal optimization. The search for acceptably low minima in thisle
setting made difficult by the large number of independent vari- Molecular configuration problems consist of finding the structure

ables (typically in the thousands) and by the astronomically large of a given molecule that minimizes its potential energy. These

number ol local minima on the potential energy surface. problems typically havc large numbers of parameters, and very

We give a brief overview of the biological problem of interest, and many local minimizers with function values near the global

of some of the methods previously employed by chemists in its minimum and small regions of attraction. Thus they are very

solution. ,his is followed by discussion of a class of potential challenging global optimization problems. We discuss the appli-

transform methods which we believe can be useful tools for global cation of stochastic global optimization methods to these prob-

pi1Mi!dti)n in macromolccular chemistry. lems. Our methods incorporate new techniques for solving large

Robert A. Donnelly scale problems that are applicable to any partially separable
t e yobjective function. Te methods have successfully solved testDepartet of ChemistryobetvfutinThmehdhaesceslysled et

i Auburn Univeaiy problems with over 100 parameters, and have found a new glo-
S Auburn, Alabama 36849 bal minimizer for at least one well-studied problem. iI
Auun Alaam 36849a+
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Richard 11. Byrd Amr S. EI-Bakry,
Elizabeth Eskow Robert E. Bixby,

Robert B. Schnabel Richard A. Tapia

Department of Computer Science Department of Mathematical Sciences
Rice University, P.O. Box 1892

Campus Box 430 Houston, Texas 77251.
University of Colorado Yin Zhang
Boulder, Colorado 80309 Department of Mathematics and Statistics

University of Maryland
An implementation of a strongly polynomial time algorithm Baltimore County Campus
for basis recovery Baltimore, Maryland 21228.

Megiddo has shown that given primal and dual optimal solutions to a
linear program, there exists a strongly polynomial time algorithm to Approximation Algorithms for Indefinite Quadratic program-
identify an optimal basis. This algorithm consists of a primal simpkx- ming
like phase and a dual simplex-like phase and requires a maximum of n We consider approximation schemes for indefinite quadratic program-
pivot steps. A number of issue ,.e discussed about an implementation ming. We propose a definition of approximation of the global min-
of this algorithm. Computational experience with the algorithm is imum suitable for nonlinear optimization. We then show that such
presented that suggests that the algorithm is feasible in practice and an approximation may be found in polynomial time for fixed e and k,
suggests some natural extensions of the algorithm to handle numerical where e measures the closeness to a global minimum and k the rank
issues. In addition, a number of issues related to converting a near- of the quadratic term. We next look at the special case of knapsack
optimal interior point solution of a linear program to a near-optimal problems, showing that a more efficient approximation algorithm ex-
vertex solution of a linear program are discussed. ists. The feature of knapsack problems exploited here may also apply
Irvin J Lustig to control-theory problems.
Princeton University, Princeton, NJ USA Stephen A. Vavasis,

Cornell University
Finite Termination in Interior Point Methods

We will present our theoretical and compu- On Matroidal Knapsack Problems and Lagrangean Relax-
tational results for finite termination in linear ationi
programming. We describe an indicator function Camerini et al. have introduced a class of optimization problems that
when to partition the variable. We demonstrate involve finding an optimum base in a matroid subject to a set of knap-
whent paractiition the vappria hble.Wedemonstratesack constraints. While these problems are NP-hard, an optimum solu-
the practicality of our approach on problems in tion to the Lagrangean dual yields good upper bounds. A simplex-like
the netlib set. algorithm to solve the dual performs well in practice, but is not guaran-

Sanjay Mehrotra t(ed to run in polynomial time. We use the parametric searh method
Dept. of IE/MS of Meg, Wdo to o',tain a polynomial-time algorihm for the Lagrangean
Northwestern University dail. Or algorithm builds and improves upon results of Aneja and
Evanston, IL 60208-3119 Kabadi, ,:xploit,ng tlL special characteristics of matroidal knapsacks.

Iticha Agarwala, David Ft.rnandez-lBaca, and Anand Medepalli
Recovering an Optimal LP Basis from an Interior Departiient of CorImputer Science.
Point Solution Iowa Statun Univ, rmity,

An important issue in the implementation of Aires, Iowa, 5011ll
interior point algorithms for linear programming
is the recovery of an optimal basic solution Parallel Dynamic l'rogramming Algorithms for the
from an optimal interior point solution. In 0-I Knapsack Problem
this paper we describe a method for recovering
such a solution. Our implementation links a This talk describes the implementation of two
high-performance interior point code (OBI) with a~g..i.hms for the 0-I knapsack problem based on
a high-performance simplex code (CPLEX). dynamic programming. A standard dynamic
Results of our computatronal tests indicate that programming algorithm was implemented on a
basis recovery can be done quickly and efficient- Connection Machine CM-2 with 16K processors, and
ly. problems with hundreds of thousands of vaiiables

were solved in just over I minute.
Robert E. Bixby Secondly, a modified dynamic programming algorithm
Department of Mathematical Sciences that considers only non-dominated states was
Rice University implemented on c 20-processor Sequent 381.
Houston, Texas 77251

Renato DeLeone and Mary A. Tork Roth
Matthew J. Saltzman Center for Parallel Optimization
Department of Mathematical Sciences Computer Sciences Department
"Clemson University University of Wisconsin, Madison
Clemson, SC 29634 1210 West Dayton Street

Madison, WI 53706 t

On Obtaining highly accurate or basic solutions using
intericr-point methods for ih~ear prornamming Totally Unimodular Leontief Directed Hypergraphr

Obtaining a basic solution or a highly accurate A Leontief directed hypergraph, LDH, is a
approximatiom to a solution of a linear program using an generalization of a d-racted graph, where arcs
interior-point method is of practical importance and several have multiple (or no) rails and at most one head.
methods for accompli ing this objective have been proposed. We define a class of Leontief directed hypergraphs
In this talk we discusd the advantages and disadvantages of via a forbidden structure cp e, odd psuudocycle,
some of these methods and propose several improvements.
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and we show that the vertex-hyperarc incidence Homero F. Oliveira
matrices of the hypergraphs in this class are Centro Tecnico, Aerospacial
totally unimodular. Indeed, we also show that this S. Jose dos Campos
is the largest class with that property. S.P. CEP 12225, Brazil
Consequently, the minimum cost flow problems
defined on this class of LDH's yield integral
optimal solutions provided the demand vectors Advanced implementation of the dantzig-wolfe decomposition

are integral. We present examples of LDH's whose applied to transmission networks

underlying matric matroids are graphic; cographic; The routing problem in a transmission network at medium term plan-
and neither graphic nor cographic. ning of telecommunication network is studied with an optimization

Dr. Peh H. Ng model with non linear and non differentiable objective function and

Division of Mathematics, multicommodity-reliability conditions.

University of Minnesota at Morris, The mathematical model is transformed in a large-scale linear with
Morris, MN 56267 reliabiiity, equilibrium and capacity linear conditions but with implicit

Dr. Collette R. Coullard network structure. The model may be solved using Dantzig-Wolfe de-

Department of Industrial Engineering and composition considering the reliability and the equilibrium linear con-

Management Science, ditions in the subproblem and the capacity conditions in the master

Northwestern University, problem.

Evanston, IL 60208 An advanced implementation of the above decomposition has been nec-
essary to can solve real problems in personal computers. Real test net-

A Fast Primal-Dual Algorithm far Generalized works has been used to test the decomposition. Thus is possible obtain
interesting conclusions and study the advantages of exact methods in

"Network Linear Programs front to classical heuristic ones.

The primal simplex method la_ eijoyed a pronounced Fitima G. Ayll6n
Telef6nica Investigacidn y Desarrollo,

Lo,-putational advantage over primal-dual and Emilio Vargas, 6, 28043 Madrid, Spain.

ouL-of-kilter methods for solving large-scale Jorge Galin, Angel Marin and Angel Mendndez

generalized network LP's. In this presentation the Departamento de Maternitica Aplicada, E.T.S.
e is w l l bIngenieros Aeoronguticos, Madrid 28040, Spain.t Aak-er discusses a new primal-dual algorithm based

on Rockafellar's .monotropic programming theor-y. The AS~Algorithms for Solving the Large •Quadratic
key characterization of th:s algorithm is the use of Network Problems

efficie-it d.iections to monotonically decrease tne number In this article, an active set algorithm based on

of infeasi';ie constraints while optimizing a dual vrogram. the Lagrangian dual formulation is proposed for the
minimization of quadratic network flows problems.

"umnrical results indicate the algorithm rivals the speed of The dual problem is an unconstained maximization

the.simplex icttlod on randomly generated benchmark problems, problem with differentiable costs. Therefore, a
conjugate gradient algorithm can be appiied.

Norman ! Curec However, when the problem size is large, an active
set strategy is necessary to solve the probiem

Anderson Graduate School of Man-gement efficiently. We show that the new algorithm is

UCLA finite when the line search is exact and the dual
function has a bounded level set. An ext...Lve

Los Angeles. CA 90024-1481 computational study is presented to evaluate the
performance of this approach.

NETIVWORK ASSISTANT to Construct. Test and Analyze Chi-Hang Wu and Jose A. Ventura
Network Aloorithms Department of Industrial and Management

NETWORK ASSISTANT is a system of portable C Systems Engineering
The Pennsylvania State University

program modules to support the construct of 207 Hammond Building
efficient graph and network algorithms with University Park, PA 16802
capabilities to generate structured random
networks and analyze test results. The system is
designed for large-scale problems and includes Optinal rn-stage Runge-Kutta Diferencing Scheme for
high level constructs and various data Steady-state Solutions of Hyperbolic Systems
structures for graphs, networks, trees, stacks, In order to construct the optimal ni-stage Runge-Kutta diflerencing
queues and heaps. It includes various algorithms scheme for solving steady-state solutions of hyperbolic systems, it is

for graph coloring, minimum spanning trees, necessary to solve the minimax problem of the form
shortest paths, maximum flows and minimum costm
network flow that demonstrate the use of the min >0 az u (Zs )l

system and the efficiency of the resulting
programs. These algorithms have been tested on where S is a compact region in C, and f is a ruth degree polynomial
thousands of random networks. of z and is cottinuously diffeetiable in z. In this talk, we will first

show that for each m, this minmax problem is equivalent to a convexGoprations H.Breleyh eprogramming problem and therefore it has a unique solution Ilien
operations Reseadirch Department we will present a numerical scheme which solves thirrmmax problem
Naval Postgrad e when S contains finite many complex numbers and approximates an
Monterey, CA 93943, USA optimal solution of this minmax problem swhen S is a compiat region-

{z; a 5 IzI <1 b). Some testing results wilM aso be discuuied.
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Mei-Qin Chen Andrde Decarreau
The Citadel, Charleston, SC Dipartement de Mathdmatiques Universitd de Poitiers.
Chichia Chiu 40 avenue du Recteur Pineau, 86022 Poitiers (France).
Michigan State University, Eastlansing, Ml

Danielle tilhorst
Laboratoire d'Analyse Numnrique. CNRS & Universitd de Paris-Sud,

A Method for Generalized Minimax Problems 91405 Orsay (France).

We consider the following generalization of the finite min- Claude Lemarchal
imax problem: INRIA, BP 105, 78153 Le Chesnay (France).

min f(yi(z), ... y,,()), z E R', Jorge Navasa
Centre pharmaceutique. Universit6 de Paris-Sud,

where 92290 Chfitenay-Malabry (France).

Y,(z) = maxj•i(z),
jeti An Optimization Problem on Subsets of the Symmetric Pos-

I. is a finite index set and 4i,, is a smooth function. itive Semidefinite Matrices.
Problems of this form can be solved by employing meth- The optimization problems associated with nultidimensiopial scaling

ods of nondifferentiable optimization, but superlinearly con- (MSD). described in the presentation by Trosset, Tarazaga and Tapia
vergent algorithms are not available. have the added difficulty of dealing with rank restrict~ons.

Under suitable assumptions, we show that the problem
is equivalent to the unconstrained optimization of a smooth Hlere we consider the problem of minimizing a strictly convex function
function. Thus Newton-type methods can be employed, over the set of symmetric positive semidefinite matrices with rank less

than or equal to k. This problem is not convex when k is less than the
Gianni Di Pillo, Luigi Grippo order of the matrix. We discuss a transformation of the problem and
Dipartimento di Informatica e Sistemistica, Universiti di some characteristics of this setting.
Roma "La Sapienza", via Eudossiana 18, 00184 Roma, Italy

Pablo Tarazaga
Stefano Lucidi Department of Mathematic
Istituto di Analisi dei Sistemi ed Informatica del CNIL Viale University of Puerto Rico
Manzoni 30. 00185 Roma, Italy Mayaguez, Puerto Rico 00709-5000.

Michael Trosset
Convergence Conditions for the Regularization Consultant
Methods that Solve the Min-Max Problem P.O. Box 4C993

Tucson, AZ 85717-0993
To solve the finite min-max problem, the authors

have presented in earlier papers, first and second Richard Tapia
order regularization methods, that solve the non- Department of Mathematical Science
differentiable problem, using a sequence of first Rice University
order differentiable approximations. A dual vector Ilouaton, TX 77251-1892.
parameter is used to generate these approximations.
Conditions for several updating formulae for this Minimization of Nonlinear Functionals over
parameter are given, to achieve global convergence Finite Sets of Matrices
to a Kuhn-Tucker point. Also second order condi- The main purpose of this work is to minimize the
tions ensure convergence to a local minimum of the number of arithmetic operations necessary to
original problem, and a second directional deriva- minimize a nonlinear functional F defined on sets
tive of the regularized function is then needed. minmize a n ar fconl F defindonse
The relation between the regularization function
and augmented Lagrangeans has also been presented Minimize F(GGt) = [traee(G)t-I
before, but conditions for the penalty parameter M

to achieve convergence will be given.

where the real n by n matrix G is given byCristina Gigola
ITAG = (e e e l), where

Mexico (i = O,1,2,...,n) subject to the set of con-

Susana Gomez sLraints given by
Department of Numerical Analysis ( 2 2 2 2 1), where
IIMAS - Universidad Nacional de Mexico i+ll+ei+l,2÷ei~l 3+1,3 el1e,n
Apdo. Postal 20-726 Mexico Ui = 0,1,2,...,n)
DF 10200 Mexico Applications of this type of problem will be

given. For the case of large matrices use is made
S The Phase-Problem in Crystallography of parallel processing and supercomputers.

The problem is to compute the shape of a crystal, i.e. a function John Jones, Jr.
p(x) on the unit-cube (the electron density). Only the moduli of the Department af Mathematics and Statistics
Fourier coefficients of p are known, via X-ray diffraction; a possible A;: Force Institute of Technology
formulation is to maximize an entropy function of p, subject to the Wright-Patterson AFB, Ohio 45433
moduli-constraints. We present a hierarchical approach, giving birth and
to a minimax problem: 'n the inner maximization, the phases are fixed The George Washingtnn University
(and we actually minimize with respect to the Lagrange multipliers); Washington, D.C.
then, the unknown phases solve the outer maximization problem.
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Positive Definite Constrained Least Square messy GAs solve a problem of bounded deception in
Estimation of Matrices a time that grows only as a polynomial function

This paper presents a method for positive to the number of decision variables on a parallel
definite constrained least square estimation machine. These findings are interesting and
of matrices. The approach is to transform the encourage GA's application to difficult
positive definite constrained lest s e combinatorial optimization problems that remained
problem into an equivalent convex quadratic unsolved for the want of suitable solution
program with infinitely many linear constraints techniques.
and solve the latter by generating and solving Kalyanmoy Deb
a sequence of ordinary convex quadratic programs. University of Illinois
By specifying a parameter the method will find Urbana, Illinois 61801
a sub-optimal solution in a finite number of
iterations or an optimal solution in the limit. Parallelization of Probabilistic Sequential

H. Hu Search Algorithms
Department of Mathematical Sciences We compare some strategies for the parallelization
Northern Illinois University of probabilistic sequential search algorithms. We
DeKalb, IL 60115 are concerned with those probabilistic sequential

search algorithms which generate a sequence of
An Interior-Point Method for Minimizing candidate solutions where each solution is gener-
the Largest Eigenvalue of a Linear ated from the previous one by the application of
Combination of Symmetric Matrices a probabilistic local improvement operator. Two

good examples of such algorithms are Lin's 2-opt
We consider the problem (P) of minimizng strategy for the Travelling Salesman Problem and
the largest eigenvalue of the matrix Simulated Annealing. We explore the concept of
A (x) m A +x A +...+x A for xcRm and searching by a pool of candidate solutions.
given sygmeiric matrTces A.. The problem In this work we compare some strategies of
arises e.g. in the stability analysis parallelization of Lin and Kernighan's 2-opt
of dynamical systems. Classical methods operator for the Traveling Salesman Problem. In
for solving (P) based on algorithms for particular, we study tradeoffs between processors
nondifferential optimization exhibit a working independently and processors communic2ting
rather slow convergence behaviour. Recent- at regular intervals. We show that a good
ly, Overton proposed a locally quadrati- strategy of parallelization is one that involves
cally convergent method for solving (P). communication at fairly regular intervals. We
The method presented here is globally also explore the selection strategy, of Holland's
linearly convergent, and numerical exne- Genetic Algorithms as a strategy for information
riments indicate that the method may be exchange.
efficient in practice. Ir our talk we
will outline a primal interior-point algo- Prasanna Jog
rithm for solving (P) and present some DePaul University
theoretical and numerical results. Chicago, IL 60614

Florian Jarre
Institut f•r -ngewandte Mathemratik A Genetic Algorithm For The Set Partitioning
Universit~t Wiirzburg, Am Hubland Problem
W-8700 W~rzburg, Germany The Set Partitioning Problem is a difficult comb-

inatorial optimization problem with many applica-
Genetic Algorithms in Combinatorial Optimization tions, a particularly importai t one being airline

crew scheduling. Because it i- a highly
Genetic algorithms (GAs) are search procedures constrained problem, Set Partitioning is difficult
based on the mechanics of natural genetics and for Genetic Algorithms. In this talk we discuss a
selection. GAs iteratively use Darwinian survival method for computing approximate solutions to Set
-of-the-fittest principle along with a structured Partitioning Problems based on a Genetic Algorithm
recombination operator on a population of augmented with a local search heuristic. We use
artificial chromosomes representing the problem several specialized data structures that are
parameters. Because of GAs' simplicity, global advantageous for solving Set Partitioning Problems.
perspective, and implicit parallel information Computational results are presented for several
processing, they have been successful in a wide test problhms.
variety of problems including science, commerce, David Levine
and engineering. Argonne National Laboratory
However, despite their empirical success, GAs have Mathematics and Computer Science Division
been criticized for their inherent linkage problem 9700 Cass Avenue South
that causes GAs to converge to a false optima in a Argonne, IL 60439
class of probiems called deceptive problems. A
more flexible GA called a mes'y GA has been A Hybrid Genetic Approach to Energy Minimization
devised and tested for this purpose. Messy GAs in Layred Superconductorb
work by first searching tight linkages in a

problem and then combining them together to form This presentation describes a hybrid genetic

the optima in a way that mimics nature's problems that arish in the study oo layered super-procssig ofsimle rgansmsto frm oreproblem thath asolution the studgy oiniayeedsuer
processing of simple organisms to form more conductors. -te underlying problem is to under-
complex byfempir ical aves stand the behavior of flux vortices in such
supported by empirical evidence have shown that materials in the presence of external magnetic

fields.
* ,A42
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Multiple instances of a deterministic optimization Optimality Conditions and Duality Theory for Minimizing
procedure run in parallel from different starting Sums of the Largest Eigenvalues of Symmetric Matrices
points in order to find local minima. A genetic This paper gives max characterizations, in terms of the Frobenius inneralgorithm selects successive generations of
salgorithmg selts sces iveo gheitneratios of sproduct, of the sum of the largest eigenvalues of a symmetric matrix.
startng b a e sedl l onetheds. f onThese max characterizations show that if the matrix is a smooth func-
found by these, 3 ,,cal methods. tion of a vector of parameters then the sum of the largest eigenvalues
"David Malon is a regular locally Lipschitz function of these parameters. The ele-
Argonne National Laboratory ments which achieve the maximum provide a concise characterization
9700 Cass Avenue South of the generalized gradient in terms of a dual matrix. The dual matrix
Argonne, IL 60439 provides the information required to either verify first-order optimality

conditions at a point or to generate a descent direction for the eigen-
value sum from that point, splitting a multiple eigenvalue if necessary.

On Minimizing the Largest Generalized Eigenvalue of A model minimization algorithm is outlined, and connections with the
an Affine Family of Hermitian Matrix Pairs classical literature on sums of eigenvalues are explained. Sums of the

largest eigenvalues in absolute value are also addressed.
We consider the quasi-convex optimizat~in problem: M. L. Overton

/ ,, rn /Courant Institute of Mathematical Sciences
inf Ao + Ai, Bo + jzie. (1) New York University

ri=z= .= i f= ,R. S. Womersley

School of Mathematics
where Ai's and Bi's are Hermitian matrices, A denotes the University of New South Walet
largest generalized eigenvalue, and, for any feasible x, the matrix

Bo + x xiBi is assumed to be positive definite. We show that Variational Properties of the Spectral Abscissa and Spectral
i=Radius Maps

the solution of (1) can be obtained by estimating the solutions
of a sequence of convex optimization subproblems, which will Variational properties for the spectral radius and spectral abscissa of

an anltic matrix valued mapping A :C' - C""" are considered.Sbe solved by a proposed cutting plane based algorithm . Special an analy ti arx vl e a p n ' • C x r o sd rd
A notion of directional differentiability is introduced that allows us to

considerations are given to utilize information between the sub- exploit the perturbation results of Newton, Puiseux, Kato, and Arnold.
problems. it is also shown that, with a technique of removing Lower bounds for the directional derivative are established which yield

formulas for the directional derivative when a natural nondegeneracynonactive constraints in the LP problems involved in the cut- condition is satisfied. These formulas are interpreted in the extreme

ting plane algorithm, the LP problems can be often solved very cases where the eigenvalues attaining either the spectral radius or the
efficiently. spectral abscissa are nonderogatory or semisimple (nondefective). Weconclude by investigating the relationship with the proximal normal

Michael K.H. Fan Batool Nekooie subdifferential.

School of Electrical Engineering James V. Burke
Georgia Institute of Technology, Atlanta, GA 30332 Math. Dept., GN-50

University of Washington Seattle, WA 98195
Michael L. Overton

On the Variational Analysis of All the Eigenvalues Computer Science Department
of a Symmetric Matrix Courant Insti.ute of Mathematical Sciences

New York University
Let A(.) be a real symmetric matrix-valued func- 251 Mercer St.
tion of x, XcRP andA (x) >A 2 (x) > ... >n(x) be New York, NY 10012
its eigenvalues arranged in the decreasing order.
The main purpose of this paper is to study two A Mathematical Programming Approach for Optimal
closed related problems, namely, the sensitivity Control of Distributed Parameter Systems
analysis of any eigenvalue, say Am(x), for
1 < m < n, and the sensitivity analysis of f (x), A class of optimal control problem for a damped

- distributed parameter system is considered. The
the sum of the m greatest eigenvalues, under some proposed approaches approximate each cont:ol force
mild assumption such as A(.) is strictly differen- of the system by a Fourier-type series. In
tiable. Based on the Ky Fan's variational principle contrast to standard linear optimal control
and some chain rule of cidculus, we derive a for- approaches, this method is an optimal approach in
mula for the generalized gradient of fm and a com- which the necessary condition of optinality is

putationally useful formula for the directional derived as a system of linear algebraic equations.
derivative of f1. Using this latter formula and The proposed approach is easy to apply to a large

class of control problems. A vIbrating beam
the relation A= fm - fm- " we then obtain the excited by an initial disturbance is studied
directional derivative of , numerically in which the effectiventms of the

control and the amount of force spent in the
Jean-Baptiste Hiriart-Urruty and Dongyi Ye process are investigated in relation to the

Universitd Paul Sabatier reduction to the dynamic response.
SMH Nouri-Moghadam ,

Laboratoire d'Analyse Num.rique Depori-toghaha sDepartment of Mathematics
Toulouse, FRANCE Penn Stare University

Lehman, PA 18627
I. S. Sadek
"Department of Hathematical Science
University of North Carolina at Wilmington
Wilmington, NC 28403 "ll
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Optimal Control of Distributed Parameter Systems: Simultaneous Design - Control Optimization of
Exact and Approximate Methods Composite Structures

A maximum principle is employed to solve analyti- The optimal layer thickness and optimal feedback
cally a linear-quadratic optimal control problem control function are determined for a symmetric,
of a certain class of elastic vibrating structures. cross-ply laminate. The objectivies of the
The main characteristic of these techniques is optimization is to maximize the fundamental
reducing this problem to that of solving systems frequency (design objective) and to minimize the
of algebraic equations, thus greatly simplifying dynamic response to external disturbances (control
the problem and making it computationally plau- objective) subject to a constraint on the expendi-
sible. An illustrative example of an optimal ture of control energy. The design/control
control is given, and the computational results problem is formulated as a multiobjective optimi-
are compared with those of exact solution. zation problem by employing a performance index

which combines the design and control objectives
Ibrahim Sadek in a weighted sum. Numerical results are given
Department of Mathematical Sciences for a laminate made of an advanced composite
University of North Carolina at Wilmington material. Comparisons of controlled and uncon-
Wilmington, NC 28403 trolled laminates as well as optimally designed

and non-optimal laminates indicate the benefits
Optimal Control of Thin Plates by Point Actuators of treating the design and control problems in a
and Sensors unified formulation.

The optimal control of a class of self-rdjoint Sarp Adali
distributed parameter systems (e.g., vibrating Department of Mechanical Engineering
thin plates) using a combined open-closed loop University of California at Santa Barbara
Lontrol mechanism is considered. In particular, Santa Barbara, CA 93106
the proposed method involves the application of a (On leave from the University of Natal Durban,
finite number of actuators and sensors to activ, ly South Africa).
dampen the undesirable transient vibrations of
rectangular plate.
This method gives an explicit optimal open-loop On the Complexity of Approximately Solving LP's
control as a function of the prescribed closed- Using Minimal Computational Precision
loop control. The effectiveness of the proposed Complexity theory has assumed problem instances
control is illustrated by a numerical example on
a simply-supported plate subject to specific are encoded with exact data, and algorithmic

efficiency has been measured in terms of theinitial conditions. Moreover, the sensitivity of (bi)length o eencodin thrs isapre
the method in ccn-'-inction with the locations of (bit) length of the encoding. This is appro-

sexamined by numerical priate for combinatorial problems, but less sothe actuator ard ..nsor is for numerical problems where the goal is to
Mar- ~im' ti approximate a solution. ',r numerical problems
SMar.- Inton it makes more sense to measure a problem
Depar ment of Mathematics instance in terms of the stability of its
University of North Carolina at Wilmington solution under data perturbations. (If the
Wilmington, NC 28403-3297 solution is stable then crude data accuracy is

sufficient and hence the bit length of the
Optimal Control of Non-Classically Damped exact data is irrelevant.)
Distributed Structures The speaker will discuss some highlights of

Optimal control of a large class of distributed research on linear programming which attempts
systems is investigated. The behavior of such to address these issues.
systems is governed by partial differential James Renegar
equations with an appropriate boundary condition ScJool of Operations Research and Industrial
where the damping is non-proportional. Engineering
In controlling disttibuted systems with non- Cornell University
proportional damping, it is customary to express Ithaca, NY 14853
the equation in its state-space form and proceed
with the available methods for lumped-parameter
systems. However, a new, computationally Pre-Selection of the Phase I - Phase II Balance
efficient, iterative technique was intrcduced in a Path-Following Algorithm for the "Warm
and shown to converge to the exact solution, Start" Linear Programming Problem
requiring less operations than that needed for the In solving a linear program from an infeasible
larger state-space equations. Applicability, as "warm start," it is useful to pre-sElect the
w'll as robustness of this iterative method will tradeoff between infeasibility (Phase 1) and non-
be studied In detail. The proposed method will optimality (Phabe II). This paper presents a
be applied to several physical systems and path-following algorithm that will follow a path
numerical results and simulations will be from a given infeasible "warm start" to an optimal
presented subsequently, solution along a path with a pre-specified balance.

Ram~n S. Esfandiari of infeasibility and nonoptimality. The algorithm a

Department of Mechanical Engineering obtains a fixed improvement in both objectives in
California State University O(n) iterations using Newton's method, with no
Long Beech, CA 90840-5005 assumptions regarding foreknowledge of primal or

dual solutions.
IRobert M. Freund
M.I.T., Sloan School of Mgmt.
50 Memorial Drive
Cambridge, Mass. 02139
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Global Convergence of a Primal-Dual Exterior Point struct approximations of the Jacobian and the Hessian, respectively.
Algorithm for Linear Programming We comment on the convergence theory for the given methods, discuss

We propose an algorithm for solving a primal-dual pair of linear pro- implementatianal issues and we present numerical results obtained foi
gramming problems. The algorithm starts from any point at which the discussed applications.

nonnegative vaiuables are positive. At each iteration of the algorithm, J. Huschens
we compute the Newton direction for a system defining a center. The Universitit Trier
next iterate moves to the direction by different step sizes in primal FB IV - Mathematik
and dual spaces. We show that in a finite number of iterations, the Postfach 3825
algorithm computes an approximate optimal solution or finds that the D-" "-5500 'hier
primal-dual pair has no interior feasible points in a wide region given Federal Republic of Germany
in advance.

Masakazu Kojima Optimization in Impulsive Stochastic Control:
Departments of Information Sciences and Systems Science Time Splitting Approach
Tokyo Institute of Technology
Meguro-ku, Tokyo 152, Japan Usually in stochastic control models the
Nimrod Megiddo successive impulsive actions are meant to beIBM Almaden Research Center separated by positive time intervals. However,
IBM Har oadean Resear Ce onte 9in reasonable models with random outcomes of650 Harry Road, San Jose, California95120-6099 impulses, the precise optimum is attained only if
and School of Mathematical Sciences controls with several instantaneous repetitions
Tel Aviv University, Tel Aviv, israel of impulses are also allowed. For a rigorous
Shinji Mizuno treatment of optimal control in such models, we
The Institute of Statistical Mathematics introduce here a new notion referred to as
4-6-7 Minami-Azabn, Minato-ku, Tokyo 106, Japan stochastic process with time splitting. In this

framework, optimality conditions in ti.e for.'i of
Polynomial Complexity vs. Fast Local Convergence for Inte- quasivariational inequalities are shown to hold.
rior Point Methods To illustrate, we present an example of a

continuous-time two-armed bandit problem (studied
All interior methods for linear programming are basically iterative in detail by D. Donchev).
methods of a nonlinear flavor. At each iteration the origin- objec-
tive function, or the primal-dual gap, or a certain potential function, Aepand A. Yuahevich
is decreased. The best compkxity results show that the distance to Department of Ilathematics
the optimal value become les. than 2 -L in at most C./.AiL) iterations. University of North Carolina at Charlotte
This translates into linear convergence rate with global factor 1 -c/.%A,. Charlotte, NC 28223

in practice mucn faster convergence is observed , especially when we
are close to the solution. WIe discuss the relationship 'n between global H'-Optimization with Decentralized Controllers
convergence, lo:al convergence, and fimite termination criteria. New Even though the Hc-optimal control of linear systems with centralized
efficient algorithms that [have optimal global and lncal properties are controllers has reached a level of maturity during the past decade, little
presented. is known on extensions of this theory to decentralized systems, where

Fiorian Potra. different controllers acting on the same system have access to different
University of Iowa, iowa City. IA. output measurements. A major difficulty here is the establishment of

the existence of globally :,ptimal solutions, as well as their characteri-

Implicit Functions and Lipschitz Stability in zation, as opposed to t;,ý .' person-by-person optimal solutions.

Control and Optimization In this paper, we obtain -ch a globally optimal solution for a discrete-
time linear-quadratic distt-bance rejection problem with a decentral-

The talk is concerned with Lipschitz properties of ized control/measurement structure. The approach uses the framework
maps, defined implicitly by generalized equations. of zero-sum dynamic games, in which context we prove the existence
We discuss several known imp]icit functions and of and obtain a characterization for a decentralized saddle point for a
metric reularity results and present a new implicit related soft-constrained game.
function theorem for pseudo-Lipschitz maps. As
applications we examine various stability problems Garr3 Didinsky and Tamer BaWat
in control and optimization, focusing in particular Decision and Control Laboratory
on the stability of the feasible sets and the Coordinated Science Laboratory
optimal solutions. University of Illinois
A.L. Dontchev 1101 West Springfield Avenue
Mathematical Reviews Urbana, IL 61801 / USA

Ann Arbor, MI 48107

W.W. Pager A Comparison of Barrier Function Methods with Lagrangias
UNiversity of Florida Method for Nonlinear Programming
Department of Mathematics The problem of minimizing nonlinear functions often arise in practice.
Gainesville, FL 326i1 In the past few years there have be, significant developments in dir-

ferent approaches used to solve these types of problems. However, of
Applications of structured secant approaches recent, since the introduction of K armarkar's Interior-Point method

in Hilbert space for solving linear problems, a lot of interest has been renewed in using
similar approaches for solving !arge nonlinear programming problems.

Some problem dases of gmeral importance like e.g. integral equa- In this work large scale nonlinear problems are solved using BartierStions, parameter estima'ion problems and control problems possess and Pot ential functions, and the results compared with results from
special structure in their derivatives. To exploit these problem de- those obtained using Lagrangian methods. The classes of problems
pendent properties we disuse applications of structured and totally considered arise from:- VLSI placement, electricity generation and oil
structured secant approaches in the framework of Hilbert space prob- refinery production planning.
lems. We show how problem dependent structure can be used to con-
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Amarinder Singh Algorithms for the Production and Vehicle
University of Waterloo, Waterloo, Routing Problems with Deadlines
On. N2L 3GI, Canada.
Kumaraswamy Ponnambalam Two new algorithms are presented for an
bniversity of Waterloo, Waterloo, extension of the well known delivery vehicle
On. N2L 3GI, Canada. routing problem with time constraints. The
Telephone: (519) 885 1211 ext 3825. extension involves the presence of a production
Fax :ý (519) 746 4791 process determining the rate of availability of

the product being delivered. The vehicle dispatch
order is therefore important and must be determined

Recent Improvements on FSQP in conjunction with the routes to be used. One of

Feasible Sequential Quadratic Programming (FSQP) has been the algorithms is a hybrid route construction and
studied for several years by the authors and their colleagues, improvement algorithm , while the other uses set

Recent progress has been made in enhancing the efficiency of the partitioning. Numerical experien-e with the

method and applying it to the solution of engineerng problems. algorithms is discussed.
A Fortran package has been develop-d and extensvely tested. M.A. Forbes, J.N. Holt, P.J. Rilby and A.M. Watts

In this talk we first review the basic FSQP scheme: tilting and centre for Industrial and Applied Mathematics and
bending of the search direction and possible use ofanonmonotone Parallel Computing, Department of Mathe,.iatics, The
line search; the latter permits to avoid the Maratos effect at the University of Queensland, Queensland 4072, Australia
sole expense of (possibly) a few additional function evaluations in
early iteration (initialization). We then observe that, under mild
assumptions, initialization is not necessary. Finally, we report
numerical experiments on standard test problems as well as on
control system design problems.

Jian L. Zhou and Andrd L. Tits
Department of Electrical Engineering
and Systems Research Center
University of Maryland
College Park, MD 20742

An Affline-Scaling. Nonsmooth Newton Hybrid for Constrained
Optimization

We present a hybrid of affine-scaling ahw local Newton's method for
nonsmooth equations, aimed at large-scale constrained optimization
problems. Problems of interest ihclude those of discrete time optimal
control with inequality constraints on state and/or control variables.
Convergence properties, computation, and potential for parallelism will
be discussed.

D. Ralph
Department of Computer Scienze, Upson Hall
Cornell University
Ithaca, NY 14853.

A Primal-Dual Interior Point Method for Large Scale Linear
and Nonlinear Programming

A globally convergent primal-dual interior point method for general
nonlinear optimization problem is considered. The method solves the
pararnetorized Karush-Kuhn-Tucker conditions for optimality by New-
ton or quasi-Newton iterations from an arbitrary initial point. The
parameter attached to the complementarity conditions is used as a bar-
rier parameter and tends to zero as the search proceeds. To obtain the
global convergence of the iteration the barri_:-penalty function with
re! ct to the primal v-riable is used. A code for large scale linear
progarmnming is implemented and it solves all the netlib problems with
total iterations which is almost same as that of OBI. A code for dense
nonlinear problems is also implemented and it solves all the available
(112) test problems of Shittkowski succesfully with tota iterations of
about 2100 and 2600 function evaluations.

Hiroshi Yamashita
,akahito Tanabe

Mathematica! Systems Institute, Inc.
6F AM Bldg. 2-5-.,, Shinjuku,Shinjuku-ku
Tokyo, Japan 160
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An Algorithm for Solving the Lc~t Optimization On the Convergence of Pattern Search Methods
Problem in Precedence Diagram Network

We present a general convergence theory for a class
of direct search methods, which we call pattern

In the first part of the performance, we extend search methods. Direct search methods are methods
the cost optimization problem soivee by Kelley for solving unconstrained optimization problems
Walker and Fulkerson to the precedence diagrzmming without computing, or even estimating derivatives.
network. We define pattern search methods to be direct

search methods for which the search strategy at
We allow the next precedence relationship between every iteration is predetermined by a particular
activities which are represented by nodes. pattern, or template. Examples include the

multidirectional search algorithm of
SSt: start-start-t SFt: start-finish- Dennis and Torczon, the factorial design algorithm
FSt: finish-start-t FFt: finish-finish-t of Box. and the (original) patter-I search method of

Hooke and Jeeves; each is distinguished by the
We briefly discuss the main differences between CPM choice of pattern used to drive the search pro-
and precedence diagram network, from the aspect of cedure.
cost optimization problem.

The theory we will present is the most general of
Finally we show and explain the basic idea of the the known convergence resu'ts for these methods.
algorithm which is based on a network flow The theory is also unusual in that pattern search
approach. methods require only strict decrease in the value

Miklos Hajdu of the objective function; no assumption of suffi-

Technical University of Budapest cient decreasu is required to prove convergence.

Department of BUilding Organization and Instead, an interesting appeal to discrete athe-
Management matics is used to complete the argument.
Muegyetem rkp. 3. K. It. 17.
Budapest, 1111.
Hungary Virginia Torczon

Department of Mathematical Sciences
Redistribution Transport Means the Traffic in the Rice University
Area of Subway_ is Shut Houston, TX 77251-1892

The task redistribution of the ground passengers
transport means for the transport of passengers in
the area of subway where the traffic is temporarily T'% classical trust region algorithm for smooth nonlinear programs is
shut are under consideration. extended to tht nonsmooth case where the objective function is only

locally Lipschitzian. At each iteration, an objective function 3at car-
The ground transport of the passenger according to ries both first and second order information is minimized over a trust
the corresponding route from the another rot es, region. The term that carries the first order information is an iteration
which are situated near the part subway abovL - function that may not explicitly depend on subgradients or directional
mentionid. The redistribution of the ground derivatives. We prcve that the algorithm is globally convergent. This
passenger transport means take place according to convergence result extends the results of Powell for minimization of
criterion of minimisation additional loss time smooth functions, the results of Yuan for minimization of composite
pass' nger for the waiting transport service. The convex functions, aTi the recent model of Dennis, Li and Tapia for
stability of the received decision for the case of minimization of regu.ar functions. In addition, compared with the re-
alteration of the passenger correspondences are cent model of Pang, Han and Rangaraj for minimization of locally
under consideration. Lipschitzian functions via line search, this algorithm has the same con-

vergence property without assuming positive (I finiteness and uniform
Mishenko Aleksndr boundedness of the second order term. Applications of the algorithm
Plekanov Acad. National Economy to various nonsmooth optimization problems arm discussed.
Dep. Econ. Cybernetics
Stremyanii Pereyloc 28 Liqun Qi
113054 Moscow U.S.S.R. University of New South Wales, K-nsington, NSW, Australia

Jie Sun

Projective Interior Point Methods O(sqrt(n)L) Step- Northwestern University, Evaston, ILH USA
Complexity Adaptive Filtering in Nonlinear Parameter

Estimation with Serialy 1 orrelatd Data Structures

We develc a projective interior point method that
is path-following and, hence, has a step-complex- Underwater detectA..,m and tracking is a complex,
ity of 0(sqrt(n)L). We also show how to modify nonlinear state estimation problem. Previous work
Karmarkar's and several other projective interior has demonstrated an efficient and flexible approach
point methods so that their step-complexities are to the problem using compressed data sets. In this
also O(sqrt(n)L), and relate these modified approach time segments of measured data are repre-
methods to potential reduction methods. sented by sufficient statistics. It has been shown

that tracking performance may be enhanced by
iDonald Goldfarb exploiting the bias/noise variance tradeoff and
Department of Industrial Engineering adaptively stiecting the rank of the statistic used
and Operations ý.esearch for segment representation. Correlated noise
-• Coltuabia University Dong Shaw
New York, NY 10027 Rider College structures, however, can cause severe modeling and

Lawrenceville, NJ 08648
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estimation anomalies. This paper extends .he On the Perfornmance of a Trust Region Newton Method for
methcds developed for adaptive rank selection to Large-Scale ProblehmS ~include the issue uf ser•'al. Corre-lation in theincludemthen nisue seru courre. ationte iar theu- We are concerned with the solution of large-scale optimization prob-
measurement noise structure. Monte Carlo simula-leswihpaoHein.AtrtrgonNtnmtodsuedn
tion results for a trajectory estimation problem hms with hpare ^ Hessians. A trust region Newton mbthod is used in
using noisy angle-of-arrival measurements are which t~he tritet region subproblema are solved by the preconditioned

conjugate gradien" method. In particular, we use an improved sparse
presented. incomplete Cholesky factorization as a preconditioner. Tb- new algo-

Frank O'Brien ritthm is compared with several existing algorithms for unconstrained
Marcus L. Graham minindzatio•. Convex and nonconvex (6ndefinite) problems from the
Kai F. Gong MINPACK-2 test problem collection are used for these comparisons.
U.S. Naval Underwater Systems Center Brett M. Averick
Code 2211, B 1171-1 Army High Performance Computing Research Center
Newport Laboratory University of Minnesota, Minneapolis, MN 55415
Newport, RI 02841-5047 Richard G. Carter

Army High Performance Computing Research Center
Quadratic Programming with Approximate Data: 11I- University of Minnesota, Minneapolis, MN b5415
Posedness and Efficient Algorithms Jorge J. Mor6
We present algorithms for Quadratic Programming Mathematics and Computer Science Division
problems specified with approximate data. This is Argonne National Laboratory Argonne, IL 60439
important when rounding errors prevent the use of
exact numbers or only estimates or the real data Iteration Functions in Nonemooth Optimization and
aie available. The algorithms are efficient from Equations
the point of view of corhputation and data needed,
requiring an excessively precise approximation and Some globally conveigent model algorithms have been proposed f3r
excessive computation only for near]! ill-posed oolving nonsmooth optimization problems. These algorithms do not
instances. This work is a continuati.on of the explicitly depend on stbgradients, but are based upon sor iteration
research we have done for linear Programming, funcions of two arguments. iteration functions or pointcd-based ap-
presented at ICIAA91, and points towards the under- proximations were also introduced in algorithms for solving nc-smooth
standing of ill-posedness in optimization and the equations to reach global or superlinear convergence. The existence of
formulation of a complexity theory of problem iteration functions depend upon the original function in the nonsmooth
solving with approximate data. optimization or the nonsmooth equatior problem. In nonsmooth opti-

mization, Poliquin and Qi proved that a necessary condition for exis-i Jorge R. VeraDepartment of Operations Research tence of iteration function . the sense of Pang-Han-Rangaraj or Qi-SunDepartenel of U eratis Ris that the original funcu is pseudo-regular in the sense of Borwein,and a sufficient condition f, xistence of iteration function in the senseIthaca, NY 14853 of Pang-H1.an-Rangaraj is tha, -he original function is subsmooth (lower

Experiments with the Broyden Class of Quas--Newton C1) in the sense of Rockafell and Spingarn. It was also shown that
Methods such an iteration function is no unique in general and is a certain kir d

of "continuous" approximation Af the upper Dini directional derivative
of the original function.

In this talk we use a new rule to summarize numer- Liqiun Qi
ical results required to solve a set of standard University of New South Wa' s, Kensington, NSW, Australia
unconstrained optimization problems by new quasi-
Newton methods. The new methods switch among
several avail.ble methods and belong to a rew class Trust Region Methods for Large Constrained Optimization
of methods proposed within the Broyden class on the
basis of estimatirg the size of the eigenvalues of We begin by considering bound-con,'trained problems and focus on two

the Hessian approximation. The rule measures the crucial questions: (i) how can we use negative curvature information,
improvement percentage of the methods against the in particular, second derivatives? (ii) how can we keep the iteration

BFGS method. The recults show that the Performance cost to minimum? We propose an approach well-suited for large prob-

of the new methods is better than that or the BFGS lems.
method and almost similar to that of the idealized We then consider the general nonlinearly constrained problem and dis-
method of Byrd, Liu and Nocedal (1990) (which cuss an adaptation of an algorithm proposed by Byrd and Omojukun,
requires the calculation of the Hessian matrix at designed to be efficient when the number of variables is verY large.
each iteration). Numerical tests will be described.

BMarucha Lalec and lorge Nocedal
Dep artmen of SyNorthwestern UniversityS~Department of Systems

University of Calabria
87036 Arcavacata (Cosenza)
Italy
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Ropibert B.cnae foraOmetear A Salt Lake City, UT

Robet B.Schabelfor DESand A~sSponsored by SIAM Activity Group on
Organizer Dynamical Systems

Stephen j. Wright Co-organizers: Peter W. Bates,
= Meeting Topics IBrigham Young University,

AdapiveGridMetodsand Christopher K.R.T. Jones, Brown University

Applications of Matemaic Tutorbil on Numcrical 1993
to Material Science iz to nJaur257,19

ConiputationalFliDyaisof kal adJnay22713
SDynamical Systems Software FOURTH ACM-SIAM SYMPOSIUM ON

DISCRETE ALG;ORITHMSGeometric Design July 19, 1992 Radisson Plaza Hotel, Austin, TX
Global Climate Change Organizers Sponsored by ACM.SIGACT and

Gnid Generation Jorge 3. MorE and SIAM Activity Group on Discrete Mathematics

~odhn Gephsical Stephen 3. Wright Abstract deadline: 7113192
Aoen Phenomena Organizer: Vijaya Ramachandran,

Phuliri ethodsmena_____ University of Texas, Austin
4 - Cor~.near Forecasting March 21-24, 193

;~ ~ne~calMetods or It~I4 n SIXTHl SIAM COX.F7RENC-E ON PARALLEL
Sfimetical Mletradc Eoruationson PROCESSING FOR SCIENTIFIC COMP'UTING

~~'Methods id. Miuugr Norfolk, VA
a rclMtosfrOrdinary an ilctosAbstract deadline: 9114/92

and Partial Differential Equations Organizer: Richard Sincovec,
Optimization July 19, 1992 Oak Ridge National Laboratory

Parallel Computing Organizer
scallFunctions- Stephen F. McCormiick April 19.21, 1993

Tu.-bulence Modeling MATHJEMATIC %L AND COMPUTATIONAL
ASPECTS OF THE GEOSCIENCES

prorami dHouston, T
Ima ka rt(lAbtrj deadline: 1015)92

SI X~lJune 7-10, 1993;60mtputational it SIAM CONFERENCEON
"Siece Awarenessnt MATHEMATICAL AND NUMERICAL ASPECTS

Wof~hopOF WAVE PROPAGATION PHENOMENA
vk-pumu:1 21University of Delaware, Newark. DEJuly -19, 1992 AtedieI!39

Oranje Ralp Klirinsan,
Richard A. Tapia Unriversity f Delaware
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