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Abstract 

Automatic Frequency Restoration Reserve (aFRR) is one of three control reserve services in 

continental Europe to compensate imbalances in the electrical grid. Due to the transition 

towards a high degree of renewable sources, fewer conventional power plants will be 

available in the future to stabilize the electrical grid. However, new technologies are facing 

various entrance barriers because of the complex design of the aFRR market. This thesis 

provides a detailed aFRR market analysis and derives revenue potentials for different 

bidding strategies. By not relying on conventional power plants to stabilize the electrical 

grid, this work contributes in enabling a higher share of renewable sources. 

To assist the creation of bidding strategies, a market prediction methodology is presented. 

For any potential bid, the acceptance probability in the next auction process is derived. Both 

statistical and machine learning based models are used for predicting key market quantities. 

An in-depth model comparison on numerous time series predictions reveals a usually better 

performance of statistical models. In only a few cases, the (recurrent) neural network 

models slightly outperform the statistical models. Exogenous data sources such as weather, 

electrical loads or market data did not significantly improve the prediction performance. 

This work further developed an operating strategy for integrating Battery Energy Storage 

Systems (BESS) into existing virtual power plants (VPP) to jointly participate in the aFRR 

market. The operating strategy exploits the advantages of multiple technologies by selling a 

maximum of the generation capabilities on the market while the BESS instantly responds to 

aFRR requests and can recharge from the generation units. Based on an optimization 

process and the results from above mentioned predictions, a bidding strategy is presented 

that optimizes the bids to submit to the aFRR auction. An in-depth cost breakdown and 

battery-ageing model support the derivation of optimal bids and earning potentials. Special 

focus is on VPPs comprising only renewable sources and a BESS. With current costs of 

containerized BESS, an operation is not economically viable. Compared to the provision of 

Frequency Control Reserve (FCR), profits on the aFRR market were found to be lower. 

However, with a predicted cost breakdown for the year 2025, the pooled operation can 

generate profits and can contribute to grid stabilization in times of high levels of renewable 

sources. 
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1 Introduction 

1.1 Motivation and Objective 

To meet the climate objectives of the Paris Agreement, energy supply must shift away from 

conventional sources towards a high degree of renewable sources. As of December 2019, a 

total of 33 countries world-wide have declared to phase-out coal-fired generation [1]. Many 

countries, including Germany, are further phasing-out nuclear generation [2]. The transition 

process involves shutting down many conventional power plants. 

In an electrical power system, a constant balance between production and consumption is 

required [3]. With fewer conventional power plants being active, services for stabilizing the 

electrical grid must increasingly be provided by other technical units. In continental Europe, 

various country-specific services are harmonized to benefit from a joint service procurement 

and a collaborative delivery. Of the three major control reserve services to stabilize the 

electrical grid, Frequency Control Reserve (FCR) has the shortest activation time and first 

responds to grid imbalances. Emerging technologies such as Battery Energy Storage Systems 

(BESS) already make up for a significant share of all FCR providers because the procurement 

process is easy and the business model is validated. However, this is different for 

subsequently activated control reserve services. In Germany, automatic Frequency 

Restoration Reserve (aFRR) and manual Frequency Restoration Reserve (mFRR) are 

dominated by a small number of providers with predominantly conventional generation [4]. 

Despite recent design changes, the aFRR and mFRR markets suffer from entrance barriers. 

Aside from technical requirements, the auction process is complex and revenue potentials 

are difficult to estimate. 

This work aims at facilitating access to the aFRR market for technologies capable of storing 

electrical energy. A methodology for BESS participating in the aFRR market is presented and 

corresponding earning potentials are derived. Both the standalone operation of a BESS as 

well as the joint operation within a VPP comprising different types of generation facilities 

are considered. In joint operation, the properties of each technology are used to 

complement each other as effectively as possible. Special focus is on VPPs comprising only 

renewable sources and a BESS. By not relying on conventional power plants to stabilize the 

electrical grid, this work contributes in enabling an increasing share of renewable sources. 

Applying the proposed operating strategy allows a full utilization of renewable generation 

capabilities while stabilizing the electrical grid at the same time. These days, the aFRR 

market is undergoing frequent changes in the auction design and European-wide 
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collaboration. All simulations in this work are conducted on the conditions applying in 

Germany at the time between October 30th, 2018 and July 31st, 2019. 

1.2 Structure 

In chapter 2, various elements of the European/German electricity market are described. Of 

all three control reserve services, the aFRR market is analyzed at the highest degree of 

detail. The aFRR auction design is explained and game-theoretically regarded. An analysis of 

historical market data is conducted and revenues for different bidding behaviors are 

deduced. Since the operating methodology presented in this work trades on the day-ahead 

and intraday market, both markets are described as well. 

The participation in the aFRR auction requires the submission of a bid comprising the 

offered capacity (MW), capacity price (€/MW) and energy price (€/MWh). Revenues 

strongly depend on the chosen bid components, other market participants and an unknown 

future request pattern. Chapter 3 proposes a methodology to predict key quantities of the 

aFRR market. The various predictions help estimating revenue potentials before submitting 

a bid and assist in deriving a bidding strategy. Multiple statistical and artificial intelligence 

based models are presented and compared with one another. Various data sources are 

made available for the learning process to increase the prediction accuracy. Based on the 

predictions, this work derives the acceptance probability associated with any choice of bid. 

Chapter 4 presents an operating strategy that trades and dispatches the capabilities of a 

VPP with a connected BESS. At each point in time, energy is either traded on the various 

markets or used for recharging the BESS. Based on the results of the prediction 

methodology of the aFRR market, chapter 4 further presents a bidding strategy that derives 

the optimal bid for a VPP with a connected BESS. The optimal bid maximizes the expected 

earnings while considering costs for battery ageing as well as differential costs for the 

containerized BESS solution. 

In the first section of chapter 5, results of the aFRR market prediction are presented. The 

performances of exponential smoothing models, seasonal autoregressive integrating 

moving average (SARIMA) models, neural network models and recurrent neural network 

models are compared with one another. According to the prediction methodology of 

chapter 3, three different aFRR market quantities are predicted: The marginal mixed price, 

the energy price and the deployment duration. 

In the second section of chapter 5, the proposed bidding strategy is applied on different VPP 

configurations. Simulations are conducted for a BESS in standalone mode, in conjunction 

with a wind farm, in conjunction with a wind and PV farm and in conjunction with a wind 

farm, PV farm and thermal power plant. The economic viability is evaluated based on a BESS 
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cost breakdown of the year 2019 and a predicted cost breakdown for the year 2025. Earning 

potentials on the aFRR market are compared to earning potentials on the FCR market. 

Chapter 6 summarizes the findings of this work. 
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2 Electricity Market Design 

This chapter provides an overview of the European electricity market with a special focus on 

those market elements relevant for the presented prediction method (chapter 3) and 

bidding strategy (chapter 4). Multiple subsections of this chapter are based largely on a 

previous publication [5] of the author. In Europe, market liberalization was initiated by the 

European Commission in 1996 to unbundle the generation, transportation and sale of 

energy [6–8]. By this means, market monopolies are prevented in favor of creating a more 

efficient competitive market, which in particular allows participation of small, decentralized 

generation units. A further overall system cost reduction is targeted by uniting various 

national markets in order to increase the interexchange of energy and grid services. Both 

the Agency for the Cooperation of Energy Regulators (ACER) and the European Network of 

Transmission System Operators for Electricity (ENTSO-E) take a central role in creating 

Europe-wide common regulations. Extending the European cross-border electricity 

exchange allows the integration of large-scale renewable electricity generation. Several 

studies revealed that a larger market size reduce the generation and procurement costs of 

balancing power [9,10]. 

Since this thesis is closely coupled to a publicly funded large-scale stationary battery storage 

research facility located in Aachen, Germany, the German electricity market is considered in 

this work [11]. Figure 2-1 illustrates various methods of interacting with the electrical power 

system.  

 

Figure 2-1: Electricity Market Design 

Electrical energy can be traded at either the power exchange or over-the-counter (OTC), e.g.  

with bilateral contracts. The power exchange is divided into a facility for trading long-term 



6 2 Electricity Market Design 

 

contracts and a facility for trading short-term contracts. Long-term contracts (weekly-, 

monthly-, quarterly- and yearly-basis) of up to 6 years in the future are traded on the 

derivatives market called European Energy Exchange (EEX) in Leipzig, Germany. Short-term 

contracts purchased for same-day or next-day delivery are traded at the European Power 

Exchange (EPEX) Spot located in Paris, France. Both the intraday and day-ahead short-term 

markets are explained in more detail in sections 2.2 and 2.3. For off-exchange trades (OTC), 

both long-term and short-term products exist and are commonly used. 

In an electrical power system, generation and demand must be balanced at every time. To 

achieve balance, transmission system operators (TSOs) subdivide their responsibility into 

smaller balancing groups. Each balancing group is represented by a manager who ensures 

that the individual generation, consumption and traded energy within the corresponding 

zone are balanced. A balancing group is required to submit to the TSO a 15-minute 

resolution forecast of all activity for the next day. After the TSO has received all balancing 

group forecasts, a power-flow study is conducted to spot any grid bottlenecks. A grid 

bottleneck occurs if certain transmission line capabilities are too low to allow an energy flow 

as traded on the market. In this case, the power allocation must be changed by so-called 

“re-dispatch” measures. Generation units spatially in front of the bottleneck must be down-

regulated to activate units behind the bottleneck. Down-regulated units are monetarily 

compensated. 

TSOs counterbalance plant outages, load fluctuations and forecast errors by procuring 

control reserve, also referred to as balancing power. Control reserve compensates short 

term incidents and is indispensable for the stability of the power grid [12]. This topic is 

further explained in section 2.1. In addition to this market-oriented approach, the TSOs also 

maintain a so called “grid reserve” which mostly consists of power plants subject to 
decommissioning plans but classified as systemically relevant [13]. The power capabilities 

are reserved for scenarios with otherwise too little capacity to cover the demand. This might 

for example occur if market clearing on the wholesale market fails because the energy 

demand is higher than the energy supply. Both control reserve and grid reserve are referred 

to as ancillary services.  

2.1 Control Reserve 

Three different types of control reserve are procured by the TSOs, which technically differ in 

the maximum reaction time to the grid. Frequency Control Reserve (FCR) (section 2.1.1) 

must be fully activated within 30 s, automatic Frequency Response Reserve (aFRR) (section 

2.1.2) within 5 min and manual Frequency Response Reserve (mFRR) (section 2.1.3) within 

15 min after an imbalance causing event [14]. The minimum time that must be covered per 

incident also differs among the three control reserve types. Due to the diverse 
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specifications, not all generation unit types are equally capable of providing each control 

reserve service. Thermal power plants for instance often struggle with short activation times 

whereas long provision periods make stationary Battery Energy Storage Systems (BESS) 

uneconomic [15]. 

Figure 2-2 illustrates the activation procedure of FCR (also referred to as primary control 

reserve), aFRR (also referred to as secondary control reserve) and mFRR (also referred to as 

tertiary control reserve). The three control reserve types complement each other by being 

consecutively activated on the event of a grid balance disturbance. More information on 

each control reserve type is presented in the corresponding sections. 

 

Figure 2-2: Activation of control reserve (based on [16]) 

The control reserve demand is procured in a multi-unit, open, discriminatory and 

transparent market auction to reach a cost optimal solution. Multi-unit auction refers to 

various independent auctions such as for the three different control reserve types and 

various time slots. Literature revealed that in “multi‐unit auctions, the bidders' strategy 
spaces are substantially larger and more diverse than in single‐unit auctions, and often a 
theoretic solution in form of a bidding equilibrium does not exist” [17]. 

Ambitions of the European Commission to merge the various control reserve markets within 

Europe shall reduce contrary power activation, increase flexibility, reduce CO2 emissions, 

create a more competitive market and thus reduce the overall costs of electricity. 

Simulations verify the positive effects of a larger common control reserve market [18]. 

Multiple TSOs across Europe already collaborate on the provision of control reserve and 

jointly procure various products on a shared internet platform [14]. 
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Before a unit can provide control reserve, numerous technical capabilities must be validated 

in a so-called prequalification process. Among others the prequalification process verifies 

whether the technical unit meets the requirement in terms of communication to the 

trading, IT security, energy availability (recharge strategy), power capabilities and service 

coverage by other units in case of a system failure (TransmissionCode 2007 [19]). The 

prequalification must be validated towards the spatially responsible TSO (“connecting 
TSO”). 

2.1.1 Frequency Control Reserve (FCR) 

With the smallest activation time of all control reserve types, FCR first responds to grid 

imbalances. As opposed to the TSO activated aFRR and mFRR (see Figure 2-2), FCR providing 

units self-activate their service based on a measurement of the grid frequency. The TSOs 

define a set point frequency that serves as a reference for a balanced power flow in the grid. 

Grid frequencies above the set point indicate more generation than consumption whereas 

the opposite is true for frequencies below the set point. If the measured grid frequency 

deviates from the set point, FCR units feed-in or withdraw power proportionally to the 

frequency deviation. Figure 2-3 illustrates the grid interaction requirement (FCR power 

provision) with respect to the grid frequency and a set point of 50 Hz. A positive 100 % FCR 

provision (y-axis) refers to feeding-in with the capacity (MW) as assigned in the auction 

process (see below). At that point, the frequency is more or equal to 200 mHz below the set 

point. Symmetrically, frequencies above 200 mHz require the withdrawal with full assigned 

FCR power or a corresponding power set point reduction according to the schedule. For all 

frequencies within the ± 200 mHz range, FCR power is activated linearly. FCR regulations 

allow a 20 % over-fulfillment of the power requirement derived from the measured 

frequency. Importantly, the additional power must be provided in the power direction 

Figure 2-3: Frequency based activation of frequency control reserve (FCR) 
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counteracting the grid imbalances (feed-in for frequencies below the set point, withdrawal 

for frequencies above the set point). Within a so-called dead band of ± 10 mHz around the 

set point, FCR provision is optional (given a high accuracy frequency measurement device). 

A cooperation of multiple TSOs from the countries Austria, Belgium, France, Germany, 

Netherlands and Switzerland jointly conducts an auction process for delivering the total FCR 

demand across the spanned area. Since July 2019, the FCR demand has been procured in 

daily products with an auction closing of 2 days before delivery [20]. Starting from July 2020, 

the daily products have been replaced by six products per day (each with a duration of four 

hours) and an auction closing 1 day before delivery at 8 am. Bidders participating in the 

auction must be technically prequalified and submit their desired capacity (MW) in 

conjunction with an individual capacity price (€/MW). After auction closing, the TSOs sort all 

bids ascending by capacity price and accept the cheapest participants until the total FCR 

demand is met. Participants are paid a marginal price resulting from an allocation algorithm 

taking into account constraints such as import or export limitations. 

2.1.2 Automatic Frequency Restoration Reserve (aFRR) 

Automatic Frequency Restoration Reserve is the second-fastest frequency restoration 

measure aimed at timely replacing FCR. A prequalified technical unit must be able to 

produce a measurable power output after 30 s and deliver the full tendered power after 

5 min. Each TSO operates its own load-frequency controller, which automatically distributes 

set point signals to connected technical units. The total aFRR demand (in MW) is calculated 

with probabilistic models and adjusted by the TSOs on a quarterly basis [14]. In the event of 

grid imbalances lasting longer than 15  min, aFRR is replaced by mFRR (section 2.1.3). The 

largest share of aFRR is provided by fast reacting power plants, such as combined cycle 

power plants, or by pumped hydroelectric energy storages (PHES). Virtual power plants 

comprising biogas systems or combined heat and power stations (CHPs) have recently 

gained momentum. BESS as standalone units are not well suited for aFRR due to the long 

minimum delivery duration of 4 hours and the associated high costs for battery capacity 

[15]. 

Among European countries, various country-specific market designs and procurement 

techniques are in place [21–23]. To reduce the aFRR provision costs of each TSO, an 

expansion of the grid control cooperation within Europe is being pursued. A larger control 

zone prevents counteracting control reserve activation by communicating imbalances 

between the load-frequency controllers of the TSOs. Control areas with insufficient power 

can cooperate with control areas with excess power to cancel out unnecessary aFRR 

activation. In 2011, the International Grid Control Cooperation (IGCC) was founded to 

exploit such benefits [22]. The efforts of the IGCC are divided into four modules. In the first 

module, counteracting aFRR activation is reduced by energy exchange between the control 
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areas. As of 2019, Austria, Belgium, Croatia, Czech Republic, Denmark, France, Germany, 

Netherlands, Slovenia and Switzerland cooperate on module one. Imbalance netting among 

the TSOs is only established if residual capacity is available on the transmission lines. Since 

no separate transmission capacity is reserved, the cooperation has no influence on the total 

procured aFRR demand. The module does not harmonize the markets but introduces a fair 

economic compensation for aFRR savings based on the individual costs. Modules two to 

four extend the cooperation among TSOs by introducing a common dimensioning, 

procurement and activation of aFRR. In case of transmission line bottlenecks, module 4 

allows deviation from the merit order list of the auction. Since the beginning of 2019, a joint 

market up to module four exists for the four German TSOs (50Hertz, Amprion, TenneT and 

TransnetBW) and the Austrian TSO (APG). Cross-border capacities are determined in a 

weekly cost-benefit analysis and country-specific core shares are reserved [14]. Further 

steps towards an extended European cooperation are planned by the Platform for the 

International Coordination of Automated Frequency Restoration and Stable System 

Operation (PICASSO) [24]. 

2.1.2.1 Auction Design 

The total aFRR demand is procured in a multi-unit, open, discriminatory, anonymous and 

transparent auction process. As opposed to FCR, a separate auction is held for the provision 

of positive and negative aFRR. Positive aFRR requests support the grid by supplying 

additional power. From left to right Figure 2-4 summarizes the participation of market 

participants in the auction and operation process for one aFRR product type. The first step 

for each candidate is to acquire the prequalification of the connecting TSO (see section 2.1). 

Only prequalified units are allowed to participate in the auction process. Combined in a so-

called bid tuple, each participant must submit the three quantities capacity (MW), capacity 

price (€/MW) and energy price (€/MWh). The capacity refers to the amount of power 

reserved for aFRR, the capacity price represents the monetary compensation the participant 

wishes to charge the system operator for holding the capacity available and the energy price 

describes the price the participant wishes to charge the TSOs for the delivery of actual 

energy. Each participant is allowed to submit multiple bid tuples for each aFRR product 

type. Energy prices can be positive and negative. With negative prices, the payment 

direction is reversed and market participants pay money to the TSOs. Negative energy prices 

are usually observed with negative aFRR products. A further discussion on negative aFRR 

prices is provided in section 2.1.2.3. After auction closing, all bids are collected by the TSOs 

and arranged ascendingly by capacity price (merit order). Starting from the lowest capacity 

price bid, consecutive bids are accepted until the total aFRR demand is met. The last 

accepted bid marks the marginal capacity price. If not all power of the last accepted bid is 

needed, a bid can also be accepted partially. Bids above the marginal capacity price are 

rejected. In the exceptional case of transmission line bottlenecks, a deviation from the merit 

order list is possible. All successful bidders are compensated for capacity reservation with 



2.1 Control Reserve 11 

 

 

 

the capacity price as specified in the bid (pay-as-bid). To be considered, bids must be 

submitted until 8 am the day before delivery. Results are published 1 h after the submission 

deadline. 

 

Figure 2-4: Working principle of the aFRR auction process (capacity price based) 

Additional income can be generated if the reserved capacity is actually needed for 

stabilizing the grid. During the delivery period, all accepted bids are sorted in ascending 

order by energy price (merit-order). If grid imbalances require aFRR intervention, 

participants are activated starting with the one with the lowest energy bid until the power 

demand is met. The relative height of an energy bid determines the position in the merit-

order list. Participants with low energy price bids are therefore activated more frequently 

than those with high energy prices. 

Over the past years, the market and auction design has frequently changed. Figure 2-5 

illustrates a recent timeline of events for the Austrian/ German aFRR market. Before July 

12th, 2018, aFRR was split into two time slices, one for all workdays between 8 am and 8 pm, 

Figure 2-5: Changes in the aFRR market and auction design 
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the other one for all remaining periods. Only full delivery weeks were auctioned and the 

minimum capacity offer size was 5 MW. The demand of the four German TSOs was jointly 

procured. A revised market design was introduced on July 12th, 2018 to remove entry 

barriers for newly evolving market participants. Also literature revealed cost reductions for 

markets with smaller tender frequencies [25]. 

As illustrated in Figure 2-6, the new market design introduced separate daily auctions, 6 

different time slices as well as both positive (“POS_xx_xx”) and negative (“NEG_xx_xx”) 

delivery directions. The minimum capacity size was reduced to 1 MW and the auction 

closing was moved closer to the day of delivery. Auctions are hold on a daily basis and bids 

can be submitted up until 9 am on the day before delivery [14]. 

 

Figure 2-6: Time slices in the new aFRR market design 

Since the submitted energy price does not influence the awarding process, market 

participants can freely gamble with the energy price bid component. A disproportionately 

large energy price reduces the probability of being activated.  Due to the rear position in the 

merit-order list, such a unit only responds to very rare grid emergency events. In the event 

of such a rare scenario, high profits are gained. For instance, on October 17th, 2017 mFRR 

energy was requested at a price of 77,777 €/MWh [26]. To prevent such gambling strategies 

from being successful, the new market rules introduced a mixed price auction scheme. As 

defined by equation (1), the mixed price for one product (𝐵MP) is based on the submitted 

capacity price (𝐵C), the submitted energy price (𝐵E) and a factor (𝑎𝑀) published quarterly by 

the TSOs. 

𝐵MP = 𝐵C4ℎ + 𝑎M ∙ 𝐵E (1) 

The mixed price replaces the capacity price in the acceptance/ rejection process explained 

above. Since the mixed price is the sum of the capacity price in €/MW and the weighted 
energy price in €/MWh, no physical unit represents its meaning. For this reason, figures and 

references in this thesis that include the mixed price, do not come with a unit. With both 

the capacity and energy price component influencing the awarding of participants, the 

process is referred to as a scoring auction [27]. However, two days after coming into force, 

the Düsseldorf Higher Regional Court postponed the mixed-price based awarding until 

October 15th, 2018 to give market participants more time to adjust to the new procedure. 

After 289 days of a mixed price based procurement, the Düsseldorf Higher Regional Court 
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followed the outcome of a lawsuit and reactivated the capacity-based auction starting July 

31st 2019. The mixed price procurement was considered an unfair market intervention and 

might be one reason for increased grid imbalances within that period [28]. Since the re-

introduction of the capacity-based auction scheme, aggressive bidding behavior with energy 

prices in the order of 10,000 €/MWh was observed again. To promote sustainable 

competition and to prevent high energy prices from being requested, the German Federal 

Network Agency agreed on introducing a new market [29]. The new market shall be 

operated side-by-side to the existing control reserve markets. Solely based on energy price 

(€/MWh), prequalified technical units can then participate in the provision of grid stabilizing 

energy. 

As mentioned in section 2.1.2, a joint procurement of aFRR has been carried out by Austria 

and Germany since the beginning of 2019. Due to reserved cross border capacities, a joint 

merit-order list awards participants irrespectively of their origin country. 

The TSOs make various datasets available on the common platform regelleistung.net. The 

most relevant are the following [14]: 

Anonymized successful bids: Includes the capacity, capacity price and energy price of each 

successful bid. Unsuccessful bids are not published. 

Required balancing power: Every 3 months, the TSOs re-evaluate the amount of aFRR 

capacity required for grid operation. The demand (in MW) is publicly available before the 

auction starts. 

Set point signal: With a 1 second resolution, the TSOs of Austria and Germany publish the 

set point signal of past aFRR activations. 

2.1.2.2 Game-Theoretic Analysis 

The daily aFRR demand is procured in separate auctions for the two power directions and 

the six 4 h time slices (Figure 2-6). Auctions are a subfield of game theory. Each of the 12 

daily auctions share the following common properties, independent of whether a capacity- 

or mixed-price scoring scheme is applied: 

Multi-unit 

Multi-unit auctions refer to auctions in which a fixed number of identical units is traded. As 

for the aFRR auction, bidders compete for a predefined number of 1 MW (minimum block 

size) blocks corresponding to the predefined total capacity demand calculated by the TSOs. 

A bidder can specify a capacity price (€/MW) for an arbitrary number of 1  MW blocks 

(≤ prequalified capacity). It is also possible for a bidder to place multiple bids. 
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Pay-as-bid  

If a bid is successful, both the capacity and energy price is paid as specified in the bid tuple. 

This is also referred to as a discriminatory price auction. In a future joint European aFRR 

market, the pricing rule might be switched to uniform pricing. 

Partly homogeneous 

The procured capacity pool is homogeneous since each capacity block is treated equally. As 

far as the energy price bid is concerned, the auction is not truly homogeneous since lower 

energy price bids result in more frequent calls. 

Reversed 

In a classical multi-unit forward auction, multiple units are simultaneously procured by the 

auctioneer. Each participant (bidder) of the auction can submit a different price for each 

unit. All bids are collected and the units are awarded to the highest submitted bids. In the 

aFRR auction design, multiple potential participants compete in selling their aFRR capacity 

until the predefined demand of the TSOs (auctioneer) is met. The payment direction is 

reversed and the auctioneer tries to reach minimum overall costs. 

Sealed-Envelope  

Up until auction closing, all bids submitted to the TSOs platform are kept secret. A 

participant has no insight in already submitted bids for the ongoing auction. Belayed 

strategy adaption of bidders is consequently not possible.  

Anonymous 

After auction closing, an anonymized list of successful bids is published. The list does not 

reveal the identity of the bidders and only contains the offered capacity, capacity price and 

energy price of each accepted bid. No information about rejected bids is given. However, 

the TSOs publish a list of prequalified suppliers of control reserve which limits the 

anonymity to a certain degree [4]. As of mid-2019, 37 potential suppliers are listed for aFRR. 

Based on the information provided, supplier identification or strategy deduction is hardly 

possible. 

Repeated 

A separate procurement process is conducted for each day of delivery. Apart from minor 

quarterly adaptions, the total procured aFRR demand per day and time slice is constant. In 

addition, the number of prequalified technical units is rather constant. An increase is only 

observed if multiple markets are joined or if new participants fulfil the prequalification 

requirements. However, due to the short lead times and the 4h-blocks, market participants 
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with a renewable generation portfolio can adapt their bids to predicted weather conditions. 

Still, a rather similar auction is repeated every day. 

Efficiency 

An electrical power system is considered efficient if an overall cost-minimal solution can be 

obtained. Hence, both the costs on the wholesale market and the costs arising from 

balancing power markets need to be minimized simultaneously [30]. Both markets 

interdepend on each other since a certain capacity of generation units can only be allocated 

to one market at a time. Only few literature covers the market interdependencies [23,31]. 

Ocker et al. [23] developed a game-theoretical market model for both the Austrian-German 

capacity-price auction and an auction based on a uniform pricing rule. Bayesian Nash 

equilibria were derived for the capacity (€/MW) and energy components (€/MWh) of the 

bids. All investigated market designs for both positive and negative aFRR were found to be 

theoretically efficient with competitive bids reflecting the particular technology of the 

generation unit. 

Considering the pool of all units exchanging energy with the power grid, those units with the 

highest variable costs must be allocated for balancing power provision. Intuitively, the latter 

encourages units with low variable costs to continuously generate electrical energy for the 

wholesale market to keep the price for energy low. Conversely, units with high variable 

costs are only activated on rare grid supporting events. The allocation as just described is 

valid for both positive and negative aFRR whereas the activation of aFRR differs. Positive 

aFRR should be activated in the order of increasing variable costs for generation units or in 

the order of increasing opportunity costs for demand side management (reduction of 

consumption). This keeps the costs for additional energy demand (positive aFRR) low. 

Negative aFRR on the contrary should be activated first for units with high variable costs 

since reducing the power of those units has the highest cost saving potential. 

The market equilibrium, as derived by the game theoretic model by Ocker et al. [23], is 

fundamentally different in the positive and negative aFRR auction. In the positive aFRR 

auction, both the capacity and energy price are greater than zero. Following the 

nomenclature of Müsgens et al. [30], an inframarginal (extramarginal) power plant is 

defined to have smaller (greater) variable costs than the timely corresponding price on the 

wholesale market (short-term or long-term contract). As indicated by equation (2), the 

lowest reasonable (economic) aFRR capacity price (€/MW) for an inframarginal power plant 

to offer (𝐵Cmin) depends on the lost profits of not trading power at an alternative market 

(𝐵M), the variable costs of the power plant (𝐶𝑉) and the expected revenues based on the 

energy price 𝐵EE. 
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𝐵Cmin = 𝐵M + 𝐶V − 𝐵EE (2) 

If a power plant is extramarginal, due to its high variable costs it does not operate on the 

wholesale market and is presumably shut down. A capacity bid BCmin, as indicated by 

equation (3) must fully capture the variable costs 𝐶V, include ramp‐up costs 𝐶R and 

compensate for usage costs 𝐶U associated with running the plant at a minimal power to 

allow fast reaction times.  𝐵Cmin = 𝐶V + 𝐶R + 𝐶U − 𝐵EE (3) 

The energy bid prices usually compensate at least for the variable costs 𝐶V.  

Market equilibrium for the negative market reveals according to game-theory a capacity 

price equal to zero and energy prices below zero [23]. Intuitively, zero capacity prices result 

from the fact that generation units do not need to withhold capacity for aFRR provision. 

Instead, variable costs can be prevented by ramping down the generation power traded on 

the wholesale market. Negative energy price bids (€/MWh) correspond to a reversed 
payment direction in which market participants pay for a power reduction. For generation 

units it is only reasonable to pay less for the power reduction than the variable costs. Offers 

above the variable costs (€/MWh) would result in a cost inefficient bidding strategy. 

2.1.2.3 Price Settlement Analysis 

Despite the existence of a theoretical aFRR market equilibrium (section 2.1.2.2), empirical 

analysis of past auction outcomes of the Austrian-German market reveal substantial 

deviations [17]. Prices in past auctions are on a higher level than the equilibrium suggests. 

Various research publications reveal that repeated auctions are susceptible to illegal price 

agreements among bidders [32–34]. The effect is called collusion and it is often observed in 

markets comprising a small number of dominant participants, as it is the case in the 

Austrian-German market. 

For a limited time period, Heim et al. [35] were granted access to bidding data on the 

German market which also revealed the identity of auction participants. They found 

evidence for high prices due to “a reduction in supply of the most dominant supplier and 

the inter-action of the two most dominant suppliers’ bidding strategies afterwards”. Prices 

did not recover after the supply was back at its initial volume. Other research suggests that 

auction participants strongly adapt their bids according to previous auction results and by 

predicting the future marginal capacity price [30,36]. The latter conflicts with the theoretical 

market equilibrium in which participants place bids according to their true capacity costs. 

Kraft et al. [12] analyzed bidding strategies on the German positive peak aFRR market in the 

period 2015 to 2017. Two dominant bidding strategies were observed. The first strategy 
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generates major revenues by energy provision and subordinates’ revenues from capacity 

reservation. Conversely, the second strategy is based on capacity price revenues with only 

minor revenues from energy provision. At the end of the observation period, energy price 

bids increased whereas capacity price bids decreased. From a game-theoretic perspective, 

this is due to the repeated auction design and bidders having insight into previous 

outcomes. Across multiple auctions, bidders continuously reduce their capacity price bid to 

remain among those awarded for aFRR. Energy bids increase as bidders compensate for the 

losses on the capacity bid. 

2.1.2.4 Historical Analysis 

As for the market prediction (chapter 3) and the proposed bidding strategy (chapter 4), the 

outcomes of this thesis are derived from market data between October 20th, 2018 and June 

6th, 2019. Within that period, auctions were awarded based on the mixed price. The 

following subsections analyze the market with respect to marginal mixed prices (subsection 

2.1.2.4.1), energy prices (subsection 2.1.2.4.2), request durations (subsection 2.1.2.4.3) and 

revenue potentials based on the submitted energy bids (section 2.1.2.4.4).  

2.1.2.4.1 Marginal Mixed Price 

Of all mixed prices implicitly received from auction participants, the marginal mixed price 

denotes the highest awarded value. The bidder that submitted the marginal mixed price 

takes the last position in the merit order list and adds the last remaining capacity to the 

demand of the TSOs. Either the bidder’s full capacity or a share of the capacity is awarded. 

Figure 2-7: Marginal mixed prices for positive aFRR products 
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All bids above the marginal mixed price are rejected. Figure 2-7 illustrates a time series for 

each positive aFRR product type in the time period under consideration. Auctions for each 

product type were held daily. As supported by an STL (Seasonal and Trend decomposition 

using Loess) time series decomposition (see section 3.5), a minor downward trend can be 

observed across all product types. The downward trend is due to the mixed price scoring 

scheme being introduced five days before the start of the observation period. Market 

participants adjust their bids according to previous auction outcomes (collusive behavior) 

[23,35,36]. In addition, the price reduction might result from the market coupling of 

Germany and Austria at the start of 2019. Since then, a larger number of market 

participants compete for the procured capacity.  

 

Figure 2-8: STL decomposition with a one-week seasonality of the POS_00_04 marginal 

mixed price series. 

Multiple spikes are present in the various time series with magnitudes of around two to four 

times the prices of neighboring instances. Spikes of the various products often occur at the 

same day. The correlation is probably due to the same market participants bidding on 

multiple products with a similar bidding strategy. Any change of a participant acting on 

multiple time slices can then be observed on multiple products. Such a change might be 

associated to a change in the bidding strategy or a shortage of capacity (failure within a 

block of a power plant) which moves higher price participants down in the merit order list. 
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However, the simultaneous occurrence does not apply to all spikes and product types. The 

latter is an indication for a diverse market with bidders selectively participating in the 

various time slices and more reasonable price bids towards the end of the merit order list. 

As opposed to different time periods analyzed in [12,15], no obvious correlation to bank 

holidays or predominant vacation periods can be observed. In particular, during Christmas 

break many enterprises shut down their production causing the total power demand to go 

down. As a reaction, power plants with high variable costs also shut down and thus do not 

offer reserve capacity. Consequently, the reduced capacity at the grid has often resulted in 

high control reserve prices. On average, the POS_16_20 product reveals the highest 

marginal prices throughout the time under consideration. 

As an example, Figure 2-8 illustrates the STL decomposition of the POS_00_04 marginal 

mixed price time series. A minor weekly-basis additive seasonal component is present but 

too small in magnitude to have any significant effect. After applying a first difference filter 

to the time series, the resulting time series can be considered stationary. The latter is 

justified by an ADF test on the differenced time-series. It reveals a statistic value of -11.13 

that is smaller than the critical value of -2.87 at a 95 % confidence interval. Similar results 

are obtained when applying the STL decomposition on the other positive aFRR product 

types. 

 

Figure 2-9: Marginal mixed prices for negative aFRR products 

Figure 2-9 illustrates the marginal mixed prices for all negative aFRR product types. 

Compared to positive aFRR products, even more spikes are present. Individual spikes are 
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highly correlated with spikes of other aFRR products. As opposed to the game-theoretic 

findings of section 2.1.2.2, most capacity and energy bid prices are above zero (not visible in 

Figure 2-9). This is surprising since negative aFRR corresponds to a power reduction of 

generation units, which in turn corresponds to savings in variable costs. However, marginal 

mixed prices on average are on a higher level than corresponding positive aFRR products.  

At the start of the observation period, marginal prices among the products differed 

substantially with the NEG_00_04 product yielding the highest prices. The start of the 

observation period is 5 days after the introduction of the mixed price auction scheme on 

October 15th, 2018. It appears, however, as though the market participants have tried 

different bidding strategies at the start of the new auction scheme. Towards the end of the 

observation period, marginal prices of the various product types continuously converge. 

 

Figure 2-10: STL decomposition with a one-week seasonality of the marginal mixed price 

series (NEG_00_04) 

Exemplary, Figure 2-10 illustrates the STL decomposition of the NEG_00_04 marginal mixed 

price time series. A clear, almost linear downward trend is apparent. Further, a minor 

additive seasonal component on a weekly basis is present in the series. A multiplicative 

seasonal component is not present. After applying a first difference filter to the time series, 

the resulting time series can be considered stationary. The ADF test on the differenced time-

series reveals a statistic value of -11.11, which is smaller than the critical value at 5 % of 
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-2.87. This analysis was also conducted for all other negative product types, but due to a 

very similar outcome and for the sake of brevity is not further described. 

2.1.2.4.2 Energy Prices 

This subsection provides an overview of the energy prices submitted by the market 

participants. For each day and product type, all successful bid tuples are published by the 

TSOs. To illustrate the variance among the energy price bids, ten groups of equal capacity 

(section 3.2) are considered. The first group represents 10 % of the total capacity including 

those bids with lowest energy prices (merit order). Continuing in ascending order of the 

energy bids, the second group represents the 10 % to 20 % capacity range. For each group, 

the average energy price is calculated. Figure 2-11 illustrates the time series of the first (0 % - 

10 %), 5th (50 % - 60 %) and last group (90 % - 100 %) of the NEG_00_04 product. The 

NEG_00_04 product type serves as an example. 

 

Figure 2-11: Energy price (€/MWh) time series for the NEG_00_04 product. Each graph 

represents a range within the sorted merit order list of all bids. 

Energy prices in the first group are on average at around -20 €/MWh with fluctuations in the 
range ± 20 €/MWh. No clear trend is present and aside from two exceptions, the time series 

is negative. Because of rising energy prices within the merit order lists, subsequent groups 

are at higher price levels. The last group represents the highest energy price bids and is 

usually positively priced. Groups within higher ranges of the merit order list are subject to 

higher fluctuations. Peaks present in all groups increase in size the higher the group number 

is. For the last group peaks can reach magnitudes of 400 €/MWh whereas same day peaks in 
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the first group only reach 20 €/MWh. High peaks in the last group are presumably rooted in 

bidding strategies aiming for low likelihood acceptance and low likelihood energy request. 

Because of the low awarding likelihood, high energy prices are claimed. 

Likewise, Figure 2-12 illustrates the time series of the three groups for an exemplary positive 

aFRR product type (POS_08_12). As with the NEG_00_04 product, fluctuations are higher for 

groups towards the end of the merit order list. Prices are throughout positive since energy 

must be fed into the electrical grid. A downward trend can be observed in February 2019 

with slowly recovering prices within the last few months. 

 

Figure 2-12: Energy price (€/MWh) time series for the POS_08_12 product. Each graph 

represents a range within the sorted merit order list of all bids. 

2.1.2.4.3 Deployment Durations 

This subsection provides an overview of the daily average deployment duration in the aFRR 

market. To what extend a participant is requested strongly depends on the submitted value 

of the energy bid. Since aFRR demands are covered according to the merit order list of all 

energy bids, bidders with low energy prices are requested more frequently than those with 

higher energy bids. The maximum possible deployment duration for an aFRR participant is 

240  min, which corresponds to the duration of one aFRR product type. To show the 

bandwidth of deployment durations, the bids are placed into ten groups of equal capacity. 

As described in subsection 2.1.2.4.2, the first group covers the energetically cheapest 10% of 

all bids. Figure 2-13 illustrates the average deployment duration for three different groups 

within the NEG_00_04 product. 
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Figure 2-13: Time series of the daily request duration (in minutes per day) for the NEG_00_04 

product. Each graph represents the average request duration for a range of bids within the 

merit order list. 

 

Figure 2-14: Deployment duration time series (in min) for the POS_08_12 product. Each 

graph represents the average request duration for a range of bids within the merit order list. 
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As expected, the first group has the highest average deployment duration. In some days, the 

maximum deployment duration is reached whereas in other days almost no power was 

requested. The time series significantly fluctuates and has no reoccurring patterns. In the 

50 % - 60 % group, deployment durations are much smaller and no power is requested at all 

at many days. The last group covers the most expensive energy bids and in most days is not 

even requested once. 

Figure 2-14 illustrates the three time series for the POS_08_12 product. In terms of average 

deployment duration and fluctuations, the time series are very similar to the negative 

product counterparts.  

2.1.2.4.4 Revenue Potential 

Depending on the energy price bid, this subsection presents an overview of historical 

revenues on the aFRR market. Table 2-1 summarizes the results for all positive aFRR product 

types. Each value represents the daily average over the considered time range between 

October 20th, 2018 and June 20th, 2019. All successful bids submitted for one product type 

and day are sorted in ascending order by energy price. Following the sorted list, the total 

capacity is divided into four blocks of equal size. The first block covers 25 % of the capacity 

corresponding to the lowest submitted energy prices. In the second block, all subsequent 

bids are placed until 50 % of the capacity is reached. This analysis only considers the 

revenues on the various aFRR markets but does not consider any marginal costs at the 

technical unit. 

Across all product types, the highest revenues are yielded for energy price bids, which 

belong to the lowest 25 %. Due to the position in the merit order list, the corresponding 

deployment duration for aFRR requests is rather high. In four product types, the average 

energy provision per day is around 1 MWh. Revenues are generated from the quantity of 

energy rather than a high energy price. The capacity price contributes only little to the total 

revenue. In the subsequent capacity range (25 % - 50 %), only around a quarter of the energy 

is requested. Despite higher energy price bids, the total revenues are significantly lower 

than for the first capacity block. The average capacity prices are very similar in all product 

types and capacity ranges. No correlation with the submitted energy prices is present. Since 

almost no energy is requested for the latter two capacity ranges, the total revenues are 

dominated by the capacity price and in general are very low. 

The results for all negative aFRR products are summarized in Table 2-2. Across all product 

types, the submitted energy prices are mostly negative and the capacity prices are low (~1 - 

4 €/MW) but positive. Due to the negative energy prices, the total revenue is often negative 

as well, especially for the first 25 % of the capacity range. Market participants which submit 

negative energy bids benefit from energy supply at lower rates than on the intraday or day-

ahead market. Thermal power plants for instance can offer energy prices below their 
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marginal costs to save on the consumption of fossil fuel. As with the positive aFRR product 

types, the average energy provision for the last two capacity ranges is very low. 

Consequently, the total average revenues are dominated by the capacity price. Per MW 

offered, the first range on average consumes around 1 MWh per day. 

Table 2-1: Revenue potential on the positive aFRR market for various quartiles. Each value 

represents the daily average over the simulation period. 

Product 

Type 

Capacity 

Range 

Minimum 

Energy 

Bid 

(€/MWh) 

Maximum 

Energy 

Bid 

(€/MWh) 

Average 

Energy 

Provision 

(MWh/MW) 

Average 

Capacity 

Price 

(€/MW) 

Total 

Average 

Revenue 

(€/MW) 

POS_00_04 

0 % - 25 % 51.80 63.61 0.682 1.56 41.98 
25 % - 50 % 63.61 67.39 0.115 1.49 8.82 
50 % - 75 % 67.39 71.00 0.013 1.55 2.40 
75 % - 100 % 71.00 98.35 0 1.19 1.19 

POS_04_08 

0 % - 25 % 54.49 66.14 0.997 1.98 64.13 
25 % - 50 % 66.14 69.96 0.268 1.87 20.04 
50 % - 75 % 69.96 73.31 0.054 2.02 5.84 
75 % - 100 % 73.31 103.49 0.005 1.53 1.88 

POS_08_12 

0 % - 25 % 56.58 67.98 1.136 2.90 78.13 
25 % - 50 % 67.98 71.73 0.359 2.67 28.76 
50 % - 75 % 71.73 75.33 0.09 2.80 9.90 
75 % - 100 % 75.33 127.76 0.016 2.27 3.60 

POS_12_16 

0 % - 25 % 55.34 66.15 1.034 2.18 69.74 
25 % - 50 % 66.15 69.88 0.283 1.76 22.22 
50 % - 75 % 69.88 73.19 0.047 1.79 5.56 
75 % - 100 % 73.19 513.79 0.007 3.08 3.77 

POS_16_20 

0 % - 25 % 57.07 68.60 1.173 3.93 78.20 
25 % - 50 % 68.60 73.35 0.364 3.64 28.45 
50 % - 75 % 73.35 78.39 0.074 3.68 9.04 
75 % - 100 % 78.39 144.34 0.007 3.04 3.59 

POS_20_24 

0 % - 25 % 55.31 65.70 0.845 1.94 52.77 
25 % - 50 % 65.70 69.15 0.209 1.78 14.89 
50 % - 75 % 69.15 72.69 0.04 1.89 4.42 
75 % - 100 % 72.69 103.33 0.004 1.51 1.79 
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Table 2-2: Revenue potential on the negative aFRR market for various quartiles. Each value 

represents the daily average over the simulation period. 

Product 

Type 

Capacity 

Range 

Minimum 

Energy 

Bid 

(€/MWh) 

Maximum 

Energy 

Bid 

(€/MWh) 

Average 

Energy 

Provision 

(MWh/MW) 

Average 

Capacity 

Price 

(€/MW) 

Total 

Average 

Revenue 

(€/MW) 

NEG_00_04 

0 % - 25 % -28.74 -14.39 0.985 3.86 -15.85 
25 % - 50 % -14.39 -4.96 0.267 3.89 0.97 
50 % - 75 % -4.96 4.09 0.07 4.38 4.19 
75 % - 100 % 4.09 125.26 0.011 2.95 3.13 

NEG_04_08 

0 % - 25 % -29.39 -15.95 0.905 2.86 -15.70 
25 % - 50 % -15.95 -7.33 0.273 3.02 0.38 
50 % - 75 % -7.33 2.29 0.081 3.15 3.30 
75 % - 100 % 2.29 85.73 0.016 2.22 2.51 

NEG_08_12 

0 % - 25 % -33.03 -20.60 0.921 1.87 -20.21 
25 % - 50 % -20.60 -13.30 0.323 1.92 -2.52 
50 % - 75 % -13.30 -2.31 0.086 1.95 1.84 
75 % - 100 % -2.31 46.40 0.013 1.53 1.64 

NEG_12_16 

0 % - 25 % -32.06 -18.77 0.899 2.41 -17.65 
25 % - 50 % -18.77 -11.04 0.29 2.54 -0.42 
50 % - 75 % -11.04 -0.98 0.081 2.66 2.89 
75 % - 100 % -0.98 63.72 0.014 1.84 2.14 

NEG_16_20 

0 % - 25 % -37.57 -21.23 0.81 1.79 -20.24 
25 % - 50 % -21.23 -14.82 0.247 1.81 -3.17 
50 % - 75 % -14.82 -4.32 0.073 1.69 0.96 
75 % - 100 % -4.32 36.73 0.017 1.26 1.21 

NEG_20_24 

0 % - 25 % -32.26 -19.68 1.046 1.77 -24.96 
25 % - 50 % -19.68 -12.73 0.343 1.77 -4.51 
50 % - 75 % -12.73 -3.91 0.104 1.80 0.63 
75 % - 100 % -3.91 40.36 0.024 1.29 1.24 

2.1.3 Manual Frequency Restoration Reserve (mFRR) 

If power shortages or surpluses persist for more than 15 min, aFRR can be replaced by mFRR 

to make aFRR available again. Full power must be available 15 min after activation and the 

coverage period is 4 quarter-hours or up to several hours in case of several incidents [14]. As 

with aFRR, the total mFRR demand is adjusted quarterly by the TSOs and is currently (Q3 

2019) 1,952 MW in the positive and 1,094 MW in the negative direction. Since 2012, the 

activation is based on a Merit-Order-List server operated by the TSOs (automatic activation). 

Due to the long reaction and provision times, mainly flexible gas-fired power plants or 

pumped storage power plants participate in the market. Virtual power plants which pool 

emergency power generators, combined heat and power (CHP) units, biogas plants and 

flexible electrical loads are recently emerging into the market [37]. 
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As with aFRR, mFRR is procured daily with six different time slices and a distinction between 

positive and negative provision. Multiple changes in the auction design were done in parallel 

to the aFRR auction with the latest amendment dating back to July 12th, 2019. Each bid 

comprises the offered capacity (MW), a capacity price (€/MW) and an energy price 

(€/MWh). The scoring rule is based on the capacity price and energy is activated based on a 

merit-order list of the energy price bids. Both the capacity price is payed as bid for capacity 

reservation and the energy price is paid out for energy requests or feed-ins (discriminatory 

auction). Capacity and energy prices are subject to more severe market fluctuations than it 

is the case for aFRR. Overall, however, there has been a downward trend in average 

capacity prices over the past few years. One reason for this are the lower market entry 

barriers. With a reduced minimum lot size of 1 MW, more participants are entering the 

market. As a result, the costs of mFRR have fallen, effectively reducing the grid fees. Since 

mFRR, in chronological order, is the last control reserve type to react on grid imbalances, 

mFRR is called in a lower number of quarter-hours than aFRR. 

2.2 Day-Ahead Market 

Together with the two intraday markets, the day-ahead market belongs to the spot markets 

(Figure 2-1). Energy is traded either on the European Power Exchange (EPEX) in Paris or 

Over-The-Counter (OTC) in contracts negotiated off-exchange between suppliers and 

consumers [38]. At the power exchange, energy is traded for the following day in either 

one-hour slices or in standardized multi-hour products such as the base, peak or morning 

block. In the German market, participants must submit bids up until 12 noon the day before 

Figure 2-15: Demand curve, supply curve and market clearing price 



28 2 Electricity Market Design 

 

delivery. Results are published 40 min after market closing to allow participation in the 

intraday trade, which opens at 3 pm the day before delivery. Trading is anonymous and 

takes place on all days, including bank holidays. The minimum quantity that can be traded is 

0.1 MWh and prices are limited to a range between -500 €/MWh and 3,000 €/MWh [38]. For 

each hour traded, both electricity suppliers and consumers submit a bid comprising the 

desired quantity (MWh) and the corresponding energy price (€/MWh). After market closing, 

a supply curve for each hour is constructed by sorting all supply bids ascending by energy 

price and aggregating the corresponding offer (MWh). Similarly, a demand curve is 

constructed by sorting all demand bids descending by energy price and aggregating the 

corresponding offer (MWh). As illustrated by Figure 2-15, the intersection between the 

supply curve and the demand curve marks the so-called market clearing price (MCP) in this 

two-sided auction.  

The MCP corresponds to the price of the last successful bid, which subsequently defines the 

price paid by all market participants for the respective product (uniform pricing). On the x-

axis, the intersection marks the market clearing volume (MCV) which specifies the total 

quantity traded for the corresponding product. Energy prices (€/MWh) on the supply side 
can be negative if for instance the costs of ramping down a power plant exceed the losses 

from accepting negative prices or the production of renewable sources is unexpectedly high 

[12,39,40]. Even though a large European market is favored, cross-border capacities, as it is 

the case for Germany, often limit the exchange. 

2.3 Intraday Market 

Intraday trading takes place both on EPEX Spot in Paris and in OTC trading. With an auction 

based trading (section 2.3.1) and continuous trading (section 2.3.2), two different market 

designs are currently in place.  

2.3.1 Auction 

The auction based intraday market can be regarded as an extension to the day-ahead 

market and was introduced in December 2014 (in Germany). This daily auction allows the 

trading of electrical energy for every quarter of an hour of the following day. Subsequently 

to the day-ahead auction and before the beginning of continuous trading, all bids from the 

intraday auction are evaluated every day at 3 pm. The reason for the introduction of this 

additional quarter-hour trading is the increasing need to balance out the differences 

between the quarter-hourly and average hourly generation. With the additional auction, 

better planning and greater liquidity in the market were achieved. As with the day-ahead 

market, all bids for each block are aggregated to derive a unique MCP. 
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2.3.2 Continuous 

While aforementioned auction-based markets rely on the principle of the MCP, the 

continuous intraday market uses a pay-as-bid method to determine the prices. Both, energy 

suppliers and potential buyers can place bids on the market. Each bid consists of the total 

energy to either offer (supplier) or request (buyer) and a corresponding price. If for instance 

a supplier offers energy on the market, a potential buyer must accept the price specified by 

the supplier or watch for a better offer. Consequently, there is no uniform price on the 

market, rather different prices for the same product occur depending on the time of trading. 

Electricity is traded in both 15-minute and hourly blocks. Larger standardized block bids 

such as for base load or peak load are also possible. The lead times in intraday trading have 

been steadily reduced in recent years. A block can be traded up to 5 min before the start of 

delivery. This short-term trading primarily serves to keep the excess or shortage in balancing 

groups as small as possible to meet the previously issued forecasts. It allows counteracting 

unforeseen changes in electricity production or consumption prior to the use of control 

reserve. Intraday trading opens at 3 pm the day before delivery. As in day-ahead trading, the 

smallest tradable unit in intraday trading is 0.1 MWh. The possible price range for one MWh 

hour is -9,999 € to 9,999 €. All trades are handled anonymously. Electricity from 

conventional as well as from renewable energy sources is traded equally. The market was 

introduced in December 2011. Since then, the trade volume continuously increased and 

cross-border exchanges were enhanced [41]. 
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3 Market Prediction for Automatic Frequency Restoration 

Reserve 

This chapter is largely based on a previous publication of the author [5]. Revenues on the 

aFRR market depend on the total auctioned demand in the control zone, future SBP 

requests, the own bid tuple and the bid tuples submitted by competitors. The bid tuples of 

the competitors are unknown ahead of time because of the auction’s sealed-envelope 

principle. Any future aFRR requests triggered by the TSOs are unknown as well and 

impossible to accurately predict with a high resolution. If latter were possible, the power 

could instead be traded on e.g. the Intra-Day market and there would be no need for 

balancing power.  

This chapter presents an aFRR market prediction methodology to forecast key market 

quantities. A bidding strategy, which optimizes the bid tuple of a market participant, can 

build upon the predicted quantities. Section 3.1 reviews literature on related market 

predictions, section 3.2 to 3.5 describe the methodology and underlying input data used in 

this thesis. Section 3.6 estimates prediction intervals for the forecast quantity, section 3.7 

derives the acceptance probability for any chosen bid tuple, section 3.8 to 3.12 explains how 

various prediction models are first trained and then evaluated. A detailed description of 

each prediction model is provided in section 3.13. 

3.1 Literature Review 

Literature on aFRR can be classified into the proposal of bidding strategies, market design 

analysis, market integration of renewables and market prediction techniques. This 

subsection focuses on the rare literature of market prediction techniques whereas the focus 

of subsection 4.1 is on bidding strategies and integration of renewables into the aFRR 

market. 

Since the aFRR market design has changed in 2018, few literature was published on the new 

procurement process. For the old market design, Kraft et al. [12] examine the influence of 

exogenous factors on both the capacity and energy price structure. Exogenous quantities 

under investigation were the week ahead futures of the wholesale market, day-ahead spot 

prices and the forecast volatility of renewable energy sources. In a two-stage bivariate 

modelling process, the weighted average capacity and energy price is estimated. A bivariate 

multiple regression model is used in the first stage to quantify the influence of above-

mentioned exogenous drivers. In the second stage, the influence of the lagged predictors 

are modelled in a multivariate vector autoregressive model. Applied to a two-year period, 
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both the volatility of wind and solar revealed a significant impact on the pricing whereas the 

day-ahead spot and week-ahead future market data did not. 

Ocker et al. [17] analyze the German/Austrian aFRR old market design to derive bidding 

strategies of market participants. The focus is on thermal power plants for which a bidding 

strategy accordingly depends on the operation mode, capacity costs, calling costs and the 

empirical identification of acceptance and demand probability. It is assumed that previous 

auction results have a stronger influence on the individual bidding strategy than the actual 

power plant costs. The acceptance probability with respect to the capacity bid price is 

assumed to follow a linear function, which is obtained by analyzing historical bids. Since the 

marginal capacity price has a trend for the time range under consideration, the acceptance 

probability changes over time. Three different estimates of the linear acceptance probability 

function are proposed to compensate the trend. The demand probability as a function of 

the energy bid price is also modelled by a linear function taking into account the merit order 

position and prices of historical bids. Both approaches give a rough estimate of the 

corresponding probabilities by relying on averaging over historical data. 

A fundamental market model for central Europe is introduced by Burgholzer [18] and 

computes the most economical dispatch of generation units such as thermal power plants, 

wind parks, PV (photovoltaic) parks, run-of-river plants and pumped hydro storages (PHS). 

The model implements balancing energy market mechanisms such as the procurement of 

balancing capacity and the activation of balancing energy due to control area imbalances 

[9]. Special focus is put on various market designs and the procurement of capacity. Other 

studies investigate the capabilities of aggregated volatile renewable sources to provide 

balancing power [21,42]. They aim at estimating a reliable day-ahead forecast for how much 

capacity can be offered on e.g. the aFRR market. Ma et al. [43] train two neural networks to 

forecast Locational Marginal Prices (LMP) before and after the day-ahead market for the 

PJM and New England market in the United States. Olsson et al. [44] model balancing 

market prices of the Scandinavian market by using combined SARIMA (section 3.13.3) and 

discrete Markov processes.  

A somehow related research field to aFRR market prediction is electricity price forecasting 

(EPF). In most publications, the day-ahead electricity prices for liberalized markets around 

the world are predicted. Weron (2014) [45] published a thorough review of various 

approaches introduced in the last 15 years. A distinction of the forecast horizon is made 

between short-, medium- and long-term EPF. Short-term EPF generally refers to forecasts 

from a few minutes up to a few days, with one-step ahead forecast being the most common 

approach (also most interesting for this thesis). The vast majority of EPF papers evaluate the 

performance based on the mean absolute error (MAE), followed by the mean absolute 

percentage error (MAPE) and the root mean squared error (RMSE) (section 3.8). However, 
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most publications only calculate point forecasts but do not derive confidence intervals, 

prediction intervals or density forecasts (section 3.6). Only a few exceptions investigate 

prediction intervals or compare different approaches with one another [46–48]. Exogenous 

data sources are used in most approaches and almost always reveal a better performance 

than models only relying on autoregressive components of the time-series [45,49]. The 

following exogenous sources are considered to have a significant positive influence: 

Ambient weather conditions (temperature, wind speed, solar radiation and precipitation), 

system loads, fuel costs (oil, natural gas and to a minor extent coal), generation capabilities 

and scheduled maintenance of important power grid components [48]. For all sources, both 

historical data and predictions have been used to increase model performance. Aside from 

aforementioned quantitative sources, recent literature suggests the use of qualitative 

sources such as news feeds or social media posts (Twitter, Facebook) [50]. Techniques such 

as text mining and sentiment analysis can be used to feed information of these sources into 

a prediction model. Especially hybrid approaches use quantitative and qualitative sources 

have revealed a superior accuracy in various fields [51,52]. Due to the huge variety of 

prediction model types, Weron [45] introduced the following classification: Multi-agent 

models, fundamental methods, reduced-form models, statistical approaches and 

computational intelligence techniques. Statistical approaches predict the next observation 

by mathematically combining previous observations of the time series and exogenous 

sources. A huge variety of different statistical models such as regression, exponential 

smoothing or SARIMAX-GARCH models have achieved a high performance on EPF [53,54]. 

However, latter approaches often do not perform well if the time-series comprises spikes 

[55]. Multiple detection, filtering and spike modification methods have been proposed to 

solve this problem [48,56,57]. Computational intelligence techniques such as feed-forward 

neural networks, recurrent neural networks or support vector machines are well suited for 

handling complex and non-linear predictions with multiple exogenous features. However, 

the ability to adapt to non-linear and spiky time-series does not always guarantee a better 

performance than statistical models. For a more thorough overview of the various models 

used in literature, reference is made to [45]. 

3.2 Methodology 

The following methodology refers to the market period between October 15th, 2018 and 

July 31st, 2019 in which the mixed price awarding scheme was present (see subsection 

2.1.2.1). For the design of a bidding strategy, three different types of predictions are 

needed. 

The first prediction quantity is the marginal mixed price as described in subsection 2.1.2.1. 

Of all submitted bids for one product, the marginal mixed price is the highest accepted 

mixed price. If the bidding strategy were to return a mixed price above the marginal mixed 
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price, the corresponding auction would be lost. All values below the marginal mixed price 

are accepted. This work implements several time series based prediction models (section 

3.13) to obtain an estimate of the marginal mixed price. Since every prediction is 

accompanied by uncertainty, the predicted marginal mixed price or a smaller value does not 

guarantee acceptance within the auction. Section 3.6 derives intervals for the predicted 

value to quantify the statistical deviation from the true value. Based on the prediction 

intervals, section 3.7 derives the acceptance probability with respect to the mixed price. 

If power is requested by the TSOs, starting from the cheapest energy price bid, bidders are 

called until the demand is met. The second prediction quantity is the energy price bid, which 

has a strong influence on the energy throughput and therefore the revenues. A low price 

energy bid corresponds to many requests and a high energetic throughput but relatively low 

revenue per MWh delivered. If a battery system is used for provision, a high energetic 

throughput causes increased cyclic aging and therefore deterioration costs. The opposite is 

true for high price energy bids. When the bidding strategy’s optimizer selects an energy 
price from a range of possible values, the deterioration costs and revenues associated with 

each possible value must be considered. The latter requires an estimate of the provision 

duration, which is the third prediction value of this work. 

 

Figure 3-1: Prediction Methodology 
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The following sections describe the market prediction methodology for one aFRR product 

type and day. A graphical representation is depicted in Figure 3-1. The submission deadline 

for bids is at 10 am the day before delivery. Data available until this time is used for training 

time-series based models, which then make predictions for the day of delivery. The training 

data consists of an autoregressive component of the prediction quantity and multiple other 

data sources as described in section 3.3. 

As illustrated in Figure 3-1, one model is trained for predicting the marginal mixed price, ten 

models are trained predicting the aFRR energy prices and ten models are trained for 

predicting the delivery durations. For both energy price and delivery duration prediction, all 

successful bids for a particular product type are sorted ascending by energy price. The total 

tendered aFRR capacity is then equally split into a predefined number of blocks. In this 

thesis, the total capacity is divided into ten blocks. Consequently, the first block covers all 

bids up until 10 % of the offered capacity; the second block covers all bids in the 10 % to 20 % 

range of all bids and so on. Starting from the cheapest energy bid, bids are put in into the 

first block until the 10 % block limit is reached. The following bids are put into the second 

block up until 20 % of capacity is reached. Since the tendered capacity is adapted over time, 

the absolute block size in MW is not constant in this approach. For each block, both the 

average energy price and delivery duration is calculated. Figure 3-2 illustrates the process. 

Bids overlapping the fixed block size are distributed proportionally to subsequent blocks. 

 

Figure 3-2: Classification into blocks of equal capacity. The total procured capacity for this 

aFRR product type and date was 1,892 MW. Bids are sorted ascending by energy price. 

This section justifies the chosen methodology against other approaches. Instead of 

distributing market participants into power blocks and then making a prediction for each 

power block, a multi-agent model could be deployed which derives each participant’s 
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strategy based on historic data. The latter approach is not possible because auction results 

are published anonymously. A particular bidder cannot be identified across multiple 

auctions since no identification number is published. Bidders change their offered aFRR 

capacity as well as offered prices over time. Another approach could be to train a model for 

predicting the total delivery duration within one product as a function of the energy price 

and other features. That is a doable approach, which is accompanied by a few drawbacks. 

First, the delivery duration does not depend on the absolute value of the energy price but 

on the relative position of the energy price in the merit order list. The relative position is 

unknown before the auction ends since it depends on the closed-envelope bids of the 

competitors. A prediction for the delivery duration would therefore include the uncertainty 

of the position in the merit order list. Unlike this approach, the methodology presented 

above circumvents this problem since each capacity block represents a relative position in 

the merit order list. A second drawback of this approach is within the requirement of 

defining upper and lower boundaries for the delivery duration period. For very small energy 

prices, like 30€ below the true minimum, the model should not return unrealistically high 
delivery durations. This drawback is also circumvented by the methodology presented 

above. 

3.3 Input Data and Feature Vectors 

This section presents the data sources (predictors), which are available for training the 

various prediction models described in section 3.13. Table 3-1 states the type of time-series 

data with corresponding resolution and availability for the training process. As described in 

section 3.2, predictions are calculated one day before the actual day of delivery. The 

availability column states the data availability referred to the day of delivery/ prediction. For 

example, weather forecasts or German bank holiday data is available for the date of 

delivery, resulting in a Table 3-1 availability value of “D”. Stock exchange data or aFRR 

market data is only known and available up until one day before delivery (“D-1”). As for the 

aFRR energy prices and aFRR request set points, a separate series exists for each capacity 

block (see Figure 3-2). The weather data is obtained by averaging over data of 289 weather 

stations spread out all over Germany [58]. Since to the author’s knowledge no historic day-

ahead forecasts are freely available, the actual measured values of the weather stations 

were used. This is justified by the fact that day-ahead weather forecasts have improved in 

recent years with accuracies in the range of 90-93 % [59,60]. All electrical data including the 

various load and generation time-series for Germany are based on freely available day-

ahead predictions provided by ENTSO-E [61]. Gradients of the time series are derived to 

assist the learning process. 

Feeding all data sources (also called features) to a model might negatively affect the model 

performance, since irrelevant or redundant data increases the model complexity, chances of 
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overfitting and training time. It is favorable to use only data sources that contribute 

information the prediction. Automatic feature selection techniques are widely discussed in 

literature [62]. A common approach is to statistically analyze each data source separately by 

e.g. a scatter plot or a correlation value. This approach is not applied in this thesis since 

latter approaches often only consider linear relationships and neglect interdependencies 

between data sources. Non-linear models such as neural networks are capable of e.g. 

treating a high PV-generation on a bank holiday differently than on a normal workday. 

Table 3-1: Data Sources 

This thesis optimizes the use of features by regularization techniques as presented in 

section 3.13.4 and by evaluating models with five different feature vectors. Feature vector 

Group Data Resoluti

on 

Availa

bility 

Feature 

Vector 

Source 

1 2 3 4 5 

Market Data 

aFRR Marginal Mixed Price 1 day D-1 x x x x x [14] 

aFRR Average Energy Price per Block 1 day D-1 x x x x x [14] 

aFRR Request Set Points per Block 1 sec D-1 x x x x x [14] 

aFRR Number of Bids 1 day D-1 x  x x x [14] 

aFRR Tendered Demand 1 day D x  x x x [14] 

Time Data 

Calendar Year 1 year D x  x x x  

Calendar Month 1 month D x  x x x  

Calendar Day 1 day D x  x x x  

Weekday 1 day D x  x x x  

German Bank Holidays 1 day D x  x x x [63] 

Weather 

Forecast 

Data 

Solar Irradiation 10 min D x   x  [64] 

Wind Speed 10 min D x   x  [58] 

Air Temperature 10 min D x   x  [65] 

Stock 

Exchange 

Prices 

EPEX Day-ahead Prices 1 hour D-1 x   x  [38,61] 

DAX 1 day D-1 x   x  [66] 

Oil Price 1 day D-1 x   x  [67] 

Coal Price 1 day D-1 x   x  [68] 

CO2 Certificate Price 1 day D-1 x   x  [69] 

Gas Price 1 day D-1 x   x  [70] 

Electrical 

Forecast 

Data 

Load Profile Germany 15 min D x   x x [61] 

PV Gen. Germany 15 min D x   x x [61] 

Offshore Wind Gen. Germany 15 min D x   x x [61] 

Onshore Wind Gen. Germany 15 min D x   x x [61] 

Derived Data Gradients   x      



38 3 Market Prediction for Automatic Frequency Restoration Reserve 

 

one contains all data sources as listed in Table 3-1 and as such generates the highest 

number of parameters within models. In contrast, the second feature vector only contains 

the time series under consideration. The SARIMA model (section 3.13.3) and the 

exponential smoothing model (section 3.13.2) used in this work only make predictions 

based past observations of the time series (feature vector one). However, in the literature, 

statistical models, such as the SARIMAX model, exist which make use of additional data 

sources [71]. In this work, only the machine learning based models use additional data 

sources. Feature vector three contains aFRR market data and time data, feature vector four 

contains all data but derived gradients and feature vector five contains aFRR market data, 

time data and electrical forecast data.  

3.4 Data Processing 

To train prediction models, the input data listed in Table 3-1 must be transformed to a 

common temporal resolution. Since the resolution has an influence on the model accuracy, 

this work introduces the target resolution as a hyperparameter to the training process. In 

this context, hyperparameters are parameters specified before the learning (fitting) process 

of a model begins. Usually hyperparameters define the structure and data processing 

behavior of a model, such as the number of layers in a neural network. Depending on the 

source and target resolution, either downsampling (mean) or upsampling (forward fill) is 

applied. 

Each product type in the aFRR market covers a 4 h period. Another hyperparameter to the 

model training is whether to extract the data for the full day or only data of the 

corresponding 4 h block. 

Some machine learning models achieve higher accuracy if the input data has a consistent 

scale or distribution [72,73]. Two common methods are used in literature: Normalization 

describes the rescaling of input data to a range between 0 and 1 (min-max). Standardization 

involves rescaling the input data to a mean of zero and a standard deviation of 1 [73,74]. 

Both methods are evaluated in this work. 

As suggested by literature, the input data is split into a training, validation and test set [75–
77]. The training set is used for fitting the parameters (weights) of a specific model. 

Hyperparameter tuning and early stopping of the fitting process is done with the validation 

set [78]. The test set is set aside for an unbiased performance evaluation.  

3.5 Time Series Analysis 

Time series prediction is a big research area in which the one and best prediction approach 

for all problem types does not exist. Rather the performance of a prediction depends on the 
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model type, hyperparameters, predictors and the time series under consideration. This 

section analyses the inherent nature of the time-series to derive suggestions for model 

choice, hyperparameter selection and helpful data processing steps. Since analyzing all 

product types and prediction quantities as described in section 3.2 is beyond the scope of 

this section, the focus is on the univariate aFRR marginal mixed price time series for the 

12 am to 4 am time slot (POS_00_04). 

A common first step is to decompose the time series into a trend, seasonal and remainder 

component. Various different approaches have been analyzed in literature, including 

classical decomposition, X11 decomposition, SEATS (Seasonal Extraction in ARIMA Time 

Series) decomposition and STL (Seasonal And Trend Decomposition Using Loess) 

decomposition [79–81]. Compared to other approaches, STL decomposition has advantages 

in handling any type of seasonality, allowing the seasonal component to change over time, a 

smoothness parameter for the trend-cycle component and in the robustness against outliers 

[82]. On the downside, it only allows additive component decompositions. Figure 3-3 

illustrates a line plot for the actual time-series at the top, followed by the components of 

the decomposition below. 

 

Figure 3-3: STL decomposition of the POS_00_04 marginal mixed price series 
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In the time range under consideration, a small trend towards lower marginal mixed prices is 

apparent. At the end of October 2018, the trend series starts at a value of around 25 and 

falls to a value of around 12 in start of May 2019. The downwards trend might be explained 

by the new auction design (introduction of mixed price tendering on October 15th, 2018) 

coming into force and the associated period to reach a market balance as participants are 

adjusting their bidding strategies. 

Figure 3-3 also shows a seasonal component with a 7-day pattern. However, the very small 

variance of the seasonal component suggests that it is not relevant. This observation is in 

line with the autocorrelation (ACF) and partial autocorrelation (PACF) plot in Figure 3-4. The 

ACF plot shows the Pearson’s correlation coefficient (y-axis) of the time series with the same 

time series lagged by k days (x-axis). The blue shaded (cone-like) area in the ACF plot 

represents 95 % confidence intervals, suggesting that spikes outside this area are significant 

(no white noise) with p-values less than 0.05 [83]. At the bottom of Figure 3-4 is a PACF plot, 

that results from removing the effect of any correlations of shorter lags [84]. All spikes, 

except for the first lag spike in the PACF plot, are not significant (95 % confidence intervals). 

If seasonality is present in a time-series, a corresponding significant spike usually appears at 

the lag value of the periodicity. 

 

Figure 3-4: Top: Autocorrelation plot (POS_00_04 time series) with 40 days lag period. 

Bottom: Partial Autocorrelation plot with 40 days lag period. 
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A Gaussian-like distribution of the time series values can be seen in the histogram in Figure 

3-5. The mean value is around 20 and some outliers are present towards larger values with 

the notable outlier of the 27th January 2018 with a value of 70. 

 

Figure 3-5: Histogram of the marginal mixed price (POS_00_04) time series 

Many statistical prediction methods and available tools require the time series to be 

stationary. In a stationary time series the statistical properties such as mean, variance, 

autocorrelation, etc. are all constant over time [79]. A time series with a seasonality or trend 

component is not stationary, whereas a cyclic behavior by itself is stationary [79]. Since the 

time series under consideration has a trend, it is not stationary. Two common 

methodologies are used in literature to remove the trend component [83]. In the first 

approach, a usually low complexity model (linear or polynomial regression) is fitted to the 

trend component. The fitted model (function) is then subtracted from the time series 

(additive trend). In the second approach, the time series is detrended by applying a 

difference transformation. A linear trend can be removed by the first difference that 

subtracts the value of the series one-time lag before the current time period from the time 

series. If the series comprises a higher order trend, differencing must be applied multiple 

times. Figure 3-6 shows the first difference of the time series.  

A time-series for which the variance is not constant over time is called heteroscedastic. To 

apply statistical models requiring stationarity (and therefore homoscedasticity) to such 

time-series, three common methods exist. First seasonal differencing could be applied if the 

time-series exhibits seasonality. Seasonal differencing subtracts the realization of the time 

series lagged by the periodicity from the current realization. The second method stabilizes 

the variance by applying power transformations to the time series such as the logarithm or 

Box-Cox transformations [85]. Thirdly, a method called Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) is used if the time series has a high volatility (time-



42 3 Market Prediction for Automatic Frequency Restoration Reserve 

 

dependence) of variance [86]. GARCH models quantify the variance at a time step by using 

an autoregressive and a moving average component. Usually GARCH models are coupled 

with other statistical models such as the SARIMA models (section 3.13.3). 

 

Figure 3-6: Differenced marginal mixed price (POS_00_04) time series 

An objective way to determine if a time series is stationary is to use unit root tests, which 

are based on statistical hypothesis tests. Commonly used unit tests in literature are the 

augmented Dickey Fuller (ADF) and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test 

[87,88]. Applying the ADF test on the differenced time-series reveals a statistic value of -

10.08, which is smaller than the critical value at 5 % of -2.88. This suggests a rejection of the 

null hypothesis (nonstationarity) with a significance level of 5 % and a corresponding p-value 

of 1.19e-17. Since the stationarity test of the first difference was successful, no further 

stationarization transformations (as described above) are required. 

3.6 Prediction Intervals 

As described in section 3.2, one of the prediction quantities of interest is the marginal mixed 

price of a particular aFRR product type. Only if a bidder submits a bid lower than the actual 

marginal mixed price, participation in the product type is guaranteed. A time-series 

prediction model in its basis form only provides a point forecast for the day of interest. 

However, without quantifying the associated uncertainty, the point forecast is only of little 

value for a bidding strategy. A point forecast by itself does not state the range in which the 

real value is expected with a prescribed probability [89]. This section describes a 

methodology of how prediction intervals can be obtained. Wide prediction intervals are an 
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indication of presence of a high level of uncertainty in the underlying prediction model. 

Section 3.7 derives the acceptance probability for an aFRR product and day with respect to 

the mixed price value and the prediction interval. 

By definition, an interval within which the true value is expected with a specified probability 

is called a prediction interval [79,89]. For example, if the forecast errors are normally 

distributed with a standard deviation of 𝜎fe, a prediction interval for a one-step ahead 

forecast is given by equation (4): 𝐼P = ŷt+1 ± 𝑐 ∙ σfe, (4) 

where ŷt+1 represents the point forecast and c denotes the coverage probability (critical 

value from the Gaussian distribution). This thesis uses conventional 95 % prediction intervals 

with a corresponding 𝑐 = 1.96 [90]. 

For prediction models without any estimated parameters, like the naïve model (subsection 

3.13.1), the standard deviation of the forecast distribution σfe is identical to the standard 

deviation of the residuals σre [79]. This also applies to one-step forecasts of (S)ARIMA 

models (subsection 3.13.3) regardless of the parameters and orders [79]. More complex 

models involving multiple parameters to be estimated usually have a higher standard 

deviation of the forecast distribution than the residual standard deviation [91]. 

Prediction intervals quantify the uncertainty for a single specific point forecast. This sets 

them apart from confidence intervals which instead quantify the uncertainty in a population 

parameter such as a mean or standard deviation [92,93]. Confidence intervals are used to 

quantify the uncertainty of the estimated overall model performance. A mathematical 

description based on [93,94] is given as follows:  

The time series under consideration consists of n data pairs {𝑥𝑡⃗⃗  ⃗, 𝑦𝑡}, with 𝑦𝑡 denoting the 

time series’ actual values at step t and 𝑥𝑡⃗⃗  ⃗ denoting the input feature vector as described in 

section 3.3 including lagged values of 𝑦𝑡 (auto regression). In this approach, target values 𝑦𝑡 

are assumed to be constructed by a target function y(𝑥𝑡⃗⃗  ⃗) given by equation (5): 𝑦𝑡 = y(𝑥𝑡⃗⃗  ⃗) = 𝑓(𝑥𝑡⃗⃗  ⃗) + 𝜉(𝑥𝑡⃗⃗  ⃗) (5) 

The target function y(𝑥𝑡⃗⃗  ⃗) is a theoretical construct that accurately maps a feature vector 𝑥𝑡⃗⃗  ⃗ 
to an observed value of the time series (𝑦𝑡). In most cases, such as with the time series 

considered in this work, y(𝑥𝑡⃗⃗  ⃗) is unknown and cannot be mathematically derived. 

Nevertheless, it serves as a reference for prediction models. The target function consists of 

a deterministic component 𝑓(𝑥𝑡⃗⃗  ⃗), denoted as the true regression function, and a (white) 

noise component 𝜉(𝑥𝑡⃗⃗  ⃗) with zero mean.  
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The output of a trained prediction model, such as a neural network, is denoted by 𝑔(𝑥𝑡⃗⃗  ⃗) and 

is referred to as hypothesis function. The hypothesis function is an estimate of 𝑓(𝑥𝑡⃗⃗  ⃗). 

Confidence intervals, given by equation (6), quantify the model accuracy with respect to the 

true regression function: 𝐼C = 𝑓(𝑥𝑡⃗⃗  ⃗) − 𝑔(𝑥𝑡⃗⃗  ⃗) (6) 

Prediction intervals on the other hand quantify the model accuracy with respect to the 

observed output. Prediction intervals are obtained by equation (7): 𝐼P = y(𝑥𝑡⃗⃗  ⃗) − 𝑔(𝑥𝑡⃗⃗  ⃗) = (𝑓(𝑥𝑡⃗⃗  ⃗) − 𝑔(𝑥𝑡⃗⃗  ⃗)) + 𝜉(𝑥𝑡⃗⃗  ⃗) (7) 

Equation (7) shows that prediction intervals enclose the corresponding confidence intervals, 

thus are always wider [95]. 

Prediction intervals (one- and multi-step) can be mathematically derived for well-defined 

stochastic models such as the persistence models (subsection 3.13.1, [79]), exponential 

smoothing models (subsection 3.13.2, [96]) or (S)ARIMA models (subsection 3.13.3, [97,98]). 

Common model implementations such as in R [99,100] or Python (statsmodels library [101]) 

natively provide the calculation of prediction intervals. 

In case of complex nonlinear models, such as artificial neural networks, it is a lot more 

challenging to create prediction intervals. In this case, the forecast errors are likely to be not 

normally distributed. Specialized techniques such as Bayesian [102,103], Delta [104,105], 

bootstrap [93,106–108] or mean-variance [109] estimation have been suggested in 

literature and applied in various fields [110,111]. The paper [112] evaluates the 

performance of aforementioned techniques with regard to the quality, repeatability, 

variability to uncertainty and computational effort within the scope of 12 real-world case 

studies. In conclusion, no technique outperforms the others in all regards.  

This thesis uses the widely used and versatile bootstrap technique introduced by [106], 

since it can be used for all model types, calculation of confidence intervals, deriving 

prediction intervals and ensemble learning techniques [95,113–115]. The fundamental 

operating principle presented in the following is largely based on [93,94]. Originally, the 

bootstrap technique is applied to regression problems rather than to time series 

predictions. As opposed to regression problems, time series data additionally has 

interdependencies between consecutive data points. A data point depends on previous time 

series realizations. Almost all prediction model types make use of data points in the past to 

predict the future. The technique presented in the following allows usage of timely 

dependent data: 
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From the n input data pairs {𝑥𝑡⃗⃗  ⃗, 𝑦𝑡}, the technique randomly samples n data pairs with 

replacement. This allows a given data pair to be included in the sample more than once. All 

pairs included in the sample make up the training set; all pairs left out make up the 

validation set. For large data sets n, the probability of an input pair becoming part of the 

validation set is (1 − 1𝑛)𝑛 ≈ 1𝑒 ≈ 0.37 [93]. Even though it is not required to take a sample 

size n equal to the number of input data pairs, in machine learning applications, this is a very 

common approach [75]. After the creation of a random data set, the model under 

consideration, such as a neural network, is trained on the data set. 

The process described above (random sampling and model training) is repeated 𝑛runtimes 

with the same model (same hyperparameters). Considering all model realizations, a mean 

model estimate m(𝑥𝑡⃗⃗  ⃗) can be obtained from equation (8): 

m(𝑥𝑡⃗⃗  ⃗) = 1𝑛𝑟𝑢𝑛 ∙ ∑ 𝑔𝑘(𝑥𝑡⃗⃗  ⃗)  ,𝑛run
𝑘=1  (8) 

where 𝑔𝑘(𝑥𝑡⃗⃗  ⃗) describes the model output of the k-th model. Under the assumption that the 

ensemble of 𝑛𝑟𝑢𝑛networks provides an unbiased estimate of 𝑓(𝑥𝑡⃗⃗  ⃗), the variance of 𝑔𝑘(𝑥𝑡⃗⃗  ⃗) 

with respect to 𝑓(𝑥𝑡⃗⃗  ⃗) is given by equation (9): 

𝜎𝑐2(𝑥𝑡⃗⃗  ⃗) = 1𝑛run − 1 ∙ ∑(𝑔𝑘(𝑥𝑡⃗⃗  ⃗)𝑛run
𝑘=1 − m(𝑥𝑡⃗⃗  ⃗))² (9) 

The confidence interval, which quantifies how well the true regression function 𝑓(𝑥𝑡⃗⃗  ⃗) can 

be approximated, is given by equation (10): m(𝑥𝑡⃗⃗  ⃗) − 𝑐𝑐 ∙  𝜎𝑐 (𝑥𝑡⃗⃗  ⃗) ≤ 𝑓(𝑥𝑡⃗⃗  ⃗) ≤ m(𝑥𝑡⃗⃗  ⃗) + 𝑐𝑐 ∙  𝜎𝑐 (𝑥𝑡⃗⃗  ⃗) (10) 

Where 𝑐𝑐 denotes the critical value of the Student’s t-distribution with a specified coverage 

probability (see above) and 𝑛run degrees of freedom. The Student’s t-distribution is a 

continuous probability distribution used when the population standard deviation is 

unknown and the sample size is small. 

The next step is to derive prediction intervals that also account for the noise inherent to the 

real target values (equation (7)). If we assume the noise 𝜉(𝑥𝑡⃗⃗  ⃗) to be approximately 

Gaussian, the variance 𝜎𝑝2 of the prediction with regard to the target values is given by 

equation (11): 𝜎𝑝2(𝑥𝑡⃗⃗  ⃗) = 𝑣𝑎𝑟(y(𝑥𝑡⃗⃗  ⃗), m(𝑥𝑡⃗⃗  ⃗))² = 𝑣𝑎𝑟(𝑓(𝑥𝑡⃗⃗  ⃗), 𝑚(𝑥𝑡⃗⃗  ⃗))2 + 𝑣𝑎𝑟(𝜉(𝑥𝑡⃗⃗  ⃗))2= 𝜎𝑐2(𝑥𝑡⃗⃗  ⃗) + 𝜒²(𝑥𝑡⃗⃗  ⃗)  (11) 
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Where 𝜒²(𝑥𝑡⃗⃗  ⃗) denotes a model that must be fit to the remaining residuals 𝑟2(𝑥𝑡⃗⃗  ⃗) given by 

equation (12): 𝑟2(𝑥𝑡⃗⃗  ⃗) = max((𝑦𝑡 − 𝑚valid(𝑥𝑡⃗⃗  ⃗))2 − 𝜎𝑐2(𝑥𝑡⃗⃗  ⃗), 0) (12) 

Equation (12) introduces 𝑚valid(𝑥𝑡⃗⃗  ⃗), which denotes a mean model estimate similar to m(𝑥𝑡⃗⃗  ⃗) 

described by equation (8). The difference is that 𝑚valid(𝑥𝑡⃗⃗  ⃗) is only based on data pairs {𝑥𝑡⃗⃗  ⃗,𝑦𝑡} that are part of the bootstrap validation set. As stated above, each data pair is part of 

the validation set in around 37 % of the 𝑛run model evaluations. In comparison, m(𝑥𝑡⃗⃗  ⃗) is 

based on data pairs used for model training, thus giving a biased view on the mean. 

Equation (3) states the definition for 𝑚valid(𝑥𝑡⃗⃗  ⃗), where 𝑞𝑘(𝑥𝑡⃗⃗  ⃗) = 1 if 𝑥𝑡⃗⃗  ⃗ is in the validation 

set of model k and 𝑞𝑘(𝑥𝑡⃗⃗  ⃗) = 0 otherwise. 

𝑚valid(𝑥𝑡⃗⃗  ⃗) = (∑ 𝑞𝑘(𝑥𝑡⃗⃗  ⃗) ∙ 𝑔𝑘(𝑥𝑡⃗⃗  ⃗)𝑛run
𝑘=1 )/(∑ 𝑞𝑘(𝑥𝑡⃗⃗  ⃗)𝑛run

𝑘=1 ) (13) 

As described above, each model realization 𝑔𝑘 in the bootstrap process has a different and 

randomly selected validation set. The residual model 𝜒²(𝑥𝑡⃗⃗  ⃗) is trained only on validation set 

data of the 𝑛run model evaluations, thus generating an almost unbiased estimate. This data 

selection method is beneficial because no extra test set must be set aside and the training 

data is not used, as this would underestimate the error. 

A minus log-likelihood loss function for training the residual model is suggested by [93] and 

given by equation (14): 

L = − ∑ log( 1√2𝜋𝜒²(𝑥𝑡⃗⃗  ⃗) ∙ 𝑒(− 𝑟2(𝑥𝑡⃗⃗⃗⃗ )2𝜒²(𝑥𝑡⃗⃗⃗⃗ )))𝑛−1
𝑡=0  (14) 

After having determined 𝜒²(𝑥𝑡⃗⃗  ⃗), the prediction interval can be stated as follows (equation 

(15)): m(𝑥𝑡⃗⃗  ⃗) − 𝑐𝑝 ∙  𝜎𝑝 (𝑥𝑡⃗⃗  ⃗) ≤ 𝑓(𝑥𝑡⃗⃗  ⃗) ≤ m(𝑥𝑡⃗⃗  ⃗) + 𝑐𝑝 ∙  𝜎𝑝 (𝑥𝑡⃗⃗  ⃗) (15) 

As with the confidence interval, 𝑐𝑝 denotes the critical value of the Student’s t-distribution. 

The number of bootstrap runs 𝑛run influences both the computational complexity as well as 

the prediction interval accuracy. A simple test procedure is introduced in [116] that obtains 𝑛run for a predefined significance level. Other literature suggests that the number of 

needed repetitions depends on the population parameter to be estimated, i.e. the number 

of bootstrap runs for estimating the variance is usually higher than for estimating the mean 

[117,118].  
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The bootstrap procedure as described in this section can be applied to obtain mean model 

point forecasts (equation (8)) and prediction intervals (equation (15)) for both one-step and 

multi-step forecasts. Since participation in the aFRR auction process only requires 

information for the next day, this thesis focuses on one-step forecasts. Multi-step forecasts 

were analyzed in literature and applied in various fields [119–121] including electricity 

price/ consumption forecasting [122,123]. 

3.7 Acceptance Probability  

Following on the derivation of prediction intervals in section 3.6, this section derives the 

acceptance probability of a submitted bid tuple. Every participation of a prequalified unit in 

the aFRR auction process involves the use of a bidding strategy that is based on a 

programmatic approach, a judgmental technique or a combination thereof. Independent of 

the particular technique in use, the bidding strategy generates a bid tuple for each day and 

aFRR product type of interest. The bidding strategy’s choice of capacity and energy price for 
a particular product type determines the mixed price on which the success in the auction 

depends upon. Qualitatively, a lower mixed price results in a higher auction acceptance 

(success) probability than a higher mixed price. Based on the point forecasts of the 

prediction models presented in section 3.13 and the bootstrap technique explained in 

section 3.6, this section quantitatively derives the acceptance probability for every possible 

choice of the mixed price. A bidding strategy can use this information to optimize the choice 

of capacity and energy prices. 

Equation (8) states the mean point forecast m(𝑥𝑡⃗⃗  ⃗) of a series of 𝑛𝑟𝑢𝑛 bootstrapped model 

evaluations. In the field of marginal mixed price predictions for the aFRR market, m(𝑥𝑡⃗⃗  ⃗) 

states the most likely occurring value. Equation (11) quantifies the variance 𝜎𝑝2(𝑥𝑡⃗⃗  ⃗) of the 

forecast with regard to the unknown target value. The 𝑛𝑟𝑢𝑛 bootstrapped model 

evaluations are assumed to follow a Student’s t-distribution. For a sufficient number of 

model evaluations 𝑛𝑟𝑢𝑛, the Student’s t-distribution closely approaches the normal 

distribution [124]. Since for this thesis, 𝑛𝑟𝑢𝑛  > 100, the true distribution function is 

approximated Gaussian. Figure 3-7 graphically illustrates the approximated Gaussian 

distribution function of the point forecasts. 

If a bidding strategy were to choose m(𝑥𝑡⃗⃗  ⃗) as the mixed price, the acceptance probability 

would be 50%. Latter hypothesis is encouraged by m(𝑥𝑡⃗⃗  ⃗) being an estimate (without noise) 

of the true marginal mixed price and therefore if m(𝑥𝑡⃗⃗  ⃗) is slightly off towards lower values, 

the auction is won. Consequently, if m(𝑥𝑡⃗⃗  ⃗) slightly (e.g. infinitesimally) overestimates the 

true marginal mixed price, the auction is lost. The acceptance probability P(𝐵MP) of any 

possible choice of mixed price 𝐵MP is given by the Q-function as stated in equation (16): 
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P(𝐵MP) = 𝑄 (𝐵MP − m(𝑥𝑡⃗⃗  ⃗)𝜎𝑝(𝑥𝑡⃗⃗  ⃗) ) (16) 

For an underlying Gaussian process, the Q-function states the probability of obtaining a 

value larger or equal to a random variable (e.g. 𝐵MP) [125]. The Q-function is defined by 

equation (17) and can easily be obtained from the cumulative distribution function of the 

normal Gaussian distribution (erf (𝑥)). 

 

Figure 3-7: Exemplary probability density function for deriving the acceptance probability 

(𝑚(𝑥𝑡⃗⃗  ⃗) = 10, 𝜎𝑝2(𝑥𝑡⃗⃗  ⃗) = 2) 

Q(x) = 1√2𝜋 ∫ 𝑒(−𝑢²2 )𝑑𝑢∞
𝑥 = 1 − erf (𝑥) (17) 

For a specific mixed price value 𝐵MP, the shaded area in Figure 3-7 illustrates the 

corresponding acceptance probability P(𝐵MP) calculated by the Q-function. 

3.8 Error Measures 

The forecast error is defined as the difference between the true value of the time series and 

its prediction (equation (18)). et = 𝑦𝑡 − 𝑦�̂� (18) 

For each of the three data sets (training, validation, test), this thesis calculates the mean 

absolute error (MAE, equation (19)) and the root mean squared error (RMSE, equation (20)). 
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MAE = mean(|et|) = 1𝑛 ∙ ∑|et|𝑛
𝑡=1  (19) 

RMSE = √𝑚𝑒𝑎𝑛(𝑒𝑡2) = √1𝑛 ∙ ∑𝑒𝑡2𝑛
𝑡=1  (20) 

Both the MAE and the RMSE are the most widely used error measures in literature, even 

though there is no ‘industry standard’ [45]. Other error benchmarks such as percentage 

errors (e.g. mean absolute percentage error or symmetric mean absolute percentage error) 

or scaled error might be more suitable for a comparison between different datasets, but are 

accompanied by other drawbacks [79,126]. 

Rooted in stock market prediction, ‘change direction’ is another measure for performance 
evaluation. For each one-step ahead prediction �̂�𝑡+1, it is checked if the direction of change 

is predicted correctly. The quantity states the percentage of correctly predicted direction 

changes. 

3.9 Model Performance Evaluation 

This section presents how the performance of the used models (section 3.13) is evaluated 

and compared with one another. As described in section 3.4, the parameters of each model 

are fitted by using the training set data. Models with a large number of parameters such as 

neural networks (subsection 3.13.4) use an optional validation data set to early-stop the 

learning process to prevent overfitting. A test set, hold aside from any parameter learning or 

model selection task, is used to measure the performance on an unbiased (out-of-sample) 

scenario. Figure 3-8 schematizes the division into aforementioned data sets. In this thesis, 

the training set comprises 70 %, the validation set (if used) 15 % and the test set 15 % of the 

available data pairs {𝑥𝑡⃗⃗  ⃗, 𝑦𝑡}. For models not prone to overfitting, the validation set data is 

used as additional training data. 

 

 

Figure 3-8: Data separation of time-series 
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Each model used for prediction provides a set of hyperparameters that influences the 

performance on the data sets. If a model was evaluated on a range of various 

hyperparameters (section 3.10), the best model may only be selected based on the error 

measures of the training or validation set. Any peak on the test set would result in an overly 

optimistic estimate of the model skill [77,127]. 

3.10 Hyperparameter Optimization 

As opposed to model parameters that are fitted during the training process of a model, 

hyperparameters are specified before the start of the training process. Hyperparameters 

define the structure of a model, such as the number of neurons per layer in a neural 

network. The field of hyperparameter optimization deals with obtaining a set of 

hyperparameters that yields the best model performance. Common to all techniques in 

literature is the first step, which for each hyperparameter defines the (numerical or textual) 

range under investigation. The upper and lower limit of a hyperparameter can be limited by 

model logic, e.g. the degree of differencing for a SARIMA model (subsection 3.13.3) must be 

a positive integer. Judgmental reasoning (or intuition) of where the best performance is 

expected is also often applied, e.g. the necessary degree of differencing for a SARIMA model 

is usually less or equal to two [128]. Equation (21) shows the objective function of 

hyperparameter optimization:  𝑧∗ = 𝑎𝑟𝑔min𝑧∈𝑍 𝑘(𝑧), (21) 

where 𝑘(𝑧) denotes an objective function to minimize, 𝑍 represents all possible 

hyperparameter realizations, z is one realization of hyperparameters, and 𝑧∗ is the 

realization of hyperparameters resulting in the lowest value of 𝑘(𝑧). This thesis uses an 

objective function 𝑘(𝑧) based on the model performance evaluation described in section 

3.9 in combination with one of the error measures presented in section 3.8. More advanced 

model evaluation techniques, such as time series cross-validation (section 3.11) or the 

bootstrap procedure (section 3.6), are possible to use for 𝑘(𝑧) but require far more 

computational effort. In this thesis, the performance accuracy of the less advanced 

performance evaluation is considered sufficient to find a well performing set of 

hyperparameters. 

Grid-Search is a hyperparameter optimization technique which trains a model on each 

possible parameter combination [129,130]. If the step size within the hyperparameter range 

is sufficiently small, the best solution is likely to be found. Since the computational expense 

grows exponentially with the number of hyperparameters, this thesis uses the Grid-Search 

approach only for models with a modest number of hyperparameters such as the SARIMA or 

Exponential Smoothing (subsection 3.13.2) models.  
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For complex models such as deep neural networks, the training and evaluation process is 

computationally expensive. This is particularly true for ensemble learning techniques, k-fold 

cross validation or if the bootstrap procedure (section 3.6) is applied (to obtain 𝑘(𝑧)). With 

one set of hyperparameters, latter techniques involve multiple expensive training processes 

in order to obtain one error metric (section 3.8). Random search is another hyperparameter 

optimization technique, which evaluates a predefined number of randomly chosen 

evaluations 𝑘(𝑧) [131]. Grid-Search and random search do not exploit information from past 

evaluations, and as a result, often spend a significant amount of time evaluating less 

promising hyperparameters [132]. In favor of more efficient techniques, random search is 

not further considered in this thesis [133]. Hyperparameter optimization has been actively 

investigated in literature with common approaches using Bayesian optimization, genetic 

algorithms and various machine learning techniques including neural networks [132,134–
136]. This thesis uses a Bayesian approach for tuning the hyperparameters of e.g. neural 

networks. 

In contrast to Grid-search and random search, Bayesian hyperparameter optimization 

approaches use past evaluations to train a probabilistic model which maps hyperparameters 

to a probability of a score on the objective function 𝑘(𝑧) [137]. The probabilistic model is 

called a surrogate model of the objective function 𝑘(𝑧). Since the surrogate model’s 
complexity is much lower than the complexity of evaluating 𝑘(𝑧), the surrogate model is 

used to find the next set of hyperparameters for evaluating 𝑘(𝑧). The optimization process 

can be described as follows: 

1. Creation of a surrogate model for the objective function 𝑘(𝑧) 

2. From the surrogate model, the best performing hyperparameters are derived 

3. Hyperparameters of step 2 are evaluated on the objective function 𝑘(𝑧) 

4. Update of the surrogate model with the result of step 3 

5. Repetition of steps 2–4 until the specified number of iterations is reached 

This methodology puts some computational effort into the selection of hyperparameters in 

order to save on the number of evaluations of the objective function. In each iteration, the 

surrogate model is updated to better estimate the true objective function. By using past 

evaluations, Bayesian methods usually require less evaluations of 𝑘(𝑧) to find high 

performance hyperparameters than e.g. the random search technique [138]. According to 

[139], Bayesian optimization methods can be differentiated at a high level by their surrogate 

models and the hyperparameter acquisition methodology. This thesis uses a Tree Parzen 

Estimators (TPE) surrogate model and “Expected Improvement” for hyperparameter 
selection, since promising results were achieved in literature [133,137]. 
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3.11 Advanced Model Performance Evaluation 

Section 3.9 introduced a model evaluation technique that withholds a section from the end 

of the time-series to obtain an estimate for the out-of-sample (test) error. Unfortunately, 

this technique is accompanied by drawbacks as explained in the following: 

1. If the number of total data samples {𝑥𝑡⃗⃗  ⃗, 𝑦𝑡} is small, an allocation of training, 

validation and test set on a percentage basis might result in very few data samples 

for the test set. The performance estimate gets unreliable if too few data samples 

are used for calculation. 

2. Since only one model is trained on the available data, there is no indication for 

whether the performance is consistent and reproducible. A different test set might 

produce results varying significantly from the test set under consideration. Using a 

different or a resampled training set could also result in a large variation.  

For classification or regression problems, k-fold cross-validation is the most widely used 

technique in literature to cope with above drawbacks [95,140–142]. The technique divides 

the data into k sets of equal size. In multiple training processes, each of the k sets is once 

hold aside for evaluation whereas the remaining sets are used for training. A total of k 

model evaluations and metrics are generated. Training multiple models on different data 

sets enables quantifying the variation. 

 

Figure 3-9: Time Series Cross-Validation 

Unfortunately, k-fold cross-validation cannot easily be used for time-series predictions, 

since the samples temporally depend on each other [143]. A model trained on future 

samples can use this knowledge to better estimate the past. Training a model with future 
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samples therefore underestimates the error. Only with multiple restrictions, cross-validation 

can be applied to time-series predictions [144]. 

Cross-validation can however be adapted to be used for time-series prediction. In this 

procedure, the test set comprises one data sample and the corresponding training and 

validation set only comprise samples prior to the test set sample. The validation set has a 

fixed sample size and temporally follows the training set. Samples following the test sample 

(future values) are not used. A minimum training sample size must be defined for training 

the model. The first model is trained on the minimum training sample size and evaluated on 

the test sample. Each succeeding model uses one additional data sample and shifts all data 

sets one position forward in time. On each shift, the training set grows in size. The 

procedure is called walk forward validation and is illustrated in Figure 3-9. Each timeline 

(row) represents a separate model evaluation. 

Models not requiring a validation step for early-stopping the learning process, use the 

validation set as additional training data. The procedure circumvents the two drawbacks 

stated at the beginning of the section by generating more evaluation samples on unseen 

data and by training a multitude of models. On the downside, the computational complexity 

is multiple times higher than the procedure explained in section 3.9. In comparison to the 

bootstrap approach, this procedure uses a variable training set size and resamples without 

replacement (each sample is only considered once). 

3.12 Residual Analysis 

As stated by equation (18), the residuals of a time series et are equal to the difference 

between the actual observation and the forecast value of a model at time 𝑡. Residuals can 

be used for analyzing how well a model represents the true underlying process of the input 

time series [79]. An adequate model for a particular time series exhibits the following 

properties: 

1. Uncorrelated residuals 

2. Zero mean residuals 

3. Constant variance residuals 

4. Normally distributed residuals 

Exemplary, an ARIMA (10,0,0) model (subsection 3.13.3) was fit on the aFRR POS_00_04 

time series. Figure 3-10 presents multiple plots, which guide through the residual analysis 

process. All plots are based on the standardized residual time series as defined by equation 

(22) and illustrated by the upper left plot in Figure 3-10: 
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et_std = 𝑒𝑡√𝑣𝑎𝑟(𝑒𝑡) (22) 

If the residuals are correlated, not all information is fully captured and the performance of 

the corresponding model can be improved. An ACF plot at the bottom right of Figure 3-10 

shows the autocorrelation of the residuals 𝑟𝑘 with multiple time lags 𝑘. In this particular 

example, the spikes indicate white noise since none is above the significance level illustrated 

by the blue shaded area (section 3.5). If at least one of the 𝑟𝑘 (autocorrelation for lag 𝑘) was 

above the significance level, a portmanteau test should be carried out to check if the 

residuals could still be white noise [79]. A portmanteau test checks whether a group of 

multiple 𝑟𝑘 is significantly different from a white noise process. Latter group test is 

necessary since considering each 𝑟𝑘 separately implicitly carries out multiple hypothesis 

tests, each one with a small probability of giving a false positive. For multiple such 

hypothesis tests, the probability of getting at least one false positive is high. A commonly 

Figure 3-10: Residual plot. Upper left: standardized residual time series plot. Upper right: 

Histogram of standardized residuals, KDE distribution (orange) and standard normal 

distribution (green) for comparison. Bottom left: Q-Q-plot of standardized residuals and 

standard normal distribution. Bottom right: ACF plot of standardized residuals. 
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used portmanteau test for checking a group of 𝑟𝑘 is the Ljung-Box test defined by equation 

(23) [145]: 

Q = n ∙ (n + 1) ∙ ∑ 𝑟𝑘2𝑛 − 𝑘ℎ
𝑘=1  , (23) 

where ℎ denotes the maximum lag and 𝑛 the sample size. Small values of Q indicate white 

noise. 

Non-zero mean residuals indicate a model bias that can be resolved by adding a constant to 

the model. A model not fulfilling any of the first two properties can in general be improved. 

However, if both properties hold true, a model might still by improved [79].  

It is beneficial for fitted models to have normally distributes residuals with constant 

variance. For example, prediction intervals statistically derived from the exponential 

smoothing (subsection 3.13.2) and SARIMA (subsection 3.13.3) models require the residuals 

to exhibit these properties. A model not fulfilling any of the last two properties might still 

perform well on predictions and cannot necessarily be improved. The histogram in the 

upper right corner of Figure 3-10 shows a discrete estimate of the probability density 

function (PDF) with a predefined bin size (blue bars). Two problems arise with histogram 

plots as firstly the PDF estimate is not smooth and secondly inaccuracies result from the 

fixed bin size [146]. The orange graph illustrates a continuous estimate of the PDF created 

by a kernel density estimation (KDE). In contrast to the histogram, KDE is a statistical and 

non-parametric methodology which centers a continuous kernel function at each data point 

[147,148]. All kernel functions are then superimposed to generate a continuous PDF based 

on a finite data sample, thus overcoming the drawbacks of a fixed bin size histogram. 

Equation (3) states the estimated density function KDEt at time step t, with 𝑛 denoting the 

total number of samples, 𝐾 the kernel function, h the bandwidth of the kernel function and 𝑒𝑗 the residual at time step 𝑗: 

KDEt = 1𝑛 ∙ ∑ 𝐾 (𝑒𝑡 − 𝑒𝑗ℎ )𝑛−1
𝑗=0  (24) 

Various kernel functions 𝐾(𝑢) have been considered in literature. Gaussian kernels, as 

stated by equation (3), are most often used and applied in this thesis. 

𝐾(𝑢) = 1√2𝜋 ∙ 𝑒−12𝑢² (25) 

The shape of the estimated PDF depends on both the type of kernel function 𝐾(𝑢) and the 

bandwidth parameter ℎ. A too small value of ℎ results in an “undersmoothed“ PDF with 
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usually many spikes whereas a too large value of ℎ results in an “oversmoothed” PDF 

obscuring the underlying structure. Automatic bandwidth selection methods for finding the 

optimal value of ℎ have been developed and compared with one another in literature [149–
153]. Plug-in selectors and cross validation selectors are usually considered to perform best 

over a wide range of data sets [154,155]. This thesis uses a cross validation approach based 

on maximum likelihood. Both the histogram and the KDE graphs can be compared to the 

standard normal distribution illustrated by the green graph. 

Another approach for indicating the level of similarity between the residuals and a normal 

distribution is the quantile-quantile (Q-Q) plot depicted in the bottom left plot of Figure 

3-10. A Q-Q plot compares two distributions by plotting the corresponding quantile values 

against each other [156]. This thesis computes a common statistical diagnostic plot that 

compares the distribution of the residuals to a standard normal distribution. The plot is 

created by first sorting the residuals in ascending order and then assigning a quantile to 

each residual. Each value of the standardized residual (y-axis) is then plotted against the 

corresponding quantile value of the standard normal distribution (x-axis). If the scatter plot 

closely follows the red diagonal line, the residual distribution can be considered normal. 

Latter does not apply to the exemplary residuals constituting Figure 3-10. 

Prediction intervals statistically derived from SARIMA models are based on the assumption 

of uncorrelated and normally distributed residuals [79]. If the latter two properties are not 

present (as it is the case with above residuals), prediction intervals may be incorrect.  

3.13 Prediction Models 

Time-series prediction is a rather old research field in which multiple models have been 

developed, applied and statistically verified over time [157,158]. Up until now, no model or 

technique exists which outperforms all others at every discipline. It is necessary to apply 

multiple models on the time-series under consideration to find the best performing one. 

This section presents the various models, which are compared with one another. 

Subsection 3.13.1 introduces the naïve persistence model that serves as an indication for 

whether a more complex model is worth considering. Exponential Smoothing, as presented 

in subsection 3.13.2, is a rather old prediction model which has motivated very successful 

forecasting methods [79]. One of the most popular and nowadays still frequently used 

stochastic time series models is the Seasonal Autoregressive Integrated Moving Average 

(SARIMA) model as described in subsection 3.13.3. With the cost-effective availability of 

computing resources, Neural Networks, as described in subsection 3.13.4, have recently 

received great attention [159]. A variant of neural networks, which is designed to better 

deal with sequentially dependent data, such as time series, is described in subsection 3.13.5 

(Recurrent Neural Networks). 
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3.13.1 Persistence Model 

For multiple different model types, this thesis quantitatively evaluates the performance of 

each model by applying the error measures presented in section 3.8 on the test set data. A 

low absolute error measure value is usually an indication for a well-performing model. A 

further method for classifying a model’s performance is the comparison with a very simple 
model. The difference of the error measures between the simple model and the model 

under investigation quantifies the accuracy gain. In that sense, the simple model serves as 

benchmark [79] or persistence test. It reveals, if a complex and parameter-rich model 

justifies the additional effort and computational resources. 

The persistence test applied in this thesis uses the naïve model, which is defined by 

equation (26): ŷt+1 = yt (26) 

The observation of the previous time step yt is used as the prediction for the next time 

step ŷt+1. 

Other persistence models such as the seasonal naïve method, the average method or the 

drift method are sometimes used in literature but are not considered in this thesis [79]. 

3.13.2 Exponential Smoothing 

Exponential smoothing is a time-series prediction model for which literature dates back to 

the 1950s at a time the model was extensively used in business and industry [157,160–162]. 

Simple exponential smoothing (SES) is the most basic model, suitable for time-series 

without a trend or seasonal component. Equation (27) describes the model: ŷt+1 = α ∙ yt + α ∙ (1 − α)yt−1 + α(1 − α)2yt−2 + ⋯ (27) 

A prediction for the next time step ŷt+1 is additively generated from weighted past 

observations (yt, yt−1, yt−2, ⋯), where the weights decrease exponentially depending on the 

parameter α ∈ (0, 1). The more recent the observation, the higher the associated weight 

[79]. 

Following the introduction of the SES model, the technique was step-wise extended to allow 

a trend coverage (additive [160] and multiplicative [163]), an associated trend “dampening” 
parameter [164], and a seasonal component (additive and multiplicative) [160,162]. A very 

common model with an additive trend and seasonal component for a one-step forecast is 

described as follows: ŷt+1 = lt + 𝑏𝑡 + 𝑠𝑡+1−𝑚 (28) 
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lt = 𝛼 ∙ (𝑦𝑡 − 𝑠𝑡−𝑚) + (1 − 𝛼) ∙ (𝑙𝑡−1 + 𝑏𝑡−1) (29) bt = β ∙ (lt − 𝑙𝑡−1) + (1 − 𝛽) ∙ 𝑏𝑡−1 (30) st = γ(yt − 𝑙𝑡−1 − 𝑏𝑡−1) + (1 − 𝛾) ∙ 𝑠𝑡−𝑚 (31) 

Equation (28) represents the overall forecast equation, equations (29) - (31) denote three 

smoothing components, one for the level lt, one for the trend bt and one for the seasonality st [79]. Each of the three components has a corresponding smoothing parameter denoted 𝛼 

for lt, β for bt and γ for st. Depending on the sample rate, 𝑚 denotes the frequency of the 

seasonality (e.g. 𝑚 = 12 for a yearly seasonality and a monthly data resolution). The 

seasonal component st is a weighted average between the observation (yt − 𝑙𝑡−1 − 𝑏𝑡−1) 

at time t and the same observation lagged by one season (𝑚 time steps). An estimated 

trend at time 𝑡 is obtained by lt − 𝑙𝑡−1. Subtracting the estimated trend at time 𝑡 from the 

previous estimate of the trend at 𝑡 − 1 results in the trend component bt. The level 

equation lt is a weighted average between the seasonally adjusted observation (𝑦𝑡 − 𝑠𝑡−𝑚) 

and the non-seasonal prediction (𝑙𝑡−1 + 𝑏𝑡−1). 

Despite their age, Exponential smoothing models like the one described above are even 

today successfully employed in various fields [165–167] including electricity price/load 

forecasting [168–171]. One reason for the success in the past two decades is the 

introduction of statistical models which aside from point forecasts are also capable of 

generating prediction intervals [96,172,173]. 

3.13.3 Seasonal Autoregressive Integrating Moving Average 

One of the most popular and widely used approaches for time series forecasting is the 

Autoregressive Integrated Moving Average (ARIMA) model [97,158]. The model is suitable 

for time series that are not necessarily stationary and where future values depend on both 

past observations and past forecast errors. If required, the model can be extended to deal 

with seasonal dependencies in the time series data (SARIMA). In comparison to exponential 

smoothing models (subsection 3.13.2), SARIMA models are based on autocorrelations 

properties of the time series, whereas exponential smoothing models are based on a 

description of the trend and seasonality in the data [79]. Either as a standalone model or in 

conjunction with other approaches, SARIMA models are used in various fields [174–176] 

including electricity price/load forecasting [123,177,178]. SARIMA models consist of various 

components, which are described in the following: 

Autoregressive component 

A purely autoregressive model computes the forecast as a linear combination of past 

observations of the time series [79]. Equation (32) states the definition of an autoregressive 

model of order p: 
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ŷt+1 = ca + φ1 ∙ yt + φ2 ∙ yt−1 + ⋯+ φp ∙ yt−p+1 (32) 

The predictors yt are lagged values of the time series weighted by the parameters φi. 
Superimposed by noise, ŷt+1 is a one-step prediction of the true future value yt+1. 

Autoregressive models are best applied on stationary data. The AR component of the 

SARIMA model is an autoregressive model of order p applied on the differenced time series. 

Differencing 

In statistics, differencing refers to a transformation applied to time series that is supposed 

to make it stationary. As described in section 3.5, the statistical properties of a stationary 

time series are independent of the time. Mathematically, differencing computes the 

difference between two consecutive time steps (equation (33)) of the series: 𝑦𝑡′ = 𝑦𝑡 − 𝑦𝑡−1 (33) 

To obtain a stationary time series, it may be necessary to difference the data multiple times. 

Since the SARIMA model requires stationary time series, it is necessary to carry out 

successive differencing until the requirement is met [179]. As a side effect, the higher the 

order of differencing, the more the prediction intervals increase in size [79]. The capital I in 

the SARIMA model stands for “integrated” because the original time series can be recovered 

by a repeated summation process. 

Moving average component 

A moving average (MA) model is a linear regression model which uses past forecast errors 

as predictors [79]. Forecast errors at time step t are denoted εt. Past forecast errors up until 

q time steps back (model order) are weighted with the parameters σi. Equation (34) 

formulates the model: ŷt+1 = cm + σ1 ∙ εt + σ2 ∙ εt−1 + ⋯+ σq ∙ εt−q+1 (34) 

Non-seasonal ARIMA model 

Combining autoregression with differencing and a moving average model results in the non-

seasonal ARIMA model. A model description is stated by equation (35): ŷ𝑡+1′ = c𝑛 + φ1 ∙ y𝑡′ + φ2 ∙ y𝑡−1′ + ⋯+ φp ∙ y𝑡−𝑝+1′ + σ1 ∙ εt + σ2 ∙ εt−1 + ⋯+ σq ∙ εt−q+1, (35) 

where ŷ𝑡+1′  denotes the one-step ahead prediction on the differenced time series. 

Depending on the time series, the differencing might have been applied multiple times 

(d=degree of differencing). The first predictors are similar to the autoregressive model with 
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order p. Latter predictors represent the moving average component of order q. A full model 

description is given by the notation ARIMA(p,d,q). 

Seasonal ARIMA model 

The ARIMA model can be extended with additional predictors to the regression to deal with 

seasonal time series. However, as with the non-seasonal case, the first step is to generate a 

stationary time-series. Depending on the time series, seasonal differencing must by applied: 𝑦𝑡′ = 𝑦𝑡 − 𝑦𝑡−𝑚 (36) 

Equation (29) differences the observation at time step 𝑡 and the corresponding observation 

at the previous season 𝑚 time steps before. The seasonal component then adds predictors 

to the regression similar to those of the non-seasonal components but 𝑚 time steps shifted 

backwards. A full model can then be denoted by SARIMA (𝑝, 𝑑, 𝑞) (𝑃, 𝐷, 𝑄)𝑚, where the 

lower case letters denote specified non-seasonal hyperparameters and the upper case letter 

the seasonal counterparts [79]. 

Model selection 

By visually analyzing the time series plot, it is not possible to derive the hyperparameter set 

which yields the best forecast performance. Figure 3-11 illustrates a common multi-step 

process for SARIMA order selection. At first, a Box-Cox transformation is applied if the 

variance of the time series is not constant over time [85]. Aforementioned hyperparameters 

can then be selected either automatically or manually. 

Common automatic selection processes are either based on algorithms provided by the 

used library or by a grid-search approach. The programming language R for instance uses a 

variation of the Hyndman-Khandakar algorithm, which combines unit root tests, 

minimization of the AICc (see below) and maximum likelihood estimates (MLE) [180]. Since 

algorithmic approaches do not always find the best hyperparameter set and computational 

power has become cheap, the grid-search approach tries all possible parameter 

combinations within specified boundaries to find the best performing model. 

Manual hyperparameter selection is carried out by first successively differencing the time 

series until a unit root test (see section 3.5) assures stationarity [87,88]. Appropriate orders 

of p, q, P and Q are then selected using autocorrelation (ACF) and partial autocorrelation 

(PACF) plots as illustrated in Figure 3-4. 

Various candidate models are than compared with one another using Akaike information 

criterion for small sample sizes (AICc) [181]. AICc provides a mean for model selection as it 

quantifies how well a model fits the underlying time series while taking into account the 
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model complexity (number of parameters) [182]. Special care must be taken since AICc 

values of models with a different degree of differencing are not comparable [180]. 

 

Figure 3-11: Hyperparameter selection process (Box and Jenkins approach) based on [79] 

After the selection of a candidate model, the corresponding residuals must be checked for 

being uncorrelated, having zero mean, constant variance and follow a normal distribution. A 

more detailed residual check procedure including a Portmanteau test is described in section 

3.12. If the residual conditions do not apply, different candidate models should be 

evaluated. 

Prediction intervals 

Common SARIMA model implementations provide a means to automatically calculate 

prediction intervals, without the necessity of applying complex procedures (e.g. bootstrap) 

as described in section 3.6. The calculations are usually based on the residual assumptions 

stated above [79]. If either of the assumptions is not fulfilled, the result will be incorrect. 

Having obtained the standard deviation of the residuals σre, one-step ahead prediction 

intervals can be calculated with equation (4), substituting σrefor σfe. Multi-step prediction 

intervals are mathematically complex to derive [97]. Common model implementations 

provide multi-step prediction intervals.  
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3.13.4 Neural Network 

In recent years, neural networks (NN) have gained tremendous momentum in various fields 

including image-, speech, handwriting-recognition, sentiment analysis, dialog systems, 

autonomous driving and time series forecasting among many more [157,183,184]. The 

technology dates back to 1943, when neurophysiologists first discovered the potential of 

applying the biologically inspired concept of neural networks to electrical circuits [185]. A 

key finding from 1989 proclaimed the use of multilayer feedforward networks as “universal 
approximators” capable of implementing any function including XOR [186]. Though, it was 

not until around 20 years later that neural networks became successful in various fields. The 

recent success is due to the availability of huge computational power including GPU 

processing, availability of large training data sets, improved algorithms and new model 

structures [183]. In a review of 100 studies of various fields, Paliwal et al. [105] concluded 

that NN outperform traditional statistical techniques in the majority of cases. A number of 

papers have reported excellent performance on electricity price forecasting [45]. 

All forecasting techniques in the previous subsections only use the time series and lagged 

observations of it (autoregression) as input for the prediction. Neural networks allow the 

inclusion of additional information like weather data, holidays or stock exchange data as 

described in section 3.3. Due to their inherent structure, NN can perform well on non-linear 

and non-stationary time series [159].  

As illustrated in Figure 3-12, a neural network consists of an input layer to which all data 

sources are fed, a predefined number of hidden layers, which is the root of all functional 

logic, and an output layer, which returns the model estimate.  

 

Figure 3-12: Neural network structure [187] 

Each layer comprises a predefined number of neurons that are interconnected by trainable 

weights. In a multilayer feed-forward network, the output of a neuron is a function of the 
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weighted outputs of neurons from the previous layer. Equation (37) states an expression for 

the output value of neuron j of layer 𝑘: 

ok,j = 𝜑 (𝑏𝑘,𝑗 + ∑ 𝑜𝑘−1,𝑖 ∙ 𝑤𝑘−1,𝑖,𝑗𝑛𝑘−1
𝑖=1 ), (37) 

Where 𝜑 is an activation function, 𝑏𝑘,𝑗 is a bias for each neuron (not illustrated in Figure 

3-12), 𝑛𝑘−1is the number of neurons in layer 𝑘 − 1, 𝑜𝑘−1,𝑖 is the output of neuron 𝑖 in layer 𝑘 − 1 and 𝑤𝑘−1,𝑖,𝑗 is the trainable weight between a neuron from the previous layer (𝑘 − 1) 

and the current neuron. If no hidden layers are used and the activation function 𝜑 is 

omitted, the model is equal to a simple regression model, also called single-layer perceptron 

[45]. 

As for neural network models, the selection of the number of hidden layers and neurons per 

layer is not straightforward and strongly depends on the complexity between input and 

output data [159,188]. Many literature concluded that a small number of hidden layers (≤2) is sufficient for a wide range of applications [189]. As for the number of neurons, multiple 

rule-of-thumb selection methods exist which can be used as a starting point. Underfitting 

occurs if too few neurons are available for covering the complexity of the data. Overfitting 

occurs if the neural network is fit too closely to the training data, which results in a large 

generalization error. This can be due to a too small training data set or due to too high 

model complexity (e.g. many neurons). In this thesis, hyperparameter optimization (section 

3.10) is used to find a good compromise for above parameters.  

 

Figure 3-13: Activation functions 

If a neural network is constructed without an activation function 𝜑 as stated by equation 

(37), the output results from multiple addition and multiplication operations and thus is not 

able to model non-linear behavior [183]. Using a non-linear activation function 𝜑 solves this 
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issue. A wide range of various activation functions (> 30) have been investigated in literature 

over time, each having advantages and drawbacks. Figure 3-13 illustrates a commonly used 

selection of activation functions. 

Up until around 10 years ago the sigmoid (equation(38)) and tanh functions were the mostly 

used activation functions in neural networks [190]. Both functions however suffer from 

saturation as they asymptotically converge for small and large input values. During the 

learning process, errors are back propagated through the network and decrease with each 

additional layer. This is referred to as the vanishing gradient problem which is caused by 

saturation (gradients converge to zero) and prevents further model improvement [191]. 

Another drawback of both functions is the sensitivity to only a small input range around 

their mid-point. Since the tanh has a wider sensitivity range, the function has often achieved 

better predictive performance [190]. 

𝜑(𝑥) = 11 + 𝑒−𝑥 (38) 

To overcome the vanishing gradient problem, the rectifier linear unit (ReLU) activation 

function as stated by equation (39) has been invented [191].  𝜑(𝑥) = max (0, 𝑥) (39) 

It’s a piecewise linear function which only saturates towards negative values and requires 
low computational effort. Most current papers which achieve state-of-the-art performance 

make use of the ReLU function [190,192,193]. Nevertheless, ReLU has drawbacks in not 

being zero centered, not being differentiable at zero and vanishing gradients for negative 

input values (dying ReLU) [194]. Alternatives such as the exponential linear unit (ELU) or 

LeakyReLU have been suggested by literature to overcome some of the latter issues by 

introducing a non-zero slope for negative values [194]. 

After the specification of the model structure, which includes the choice of an activation 

function, the weights of the network must be initialized before starting the training process. 

Proper weight initialization prevents gradients from exploding and vanishing during the 

backpropagation training process. Weights should within certain boundaries be randomly 

initialized in order for the stochastic learning algorithm to properly work [195]. Various 

techniques presented in literature suggest that weight initialization has a tremendous effect 

on the overall performance of a model [190,196,197]. 

For sigmoid and tanh activation functions, Xavier initialization has become the de facto 

standard [198]. The technique aims at keeping the variance constant across multiple layers 

to prevent exploding or vanishing gradients. Weights are randomly sampled from a Gaussian 

distribution with zero mean and a variance according to equation (40). 
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𝑣𝑎𝑟(𝑤𝑖𝑗) = 2𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡 , (40) 

where 𝑤𝑖𝑗is a weight in the network, 𝑛𝑖𝑛is the number of neurons in the previous layer and 𝑛𝑜𝑢𝑡 is the number of neurons in the next layer. If ReLU or an adapted version is used as the 

activation function, a modified Xavier technique called “He initialization” is proposed by 
literature in order to prevent gradient issues [194]. 

Following the initialization process, the weights must be adapted to account for the pattern 

inherent in the training data [159]. The weights are stepwise updated by first forward 

propagating a predefined subset of the input data, usually referred to as the batch size, 

through the network. An error measure (loss function) such as the RMSE, as defined in 

section 3.8, is then obtained from the output of the network 𝑦�̂� and the actual value of the 

time series 𝑦𝑡. The error is then back-propagated through the network in order to update 

the weights of each neuron according to the size and direction of the corresponding 

gradient. Repeating the procedure gradually fits the network to the training data. 

Multiple different optimization algorithms have been suggested and evaluated in literature. 

Mini-batch stochastic gradient descent is the traditionally most used approach which only 

relies on the gradients and a predefined learning rate [199]. However, the associated 

constant learning rate often suffers from either slow convergence, oscillations or 

overshooting of the minimum. Stochastic gradient descent with momentum applies 

exponential smoothing to gradients of past evaluations to accelerate the learning process 

and to overcome the convergence and oscillation problems [200]. Today, latter approach 

often reveals the best performance [201]. Many more optimization techniques such as 

Adagrad, Adadelta, RMSprop, Adam, AdaMax were published to tackle various issues, 

improve performance or speed up the learning process [202,203]. Of latter approaches, 

Adam has attracted special attention specifically for training deep neural networks. 

According to [204], the approach “is computationally efficient, has little memory 
requirements, is invariant to diagonal rescaling of the gradients, and is well suited for 

problems that are large in terms of data and/or parameters”. The approach calculates 

adaptive learning rates for each individual weight and many papers have revealed superior 

performance. Though in some cases the algorithm does not properly converge and the 

performance turns out to be slightly worse than e.g. stochastic gradient descent (with 

momentum) [201,205,206]. This thesis uses the Adam optimizer. 

Complex models, such as neural networks suffer from overfitting weights too closely to the 

training data set. In such cases, the noise of the training data is captured which results in a 

high performance on the training set accompanied by a low generalization performance on 

the validation and test set. Overfitting can be prevented by using less complex models (e.g. 

less neurons), applying less features (section 3.3), using a larger training data set, cross-
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validation, ensemble learning and regularization techniques. In machine learning, 

regularization describes a multitude of techniques aiming at overfitting prevention. Lasso 

regression (L1) and ridge regression (L2) are two commonly used methods which discourage 

model complexity by penalizing weights in the loss function [140]. Both methods assume 

that smaller weights generate simpler models that are less prone to overfitting. As 

described by equation (41), Lasso Regression (Least Absolute Shrinkage and Selection 

Operator) updates the loss function of the optimizer by adding the sum of all weights 

(absolute value) to it: 

∑(𝑦𝑡 − 𝑦�̂�)2 + 𝑙1 ∙𝑛
𝑡=1 ∑|𝑤𝑖,𝑗|𝑖,𝑗  (41) 

As for equation (41), a mean squared error function is assumed, where (𝑦𝑡 − 𝑦�̂�) is the 

difference between the actual time series value and the prediction at time 𝑡, 𝑛 is the sample 

size (batch size), 𝑙1 is a hyperparameter affecting the influence of the regularization and 

latter sum adds up the absolute values of all weights 𝑤𝑖,𝑗 in the network. Bias terms of the 

network are not considered. Lasso regression shrinks the weights of less important features 

to zero which corresponds to an algorithmic feature selection. 

Ridge regression as described by equation (42) works very similar to lasso regression but 

adds the squared magnitude of all weights as penalty term to the loss function. The 

influence of ridge regression is determined by the hyperparameter 𝑙2. 

∑(𝑦𝑡 − 𝑦�̂�)2 + 𝑙2 ∙𝑛
𝑡=1 ∑(𝑤𝑖,𝑗)2𝑖,𝑗  (42) 

In this thesis, a combination of L1 and L2 regularization, called Elastic net regularization is 

used [207]. 

Another method of preventing overfitting is ensemble learning. Multiple models with 

different configurations are trained on the same data to generate a set of predictions. By 

combining (e.g. averaging) the set of predictions, a model can be obtained which has less 

variance and a better overall performance [192,208]. “The reason that model averaging 
works is that different models will usually not make all the same errors on the test set” 
[190]. Despite the advantages, ensemble learning is computationally expensive and more 

demanding in maintaining multiple models. 

Dropout is a technique which simulates having multiple models with different configurations 

by randomly muting some neurons during the training process of a single model [209]. This 

way, a layer randomly behaves like a layer with a different number of neurons and 

connectivity to the previous layer. It is a computationally cheap method to reduce 
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overfitting and the generalization error. This thesis applies dropout to the hidden layers of 

the network and introduces the probability at which neurons are dropped out as another 

hyperparameter. 

Another and probably the most effective overfitting prevention method used in this thesis is 

early-stopping. After each epoch (iteration) on the training set, the model is evaluated on 

the validation set. One epoch corresponds to one training cycle on the training set. The 

epoch is finished as soon as all training data was used one time. If for a predefined number 

of iterations the performance on the validation set is not increased, the learning process is 

stopped.  

3.13.5 Recurrent Neural Network 

Neural networks calculate predictions only based on the input features of the current time 

step. If no lagged observations are fed to the network as additional input variables, a neural 

network is incapable of using information from the past. Recurrent neural networks (RNNs) 

solve latter drawback by handling an internal state, also called memory, which allows 

information of previous time steps to persist. As opposed to the feed forward networks 

introduced in subsection 3.13.4, RNNs exhibit loops, which feed information backwards. To 

train RNNs similar to NNs, a gradient based technique called backpropagation through time 

(BPTT) was invented which unfolds RNNs a predefined number of time [210–212]. Figure 

3-14 illustrates a three times unfolded network in which multiple copies of the same 

network pass their output to the successor. 

 

Figure 3-14: Unfolded Elman-type recurrent neural network [213] 

Because RNNs are capable of handling long-term dependencies, they have in the last few 

years been successfully applied to a variety of problems including speech recognition and 

generation, handwriting recognition and generation, human language translations, text 

classifications, dialog systems, image captioning and time-series predictions [199]. In the 

field of electricity price forecasting, RNNs have outperformed many alternatives [214,215]. 
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The most basic RNN types are the Jordan and Elman model, which differ primarily in that the 

Jordan model maintains the history of the output layer in memory whereas the Elman 

model (Figure 3-14) keeps the history of the hidden layer in memory. Both cell types have a 

simple structure, such as the single tanh layer as illustrated in Figure 3-14. Two problems 

arise with both models. First the BPTT unfolding propagates errors many times over a cell 

leading to vanishing or exploding gradients [216]. Second, it is very difficult to train the 

models to capture long-term dependencies because gradients decrease exponentially over 

time [45,217]. 

The most popular RNN type is long short-term memory (LSTM) network, which solves the 

long-term dependency problem. LSTM networks contain additional gate elements which are 

capable of selectively memorizing and forgetting parts of the sequence [218]. As illustrated 

in Figure 3-15, unfolded LSTM networks are also chained together for training but compared 

to the previous approaches have a more sophisticated cell structure. A cell consists of four 

interacting layers, each with corresponding trainable weights. Central to LSTMs is the cell 

state (horizontal line running through the top of Figure 3-15) which can be numerically 

adapted by the so called forget and input gate. An output gate decides how much 

information from the cell state is used to generate the output value. 

 

Figure 3-15: Unfolded long short term memory (LSTM) network [213] 

LSTM networks have been applied with huge success to a large variety of problems [219]. A 

very common adaption on LSTM cells is the Gated Recurrent Unit (GRU) introduced by 

[220]. As opposes to LSTM cells, the forget and input gate are combined into one update 

gate. Also, among other minor changes, the cell state and hidden state are merged. Overall, 

the GRU model is less complex and therefore computationally favorable. Compared to 

LSTM, many papers found a similar performance [221]. This thesis evaluates Elman, LSTM 

and GRU type RNNs. In literature, RNN development has gained a lot attraction lately with 

many publications on various model types [222,223]. 
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4 Bidding and Operating Strategy 

This chapter is based largely on a previous publication of the author [224]. To participate on 

the automatic Frequency Restoration (aFRR) market, a system operator must both fulfil the 

technical requirements of the TSO as described in section 2.1 and submit a bid tuple (section 

2.1.2.1). The bid tuple consists of a capacity price (€/MW), an energy price (€/MWh) and the 

offered capacity (MW) for each of the six time slots and both power delivery directions. 

Revenues on the aFRR market strongly depend on the submitted bid tuple of an auction 

participant. This chapter presents a bidding strategy that maximizes the profit for a 

particular generation pool by deriving the optimal bid tuple. It relies on the day-ahead aFRR 

market prediction as described in chapter 3. Section 4.1 reviews literature on related 

bidding strategies, section 4.2 describes various pool configurations analyzed in this work, 

section 4.3 presents the underlying data sources of the simulation, section 4.4 describes the 

operation strategy of a pool, section 4.6 describes the battery model used for estimating 

aging effects, section 4.7 describes the optimization approach, section 4.8 presents the 

multi-agent framework used for market modelling and section 4.9 concludes with the profit 

evaluation procedure. 

4.1 Literature Review 

This section provides an overview of literature related to bidding strategies for the 

electricity market with a special focus on the aFRR market. Predominant foundations for 

building bidding strategies are based on either fundamental market simulations, multi-agent 

models or game-theoretic derivations. 

Fundamental models assume an efficient market and complete information for all market 

participants. The system load is covered at minimal overall costs since the distribution of 

resources can be optimized [225]. However, under the assumption of complete information, 

strategic bidding or exploitation of market power cannot be investigated. For latter effects 

to be considered, a multi-agent or game-theoretic based simulation is more suitable. 

A multi-agent based simulation of the German control reserve and day-ahead market was 

conducted in [226]. The aim of the research was to find bidding strategies that simulate the 

behavior of market participants in aforementioned markets as close to reality as possible. 

An analysis revealed that a bidding strategy is influenced by the auction design, price 

development expectations, the portfolio of the individual market participant and the 

repeated procurement process. In case of the day-ahead market, bidding strategies offering 

prices close to the marginal costs revealed the most realistic results. Offering at the 

marginal price increases the awarding probability of market participants and in most cases 
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contributes to covering fixed costs as well. The contribution to the fixed costs is due to a 

unit market price (market clearing price) on the day-ahead market, which is usually higher 

than the offered price (section 2.2). Strategic bidding plays a minor role. In the aFRR market, 

participants are payed-as-bid. Offers at marginal costs therefore do not cover fixed costs. 

The research revealed that strategic bidding strategies, which learn from previous auction 

outcomes, produce the most realistic results. Offered prices were above the marginal costs. 

Another detailed multi-agent based model was presented by [227] and is able to simulate 

the day-ahead as well as the intraday market. Major agents in these markets are modelled 

individually. Aside from short-term simulations, the model also allows to derive investment 

decisions by analyzing multiple years [228]. 

To extend the country-specific balancing power markets to a European-wide solution, the 

auction design must be harmonized. Compared to the German/ Austrian market design, the 

European Commission aims at implementing two design modifications [229]. First, the pay-

as-bid awarding scheme is to be replaced by uniform pricing and second an additional 

energy-price based market is planned. A game-theoretical model for both auction designs 

was implemented by [23]. Both market designs were found to theoretically provide efficient 

auction outcomes and competitive prices. However, imperfections were also revealed in 

historical market data. Empirical evidence was presented which suggests that market 

participants coordinate on non-competitive price levels (collusive bidding behavior) by 

taking into account previous auctions results [35,36]. The collusion and abuse of market 

power can in part be explained by only four market participants providing most of the aFRR 

capacity in Germany. Historical market data does therefore not match with game-theoretic 

predictions. Based on above findings, [17] proposes a bidding strategy which integrates the 

results of previous auctions to derive optimal capacity and energy price bids. A subjective 

acceptance probability and demand probability was derived from historic prices. It was 

found that the capacity and energy price depend on each other. Validating the bidding 

strategy on real market data revealed a high correlation to bidding strategies actually used 

in the market. 

A two-player competitive market model was developed by [230]. The first player represents 

a single market participant whereas the second player represents the remaining market. 

The simulation environment implements a power market, ancillary services and 

corresponding auction processes. From a defined combination of bidding strategies, game 

theory techniques developed in this research can locate optimal Nash equilibrium solutions. 

In addition, the dominant bidding strategy, which maximizes the revenues for a single 

market participant, can be derived. 

In [12], bidding strategies on the German aFRR market are derived by analyzing the 

historical capacity and energy prices. A two-stage bivariate modelling process is presented 



4.2 Pool Configurations 71 

 

 

 

which first analyses the influence of exogenous data sources to the aFRR prices. In the 

second stage, the influence of the lagged predictors is modelled in a multivariate vector 

autoregressive model. Based on the findings from the time series modelling, two dominant 

bidding strategies were derived and explained by game-theory. 

To allow wind power farms to provide ancillary services to the grid, [231] implemented a 

probabilistic generation forecasts model. Based on the forecast, an offering strategy was 

developed which accounts for the market rules, operational capabilities of the turbines and 

the joint market participation. The research revealed that the provision of control reserve 

provision by wind farms is technically feasible but does not always generate more revenues. 

Related research estimates the amount of aFRR capacity which can reliably by provided by a 

renewable generation plant consisting of wind and photovoltaic [42,232]. Multiple 

strategies are derived which either optimize for maximizing revenues or for minimizing the 

risk of underfulfilment. The research used aFRR price forecasting techniques and is 

evaluated on real aFRR market data. 

Only a few investigations are published which deal with BESS participating on the aFRR 

market. Lithium-ion and sodium Sulphur based grid-scale energy storages were analyzed in 

[233]. For the British market, an arbitrage algorithm was extended to also allow 

participation in control reserve services. Both a stand-alone operation as well as a joint 

operation with a wind farm was considered. Despite a tripling of profits, the high investment 

costs of BESS were found to prevent an economic viable operation. A revenue potential 

analysis of BESS offering congestion relief services and providing arbitrage trading was 

conducted by [234]. However, ancillary services were not considered. Various research 

suggests that BESS which provide aFRR in a standalone mode cannot be operated 

economically beneficial [15,235]. According to this research, the energetic capacity costs of 

BESS are too high for meeting the 4 h minimum operating criterion of aFRR. 

No literature was found which provides an in-depth analysis of BESS participating on the 

aFRR market in conjunction with a VPP. This research is aimed at filling this gap. 

4.2 Pool Configurations 

The objective of the bidding strategy presented in this section is to evaluate the benefits of 

adding a BESS to an existing pool of various generation units. A pool is also referred to as a 

virtual power plant (VPP). By adding a BESS to an existing pool, generation capacity 

utilization shall be maximized while simultaneously proving aFRR services to the grid. This 

section describes multiple pool configuration scenarios, which differ in the types of 

generation facilities and corresponding nominal capacities. The particular pool configuration 

influences the generated revenues since it influences the total capacity which can be 

offered on the aFRR market (subsection 4.5.2). For all pool configurations considered in this 
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work, one dispatch and trading unit must be able to control all generation facilities and the 

BESS. 

Various different generation type facilities and corresponding properties such as generation 

profile time series, marginal costs or idle capacities are included in the simulation 

framework designed for this work. Among the included facilities are various wind parks 

(onshore and offshore), solar parks, biomass generation, nuclear power plants, fossil gas 

power plants and lignite power plants. This work, however, does not use specific generation 

facilities at individual locations but instead uses scaled profiles of the overall generation in 

Germany. To obtain for example the wind onshore profile of 100 MW nominal capacity, the 

overall German wind onshore generation time series is scaled according to the overall 

installed nominal capacity. A few advantages arise from scaled generation profiles for this 

investigation. Outages of individual generation units due to failures or maintenance 

measures do not affect the results. In real life, dispatch and trading facilities, which operate 

multiple generation units and BESS, would compensate the lost capacity by ramping up 

other units. Therefore, a BESS providing aFRR could dynamically be pooled with other 

generation units. A scaled profile does better reflect that behavior. In addition, depending 

on the data source, individual generation profiles are often at a resolution of less than 

15 min (e.g. 1 h resolution) which does not match the simulation time base. Furthermore, 

individual generation profiles are often not freely available which would make this work not 

reproducible. 

Table 4-1 provides an overview of the considered pool configurations in this work. On 

purpose, the configurations do not reflect the generation units of any specific trading, 

administration and dispatch facility. Instead, the used configurations could be part of any 

utility-scale or municipal-scale trading facility portfolio. 

Table 4-1: Generation Pools 

Confi-

guration 

BESS 

Power 

Capabilities 

PNom [MW] 

BESS 

Energetic 

Capacity 

ENom [MWh] 

Wind Onshore 

– Nominal 

Capacity 

[MW] 

PV – 

Nominal 

Capacity 

[MW] 

Lignite-Fired 

Power Plant – 

Nominal 

Capacity [MW] 

1 20 20 0 0 0 

2 30 20 100 0 0 

3 30 20 100 100 0 

4 30 20 100 100 400 

For this work a common, as of 2019 in Germany, stationary BESS size with 20 MWh storage 

capacity was assumed. In case the BESS is operated in standalone mode, 20 MW of inverter 

capacity is considered whereas in the pooled operation mode, 30 MW of inverter capacity is 
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considered. The difference in the energy to power ratio arises from the fact that in 

standalone mode a BESS must be capable of providing 4 h the full tendered aFRR power. In 

pooled operation, the BESS can recharge from other generation units during aFRR provision 

and therefore requires a lower energy to power ratio (see subsection 4.5.2).  

Both the PV and onshore wind park have nominal capacities of 100 MW. The lignite power 

plant has a nominal capacity of 400 MW. Table 4-1 states four configurations in which the 

introduced BESS is operated in stand-alone mode, coupled with onshore wind, coupled with 

onshore wind and PV and coupled with onshore wind, PV and a lignite power plant.  

4.3 Input Data 

This section describes the various input data sources used for running the simulation 

described in this chapter. All aFRR market related data is published on a web-based platform 

operated by multiple European TSOs (regelleistung.net) [14]. The data is open-access and 

includes anonymized bids of all successful market participants, the aFRR request time series 

(1 sec and 15-min resolution) and the quarterly published mixed price factors (section 

2.1.2.1). Since the operation strategy (section 4.4) trades on the day-ahead and intraday 

market, corresponding electricity prices are obtained from the European Network of 

Transmission System Operators for Electricity (ENTSO-E) and the European Power Exchange 

(EPEX) [38,61]. Wind onshore, PV and lignite-powered generation profiles of Germany (15-

min resolution) are freely accessible on the ENTSO-E web platform [61]. 

4.4 System Cost Breakdown 

To evaluate the economic performance of stationary BESS, a financial analysis is necessary. 

Detailed cost breakdowns are rare in this area because system integrators often keep 

information of individual components confidential. Prices strongly depend on the ordered 

quantities. 

Table 4-2: Utility-scale cost parameters of BESS in the year 2019 

Component Costs 

Battery system 189 €/kWh [236] 

Bi-directional Inverter 70 €/kW [237] 

BOS  81 €/kWh [237,238] 

EPC 55 €/kWh [238] 

Soft Costs 60 €/kWh [236,238] 

Maintenance and Operation 1 % of hardware invest per year 

Contingency 3 % of invest [236] 
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Parameters used in this work are largely based on an utility-scale BESS benchmark provided 

by the U.S. National Renewable Energy Laboratory [237], a BESS analysis conducted by 

McKinsey [238] and data derived from the stationary BESS located in Aachen, Germany [11]. 

Container based solutions are currently the most cost-effective approach in building BESS. 

As mentioned in section 4.2, this work focuses on a utility-scale 30 MW, 20 MWh lithium-ion 

based container system. Table 4-2 provides an overview of the components and 

corresponding costs of the BESS. The battery system includes all cells, modules, cell state 

monitoring devices, racks, DC circuit breaker, DC bus bar, DC connection point and the 

battery management system. The balance of system (BOS) encompasses the container, all 

mounting structures, cabling, transformers (e.g. to medium voltage), electrical components, 

documentation, installation works, fire suppression system, gas extinguishing system (if 

available) and the HVAC (heating, ventilation and air conditioning) system. Due to the 

increased availability of container-scale components, design advances and efficiency gains in 

manufacturing, BOS costs decreased by 78 % between 2012 and 2017 [238]. EPC 

(engineering, procurement and construction) reflects costs associated to project 

management, procurement, permissions, site preparation, construction and commissioning. 

Similar to BOS costs, EPC costs decreased by 75 % in aforementioned range [238]. This 

decline is attributable to increased standardization, enhanced design and installation 

techniques, increased competition and gained experience of the EPC companies. Soft costs 

include customer acquisition, land acquisition, permitting and interconnection among 

others. By standardized processes and an increase in experience, soft costs have decreased 

over the past years as well. 

 

Figure 4-1: Cost Breakdown of a 30MW, 20MWh BESS 

Battery System; 

3,780,000 €; 28%

Inverter; 

2,100,000 €; 
16%

BOS; 

1,620,000 €; 
12%

EPC; 1,100,000 

€; 8%

Soft Costs; 

1,200,000 €; 9%

Maintenance 

and Operation; 
1,125,000 €; 9%

Contingency; 

294,000 €; 2%

Taxes; 

2,131,610 €; 
16%
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Based on the cost parameters provided by Table 4-2, Figure 4-1 illustrates a cost breakdown 

of the 30 MW/ 20 MWh BESS used in this work. At this scale, the total costs amount to 

13,350,610 €. All battery system related costs contribute 28 % to the total costs. The second 

highest positions are taxes and inverter costs. Dividing the total costs by the energetic 

capacity reveals specific costs of 668 €/ kWh. If only the hardware costs (battery system, 
inverter, BOS) and taxes are considered, specific costs of 482 €/ kWh are obtained. Latter 

specific hardware costs correspond to the entries of a BESS database provided by [239]. The 

database offers free access to BESS data provided by various manufacturers and system 

integrators. Aside from technological information and multiple system size ranges, the 

database offers pricing information. 

Aside from the battery system (section 4.6), all components are simulated with a lifetime of 

15 years. 

4.5 Operating Strategy 

For a pool comprising different generation units and a BESS, the operating strategy handles 

the dispatch and trading of energy at each instance in time. Generation capabilities are 

either placed on the day-ahead or on intraday market. Other trading channels aside from 

aforementioned markets are possible but due to the complexity are not further considered 

in this work. Here, any unpredictable aFRR request is instantly provided by the BESS. By the 

use of a reserved power band, the generation units are capable of recharging the BESS after 

an aFRR request. The operating strategy assures that in each instance of time, the aFRR 

requirements of the TSOs are met and the energy trading generates maximum revenues. 

Subsection 4.5.1 investigates time parameters relevant for the operating strategy, 

subsection 4.5.2 derives the maximum possible aFRR capacity (MW) a pool can offer, 

subsection 4.5.3 describes the handling of time slices in which aFRR must be provided and 

subsection 4.5.4 describes the handling of time slices without aFRR obligation.  

4.5.1 Continuous Intraday Market Rules 

As described in subsection 2.3.2, the smallest time period to be traded on the continuous 

intraday market is a 15 min block (tBlock) and the minimum lead time of sale is 5 min (tLead). 

To give trading partners an opportunity to consider and buy a certain block, some arbitrary 

time > 0 must be taken into account (tSale). This work assumes a sale opportunity time of 

tSale = 30 mins. Figure 4-2 illustrates aforementioned time constants for an exemplary 15 min 

block (hatched area). The decision point marks the instance in time at which the sell 

decision for the hatched block must be made. 

Aside from the intraday market prices, additional expenses apply when exchanging energy. 

These additional expenses are country-specific and consist of for example various taxes, 
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network charges, metering costs, concession fees, renewable energy surcharges and various 

apportionments. For each MWh of energy fed into the grid, the revenue is equal to the 

market price since the final consumer is charged for all additional expenses. If, however, 

energy is withdrawn from the electrical grid to e.g. charge the BESS, some specific expenses 

apply. For all calculations, this work uses the same fees that apply for the stationary M5BAT 

BESS located in Aachen. In total, 12.01 €/MWh are charged for each MWh obtained from 

the grid. This includes among others concession fees and multiple apportionments (power-

heat coupling, §19 Strom-NEV [240], etc.). 

 

Figure 4-2: Time Constants of the Intraday Market 

4.5.2 Determination of Maximum aFRR Capacity 

As described in section 2.1.1, units prequalified for aFRR are required to deliver the 

accepted capacity (MW) up to 4 h. Based on discussions with grid operators, an aFRR 

prequalified VPP must not rely on intraday recharging during a 4 h aFRR provision period. It 

cannot be guaranteed that an energy seller is available which in consequence means that 

the VPP must be capable to fulfil the 4 h criterion without external market recharge. The 

maximum capacity a standalone BESS can offer on the aFRR market is therefore given by 

equation (43):  𝑃aFRR_Standalone = min (𝑃Nom, 𝐸Nom4h ), (43) 

where 𝑃Nomrepresents the maximum power capabilities and 𝐸Nom represents the energetic 

capacity (in MWh) of the BESS. 

If, however, the BESS is operated in conjunction with a generation pool as described in 

section 4.2, more capacity can be offered on the aFRR market. This work only considers 
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positive aFRR as this is generally more profitable and, if combined with other generators, 

can be realized without a derating of generators. Figure 4-3 illustrates how energy can be 

recharged from the pool while the BESS provides aFRR. The total pool generation power 

(PPool), as the sum of all units (e.g. PV + Wind + Thermal), is given by the continuous line. 

Some of the total pool generation power is traded on various channels, e.g. on the day-

ahead market as indicated by the hatched blue area. Another share of the total pool 

generation power is reserved for recharging the BESS after an aFRR request. The reserved 

power is equal to the accepted aFRR capacity. If no aFRR energy is requested from the BESS, 

the reserve band can continuously be sold on the intraday market. The latter is indicated by 

the hatched red area. If, however, an aFRR request discharged the BESS, the reserve band 

can be used for recharging. Prediction uncertainties in the wind and PV generation are not 

particularly considered in this work. However, uncertainties could be compensated by the 

reserved power band or an extension of the reserved power band. 

 

Figure 4-3: Recharge strategy for aFRR Provision 

According to section 4.5.1, the decision to either sell or not sell a quarter-hour block on the 

intraday market must be made tSale + tLead before the start of the block. If in the worst case 

scenario, a full and continuously lasting aFRR request is triggered right after the decision to 

sell a block, the BESS must at least be able to provide the delivery duration (𝑡Delivery) as 

indicated by equation (44): 𝑡Delivery = 𝑡Sale + 𝑡Lead + 𝑡Block (44) 

If the pool continuously provides a reserve band over the aFRR product duration, the 

maximum possible aFRR capacity to offer (𝑃aFRR_Pool_max) is given by equation (45): 
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𝑃aFRR_Pool_max = min (𝑃Nom, 𝐸Nom𝑡Delivery)  (45) 

In case the generation profile of the pool does not continuously provide the possibility to 

recharge the BESS, the aFRR capacity to offer on the market is less then 𝑃aFRR_Pool_max. 

Figure 4-4 illustrates a generation pool scenario for the POS_04_08 aFRR product type (4 am 

to 8 am). From the start of the product type at 4 am until 6:30 am, in this example, no pool 

generation power is available to support the BESS in case energy must be recharged due to 

an aFRR request. 

 

Figure 4-4: Non-Continuous Pool Generation Profile 

The BESS must provide enough energy to answer a continuous full power aFRR request over 

that period. Due to energetic capacity limits of the BESS, the amount of aFRR capacity (MW) 

to offer on the market must be reduced. This work implements an algorithm to determine 

the maximum possible aFRR power as a function of the pool’s generation profile, the power 
capabilities of the BESS and the energetic capacity of the BESS. 

4.5.3 Active aFRR Period 

For periods in which aFRR must be provided (auction success), this section describes how 

energy is dispatched within the pool and traded on the electricity market. 

Each aFRR request triggered by the TSOs is instantaneously fulfilled by the BESS. Based on 

the merit-order position of the individual energy price bid, the set point power and request 

duration is derived. Since only positive aFRR is offered, the BESS only discharges.  

As explained in section 4.5.2, a power band from the pool’s generation profile is reserved to 
handle recharging the BESS. For each 15-minute block within the reserve band, a 

corresponding decision point marks the instance in time at which the decision to trade the 
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block on the intraday market or not (Figure 4-3) must be made. All energy discharged due to 

aFRR requests between two decision points will be recharged in the next possible 15-minute 

block. 

As illustrated by the hatched blue area in Figure 4-3, generation capabilities beyond the 

reserve band are traded on the day-ahead market. Other trading options on the power 

exchange or Over-the-Counter (OTC) are possible as well (chapter 2) but due to simplicity 

are neglected in this work. The day-ahead market serves as a reference trade scenario. 

Some generation types, such as thermal power plants, are often operated below their 

nominal capacity. The leftover generation capabilities can be used to recharge the BESS. 

Arising marginal costs due to for example lignite consumption are considered in this work. 

If recharging from the pool generation is not possible, energy is recharged from the intraday 

market. Intraday recharge is only triggered as a last resort to bring the SoC back to 100% at 

the end of an aFRR product period. The latter applies for instance in BESS standalone 

operation or if the pool does not provide the generation capabilities. In each scenario of this 

work, the considered BESS (with an optional pool of generation units) fulfils the 

requirement of continuously providing aFRR for 4 h without relying on recharging from the 

intraday market. 

Depending on the location of the BESS, additional expenses, as explained in subsection 

4.5.1, might apply for recharging energy. This applies for example in scenarios in which the 

BESS is not located on-site of a coupled unit such as a wind farm. Recharging involves using 

the public electrical grid, which in turn causes aforementioned expenses. This work 

considers both scenarios, on-site and off-site coupling. 

4.5.4 Inactive aFRR Period 

This section describes the dispatch and trading of resources in time periods in which there is 

no obligation to provide aFRR (e.g. lost auction). 

All power capabilities of the generation units are traded on the day-ahead market. As 

before, other trading options would be possible but are not subject to investigation in this 

work. The decision to trade all energy on the day-ahead market can be taken after the 

results of the aFRR auction are published. Market closing for the day-ahead market is at 

12 pm and results of the aFRR auction are published at 9 am the day before delivery. As 

illustrated in Figure 4-5, no power is reserved for recharging the BESS. 

If an active aFRR period is followed by an inactive aFRR period, energy might be discharged 

from the BESS at the end of the aFRR period. In such a case, recharging from the pool is not 
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possible since all energy is already sold on the day-ahead market. To bring the SoC of the 

BESS back to 100 %, energy is bought from the intraday market. 

 

Figure 4-5: Trading of Pool Capabilities during Inactive aFRR Period 

To utilize the otherwise unused capacity of the BESS, the operating strategy considers 

arbitrage trading on the intraday market. The arbitrage algorithm implemented in this work 

is based on [241,242] and has been extended to handle the properties of BESS. It was 

shown, that the algorithm reaches the global optimum for profit [233,241]. Within a 

predefined time period, the algorithm identifies pairs of charging/ discharging periods. The 

first pair consist of the quarter-hour block with the lowest and the quarter-hour block with 

the highest intraday price. To be considered a potential pair, the arbitrage algorithm forces 

a price spread above a predefined threshold. More on how the threshold can be quantified 

is given at the end of this subsection. The second pair covers the second highest price 

spread of all remaining quarter-hour blocks, and so on. According to the identified pairs, a 

schedule is created which maximizes the revenues. In the second step of the algorithm, the 

schedule is adapted in order to not violate the SoC boundaries of the battery. Only SoC 

values between 0 % and 100 % are possible. The least economic beneficial 

charging/discharging blocks are reduced accordingly. At the end of each inactive aFRR 

period, a target SoC of 100 % must be reached. The target SoC assures that the 

requirements for providing e.g. aFRR in the next block are satisfied. In the third step of the 

arbitrage algorithm, the schedule is again adapted to meet the target SoC requirement. 

The predefined price spread threshold depends on the calendric battery ageing, cyclic 

battery ageing (section 4.6), energetic BESS efficiency and applying recharge taxes 

(subsection 4.5.1). From a battery ageing perspective, the end-of-life criterion can be 

reached first by either cyclic activity or calendric ageing. If the calendric lifetime exceeds the 

cyclic lifetime, the threshold in the arbitrage algorithm should be higher than the sum of the 

cyclic ageing costs, energetic losses and applying recharge taxes. Price spreads below latter 
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threshold would not be economically beneficial. If, however, the estimated calendric 

lifetime is lower than the estimated cyclic lifetime, the cyclic ageing costs can be neglected 

in the price spread threshold. In this scenario, the cyclic activity does not change the lifetime 

of the BESS. The price spread threshold is based only on the sum of energetic losses and 

applying recharge taxes. In general, latter considerations hold true if only little cyclic activity 

is targeted or the battery technology allows a long cycle life (e.g. lithium-titanate). So far, 

the calendric ageing costs were neglected in the derivation of the price spread threshold. If, 

however, two arbitrage blocks occur far apart in time from each other, the average SoC of 

the battery changes. The change of the average SoC has a direct impact on the calendric 

ageing (see section 4.6). Since in this work, most arbitrage activity is within a few hours, this 

effect is considered minor. 

4.6 Battery Model 

To estimate the costs associated with battery aging, this work implements a battery model 

based on [243]. The model was chosen since reasonably accurate results for arbitrary 

operating profiles can be achieved. In addition, the proposed model was fitted to a lithium 

ion manganese oxide (LMO) cell chemistry, which matches the largest battery technology 

used in the BESS located at the RWTH Aachen University. By combining theoretical battery 

degradation analysis with experimental observations, the model is described as semi-

empirical. Battery deterioration is divided into a calendar component given by equation (46) 

and a cyclic component given by equation (47). 𝑓cal = 𝑆𝑡(𝑡) ∙ 𝑆𝜎(𝜎) ∙ 𝑆𝑇(𝑇)  (46) 𝑓cyc = 𝑆𝛿(𝛿) ∙ 𝑆𝜎(𝜎) ∙ 𝑆𝑇(𝑇)  (47) 

Each factor represents a specific stress model, where 𝑆𝑇(𝑇) denotes a stress model for 

temperature based on Arrhenius’ equation [244], 𝑆𝑡(𝑡) denotes a (linear) time stress model, 𝑆𝜎(𝜎) denotes a SoC stress model originating from [245] and 𝑆𝛿(𝛿) denotes a DoD stress 

model. For a more detailed description, reference is made to [243]. Battery degradation 

further depends on the current state of life, with a significantly higher rate during the early 

cycles than during the later cycles. A major cause of the early degradation is rooted in the 

formation of the Solid Electrolyte Interphase (SEI) film [246,247]. To correctly model the 

aging behavior, the proposed model implements a linear and non-linear component. The 

high accuracy of the proposed model was demonstrated on mixed-cycle operations 

(Dynamic Stress Test Cycling) data provided by the manufacturer of the LMO cell. 

The model is adaptable to different types of lithium-ion batteries by fitting the coefficients 

to specifications provided either by the manufacturer or to conducted cell measurements. 
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Depending on the cell-chemistry, each stress model can be replaced with a suitable 

alternative.  

To cope with the irregular charging/ discharging pattern resulting from the operating 

strategy (section 4.4), the frequently used Rainflow algorithm has been implemented. 

Originating from materials science, the algorithm has been used to analyze the aging of 

materials in stress-strain tests [248]. It is also widely used in battery ageing estimation since 

the problem structure is quite similar [243,249]. In its basic idea the charging and 

discharging can be considered separately and each process is counted as a half-cycle. Half 

cycles are counted by their depths of discharge and combined to full cycles. 

Figure 4-6 illustrates the capacity degradation over the equivalent number of cycles 

performed by the LMO battery. In this work, the fast decay in capacity within the first 

around 500 cycles is not considered. The latter is justified by this work’s simulation time 
range of less than one year, which corresponds to a few hundred cycles. Considering the 

non-linearity would overestimate the battery ageing. 

 

Figure 4-6: Degradation curve of lithium-ion LMO cell. Test data and fit of the non-linear SEI 

model. Figure based on [243]. 

Based on the charge/ discharge time series resulting from the operating strategy, this work 

derives the differential loss in capacity. The implemented battery-ageing model considers 

cyclic operations as well as standby periods to estimate the differential capacity loss. As 

described in section 4.4, a battery system price of 189 €/kWh is assumed. Together with the 

differential capacity loss, the monetary loss can be estimated. 
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4.7 Optimization 

The economic viability of the proposed pool configurations (section 4.2) strongly depends 

on the submitted capacity bid and energy bid prices. This section presents the optimization 

approach of finding the most economic bid tuple for an individual pool configuration. 

Subsection 4.7.1 calculates the boundaries passed to the optimizer, subsection 4.7.2 derives 

an aFRR request time series based on a prediction of the total request duration (section 

3.2), subsection 4.7.3 describes the objective function and subsection 4.7.4 briefly presents 

the algorithm of the solver.  

4.7.1 Boundaries 

For each aFRR product type under consideration, the search space of the optimization 

problem consists of a capacity price and an energy price. Both optimization variables are 

subject to certain boundaries applied in this work. 

Currently, the aFRR regulations do not limit the capacity price, which in theory allows price 

offers between ± ∞. In practice, however, capacity prices have not been negative and a 

capacity price of 0 €/MW corresponds to a very high acceptance probability in the auction 

process. This work sets the lower boundary to 0 €/MW and the upper boundary to 
100 €/MW. 

Due to energy price gambling in the past, the energy price has been regulated to be within 

± 9999 €/MWh. This work further restricts the energy price to be not lower than the 

minimum intraday price payed during the aFRR period under consideration. If more 

revenues can be generated on the intraday market, there is no incentive to participate in 

the aFRR market. In addition, the energy price is forced to be higher than the cyclic ageing 

costs of the battery. Based on a full cycle analysis, the differential costs for charging and 

discharging 1 MWh of energy are derived from the battery model presented in section 4.6. 

Calendric ageing costs are excluded in the lower boundary since economic benefits can be 

achieved even if not the full calendric ageing costs are compensated. The upper boundary of 

the energy price is set to the highest energy bid of the past month. 

4.7.2 Estimation of the aFRR Request Time Series 

Since the accurate aFRR request time series is unknown at the time an aFRR bid tuple must 

be submitted, this section derives a strategy to predict an exemplary time series that can be 

used by the optimizer to estimate the revenues. The first step in deriving a time series is to 

obtain a prediction for the total expected aFRR request duration. 

A prediction methodology for deriving key quantities of the aFRR market was presented in 

section 3.2. To obtain a prediction of the total aFRR request duration, the list of successful 

bids is first sorted ascending by energy price (merit order) and then grouped into 10 blocks 
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of equal capacity (MW). If the total tendered capacity is e.g. 1880 MW, each block covers 

188 MW. For each of the 10 blocks, two prediction models are trained with data of the past. 

The first model is used to predict the mean energy price and the second model is used to 

predict the mean total aFRR request duration. Both models return a prediction for the next 

day. Figure 4-7 illustrates the prediction methodology for an exemplary day and aFRR 

product type. Each value marked with a cross represents the mean energy price prediction 

and each encircled value represents the prediction of the mean request duration. For an 

arbitrary choice of energy price, the corresponding request duration is graphically obtained 

as follows: 

1. All energy price predictions are linearly interconnected (dashed line in Figure 4-7). 

Every possible energy price chosen by the optimizer is located somewhere on the 

dashed interconnection line. Possible positions are between two predicted energy 

prices, left from the first block mean value or right from the last block value. 

2. All request duration predictions are linearly interconnected (continuous line in 

Figure 4-7). Starting from the position of the energy price, a vertical line is drawn 

until the continuous request duration line is crossed. The intersection point marks 

the desired request duration corresponding to the energy price. 

In summary, the predicted request duration is obtained by linearly interpolating between 

the energy price predictions and the request duration predictions. 

 

Figure 4-7: aFRR prediction methodology: Total request duration and energy price. 

After having obtained a prediction for the total request duration, a high resolution time 

series must be generated which can be fed into the operating strategy. The process of 
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mapping one value to a high resolution time series involves many degrees of freedom. It is 

impossible to accurately predict the future request time series. However, the pattern of the 

time series influences the battery ageing. Long lasting continuous requests correspond to 

deep cycles and an increased capacity loss whereas many short requests correspond to less 

stress on the battery. In this work the following approach was conducted: The first hour of 

the total request duration is assumed to be continuously requested. All remaining time is 

assumed to be requested in multiple small cycles for the battery. This request distribution 

represents one an arbitrary realization which aims at not beeing extreme in any direction 

regarding battery ageing.  

4.7.3 Objective Function 

For each possible combination of capacity and energy price, the objective function is able to 

calculate the expected revenues by applying the operating strategy as described in section 

4.5. As opposed to the approach presented in [15], a separate optimization process is 

conducted for each aFRR product type. This reduces the number of optimization variables to 

two (capacity and energy price). Aside from the significantly reduced computation time, a 

minor drawback is that arbitrage trading can only be considered within one aFRR product 

type range. However, when evaluating the overall profit based on the true auction outcome 

(section 4.9), arbitrage trading spanning multiple aFRR product types is considered. 

In search of the maximum revenues, the optimizer samples various combinations of capacity 

and energy prices. As described in section 3.7, the acceptance probability 𝐺(𝐵C, 𝐵E) 

depends on the choice of capacity price 𝐵C and energy price 𝐵E. For each choice, two 

outcomes are possible. Either the aFRR bid tuple is accepted or not. Equation (48) states the 

objective function which calculates the total expected revenues 𝐵Total as a function of 𝑃C 

(offered aFRR capacity), 𝐵C and 𝐵E. Table 4-3 describes each component of the objective 

function. 𝐵Total(𝑃C, 𝐵C, 𝐵E) = 𝐺(𝐵C, 𝐵E) ∙ (𝐵CaFRR(𝑃C, 𝐵C) + 𝐵EaFRR(𝑃C, 𝐵E) + 𝐵DA + 𝐵ID − 𝐶IdleGen − 𝐶BESSAge)+ (1 − 𝐺(𝐵C, 𝐵E)) ∙ (𝐵DANoaFRR + 𝐵Arbitrage − 𝐶BESSAgeNoaFRR) 

(48) 

The first summand of the objective function describes the case in which a successful bid 

tuple was submitted. All revenues generated from the operating strategy in section 4.5.3 

are multiplied by the expected acceptance probability. The second summand covers the 

opposite case by multiplying the inverse probability with the revenue potential if no aFRR 

obligation exists. By using the optimization algorithm described in subsection 4.7.4, a bid 

tuple is searched which maximizes the total expected revenues 𝐵Total. 
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Table 4-3: Components of the objective function 

Variable Meaning 𝐺(𝐵C, 𝐵E) Acceptance probability for a specific bid tuple in the aFRR auction. 

Depending on the auction design, this is a function of 𝐵C only or of 𝐵C 

and 𝐵E (mixed price). 𝑃C Offered aFRR capacity in MW 𝐵CaFRR(𝑃C, 𝐵C) Capacity based aFRR revenue based on 𝑃C and 𝐵C. 𝐵EaFRR(𝑃C, 𝐵C) Energy based aFRR revenue based on 𝑃C and 𝐵E. 𝐵DA Revenues raised on the day-ahead market for trading some of the 

generation capabilities of the pool (section 4.5.3). 𝐵ID Revenues raised on the intraday market resulting from trading the 

reserve band as explained in subsection 4.5.3.  𝐶IdleGen Sum of marginal costs for activating the idle capacities of generation 

units (section 4.5.3).  𝐶BESSAge, 𝐶BESSAgeNoaFRR 

Differential ageing costs for the BESS. This includes ageing of the 

battery cells due to calendar and cyclic ageing (section 4.6) as well as 

ageing of all other components in the system (section 4.4). 𝐵DANoaFRR Revenues raised on the day-ahead market for periods without aFRR 

obligations (section 4.5.4). 𝐵Arbitrage Arbitrage revenues yielded on the intraday market for periods 

without aFRR obligations. 

4.7.4 CMA-ES Optimization Algorithm 

The calculations involved in evaluating the objective function are rather complex. For each 

evaluation, the operating strategy is executed which in turn includes the battery model and 

depends on the wholesale market prices, the relatively random aFRR call pattern and the 

generation capabilities of the pool. Because of this complexity, a direct formula to 

determine the perfect bid tuple does not exist. The optimization problem can be described 

as non-linear, derivative-free, not necessarily convex and potentially ill-conditioned. 

In this work, the Covariance Matrix Adaption Evolutionary Strategy (CMA-ES) Optimizer is 

used [250]. CMA-ES is a flexible yet robust algorithm to solve black box problems. The 

algorithm belongs to the class of evolutionary strategies. These optimizers create a 

population of candidate solutions (individuals) which are spread out according to a 

multivariate normal distribution and the value of the objective function. In each iteration 

(generation) new individuals are generated which are closer to the optimum. CMA-ES has 

been successfully applied in numerous applications [251]. It has the convenient property of 

only having very few parameters to be set. This includes an initial solution guess, an initial 
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step size, boundaries for the search space and a population size (candidate solutions per 

iteration). The main challenge is to define a population size as such that a good trade-off 

between accuracy and calculation time is found. A too small population size potentially 

misses maxima while a too large population requires unnecessarily long calculations. In this 

work, a population size stated by equation (49) and recommended by [252] was followed. 

The number of optimization variables is represented by 𝑛𝑠. 𝑛PopulationSize = 4 + 3 ∙ ln (𝑛𝑠) (49) 

4.8 Multi Agent Software Framework 

Multi-agent environments are frequently used in the analysis of market structures in which 

participants can interact with one another. In this work, the JADE multi-agent environment 

developed by Telecom Italia Lab is used [253]. It allows the creation of so-called agents, 

which are individual software components able to interexchange messages with one 

another. Agents are executed simultaneously, each in an individual thread. 

Figure 4-8 illustrates a flowchart of how agents interact when simulating an aFRR auction. 

The steps are as follows: 

1. The Management Agent triggers an auction for a specific date and provides global 

parameters for the simulation. 

2. The Auction Agents mimics the behavior of the TSOs by conducting the procurement 

process. Agents capable of providing aFRR are requested to submit a bid tuple. 

3. Bidding Agents wishing to participate in the auction request data from the Data 

Agents. This data includes for example aFRR related data or prices on the wholesale 

market. Concurrently, data is requested from the Prediction Agents, which provide 

aFRR market prediction quantities for the corresponding date.  

4. Data is received from the Data Agents and the Prediction Agents. The internal 

optimization process of the Bidding Agent is triggered to obtain the individual best 

bid tuple. 

5. All bid tuples from participating Bidding Agents are send to the Auction Agent to 

evaluate which bids won the auction. A detailed revenue analysis as of section 4.9 is 

conducted. 

The following subsections provide a more detailed description of each agent. 
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Figure 4-8: Schematic of the multi-agent framework for the aFRR market simulation 

4.8.1 Management Agent 

The Management Agent is the first instance that is executed within the developed software 

framework. Aside from the simulation period, the pool configuration (section 4.2) and 

market parameters (subsection 4.5.1) are defined. All subsequent agents are instantiated as 

well. 

4.8.2 Auction Agent  

The Auction Agent conducts the procurement and auction process for the aFRR market. It 

mimics the functionality of the web platform regelleistung.net operated by European TSOs. 

Auctions are instantiated, bids are received from all participants and successful bids are 

published.  

4.8.3 Data Agents 

Three different Data Agents provide access of historic data to the other agents in the 

framework. The first Data Agent parses relevant historic aFRR market data, which includes 

request time series, anonymous bids and mixed price factors. Pricing information of the 

intraday and day-ahead market is provided by the second agent. The third Data Agent 

covers generation profiles of various technical facilities such as thermal power plants or 

renewable generation.  

4.8.4 Prediction Agents 

The Prediction Agents used in this work implement the prediction methodology of the aFRR 

market as described in section 3.2. Each Bidding Agent can benefit from the predictions of 

the next day. The quantities being predicted include the aFRR capacity price, the aFRR mixed 

price, the aFRR energy prices and the aFRR request durations. 

4.8.5 Bidding Agents 

Bidding Agents participate in the auction process by submitting a bid tuple to the Auction 

Agent. This work considers two different types of Bidding Agents. 
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The first type mirrors the behavior of submitted bids in the real market. Each agent 

represents one historical bid tuple. This approach was followed because too little 

information is available about each market participant to derive the respective bidding 

strategy. Because of the anonymous bid result publishing, it is not even possible to track a 

participant across multiple consecutive auctions. Deriving bidding strategies based on 

incomplete information would thus decrease the reliability of the simulation results. 

The second type of Bidding Agents implements the strategy as explained in this chapter. 

This includes amongst others the operating strategy (section 4.5), the battery model 

(section 4.6) and the optimization process for obtaining a bid tuple (section 4.7). 

4.9 Simulation Output 

This section describes the result output data, which is generated by running the aFRR 

simulation. For each submitted bid (including historical bids), the revenues generated on the 

aFRR market are derived. The total revenue stream is divided into capacity price based 

revenues and energy price based revenues for each aFRR product type.  

For the bidding and operating strategy presented in this chapter, a detailed revenue and 

cost analysis is generated. The first part of the analysis provides a summary for a full day. 

This includes traded energy on each market (intraday and day-ahead), money exchanged on 

each market (intraday and day-ahead), marginal costs due to recharging from idle 

generation capabilities, differential battery ageing costs, battery capacity loss, differential 

system ageing costs, revenues for each aFRR product type (both capacity and energy price 

based), taxes and overhead due to annuity payments. 

Further, a time series data file is written which at a 15-minute resolution includes the 

requested aFRR energy, SoC of the BESS, profile of the generation pool, traded energy on 

both intraday and day-ahead market and recharges from idle capabilities.  
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5 Results 

This chapter is based largely on two previous publications of the author and is divided into 

two parts [5,224]. Section 5.1 presents the aFRR market prediction results, which serve as 

an input for the proposed bidding strategy. Building on these results, section 5.2 presents 

the simulation results of a battery storage system participating on the aFRR market by using 

the proposed bidding strategy of chapter 4.  

5.1 Electricity Market Prediction 

Following the market prediction methodology described in section 3.2, three different 

prediction quantities are considered. Subsection 5.1.1 presents prediction results of various 

models for the marginal mixed price. Results for predicting the average energy price for a 

group of participants can be found in subsection 5.1.2. Predictions on the deployment 

duration are presented in subsection 5.1.3. All predictions and simulations are conducted 

for the time period between October 20th, 2018 and June 20th, 2019. 

5.1.1 Mixed Price Prediction 

Since a separate aFRR auction is held for each of the six negative and positive time slices, 

twelve marginal mixed prices are subject to prediction. The following four subsections 

analyze the prediction results for each of the four models presented in section 3.13. A 

detailed result presentation is provided for the NEG_00_04 and POS_08_12 aFRR product. 

These two products serve as examples for all aFRR product types and were chosen 

randomly. An overall result summary for each aFRR product and prediction model is 

provided in subsection 5.1.1.5. 

5.1.1.1 Exponential Smoothing 

This subsection is structured as follows: Starting with the NEG_00_04 product, results for 

the persistence and exponential smoothing model are presented. The same steps are 

repeated for the POS_08_12 product. 

Table 5-1 lists the performance of various exponential smoothing models on the time series. 

The first nine columns represent parameters of the model as described in section 3.13.2. If a 

model parameter is set to “auto”, it is automatically optimized by the underlying framework 

with respect to the properties of the time series. Both, the trend and seasonal component 

can be either additive (“add”) or multiplicative (“mul”). The latter six columns state the 
error measures as described in section 3.8 for both training and test set. The best 

performance on a particular error measure in is printed in bold.  
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Table 5-1: Performance of five best exponential smoothing models and persistence model 

(last row) on the NEG_00_04 product. 
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auto auto auto auto mul no mul 7 yes 23.7 27.6 13.4 13.4 56 57 

auto auto auto auto add no mul 7 yes 23.8 26.5 13.7 12.4 54 62 

auto auto auto auto none no mul 7 yes 23.8 26.5 13.7 12.4 54 62 

auto auto auto auto add yes mul 7 yes 23.8 26.6 13.7 12.4 54 62 

auto auto auto auto none no add 7 yes 24.0 26.6 13.8 12.1 59 62 

1 0 0 0 none no none 0 no 30.0 28.4 15.4 14.0   

An 85 % / 15 % training / test set division was applied. The persistence model (subsection 

3.13.1) is a special case of the exponential smoothing model with a parameter set as given 

by the last row of Table 5-1. Due to the simplicity of the model, all corresponding error 

measures serve as a reference for more sophisticated models. 

 

Figure 5-1: One-step ahead forecasts of the persistence model. The figure shows an extract 

of the full time series for the NEG_00_04 product. For both training and test data, real values 

and forecasts are illustrated. 
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Figure 5-1 illustrates the last 50 days of the time series with corresponding one-step ahead 

predictions of the persistence model. Each predicted value is equal to the corresponding 

real time series value one time step (day) backwards. 

A detailed residual analysis of the persistence model on the test set is illustrated by the four 

plots in Figure 5-2. Reference is made to section 3.12, which states four properties 

indicating a good model fit. None of the spikes in the bottom right correlogram is above the 

significance level illustrated by the blue shaded area, thus indicating uncorrelated residuals. 

With a value of 0.03, the mean of the residuals is close to zero. As illustrated by the 

histogram and the Q-Q plot, residuals are not normally distributed. In particular, the mid-

June 2019 spike was not captured well by the model. Overall, the persistence model 

performs remarkably well on the time series. The strong correlation with the previous time 

step indicates that bidders make strong use of previous auction outcomes rather than 

relying on external factors or variable costs. However, the results encourage applying more 

sophisticated models, which could reveal even better results. 

 

Figure 5-2: Residuals of the persistence model on the NEG_00_04 product. 

As for the exponential smoothing model, all possible parameter combinations were 

evaluated (grid-search). Subsection 3.13.2 describes the parameters in more detail. The first 
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five rows of Table 5-1 show the best performing parameter sets according to the MAE of the 

training set. The model with the lowest MAEtrain value is shown in the first row. Best model 

selection is based on the MAE to prevent overweighting the effects of outliers present in the 

time series. Outliers have a stronger influence on the RMSE than on the MAE. This thesis 

favors predictions that over a wide range of data samples are close to the true values as 

opposed to lucky guesses of outliers. Since the exponential smoothing model only has very 

few internal parameters, overfitting is less a problem than for more complex models such as 

neural networks. A separate validation set is therefore not required and model selection can 

be done by considering the performance on the training set. The performance of the test set 

must not be used for model selection since this corresponds to fitting to the test data, which 

subsequently falsifies conclusions on unseen data. All five best models have very similar 

performance values across the various measures. Notably, the best model in terms of 

performance on the training set is does not yield the best performance on the training set 

data. Common to the five best models is the weekly seasonality and the applied Box-Cox 

transformation. Whether the trend or seasonal component is additive or multiplicative does 

not significantly influence the performance. 

 

Figure 5-3: One-step ahead forecasts of the exponential smoothing model that yields the 

best performance on the training set. The figure shows an extract of the full time series for 

the NEG_00_04 product. For both training and test data, real values and forecasts are 

illustrated. 
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As expected, though, the performance of the best exponential smoothing model is better 

than the performance of the persistence model. However, as illustrated by Figure 5-3, not 

all trends are predicted accurately with the highest deviation at the outlier in mid-June 

2019. Residuals, as illustrated by the four plots in Figure 5-4, are similar to the residuals of 

the persistence model. However, both the histogram and the Q-Q plot reveal a slightly more 

Gaussian-like distribution. 

 

Figure 5-4: Residuals of the exponential smoothing model that yields the best performance 

on the training set for the NEG_00_04 product. 

Table 5-2 summarizes the results of the three best performing exponential smoothing 

models and the persistence model on the POS_08_12 marginal mixed price time series. In 

terms of the training set errors, the exponential smoothing models perform better than the 

persistence model. Surprisingly, the two models with the lowest errors (RMSEtrain and 

MAEtrain) on the training data perform worse on the test set data than the persistence 

model. 
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Table 5-2: Performance of three best exponential smoothing models and persistence model 

(last row) on the POS_08_12 product. 
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auto auto auto auto add no mul 7 yes 17.5 7.0 7.7 4.8 67 62 

auto auto auto auto none no mul 7 yes 17.5 7.0 7.7 4.8 67 62 

auto auto auto auto mul no none 0 yes 18.6 6.0 8.4 4.1 52 68 

1 0 0 0 none no none 0 no 22.6 6.2 9.5 4.3   

5.1.1.2 Seasonal Autoregressive Integrating Moving Average 

Together with the parameters as explained in subsection 3.13.3, Table 5-3 lists the five best 

performing SARIMA models. The best models were obtained by conducting a grid-search 

over a wide parameter range. In comparison with one another, the models achieve very 

similar performance. All models have in common that autoregressive predictors up until 

order 9 (parameter p) are used and differencing is not applied (parameters d and D). The 

order of the moving average component (parameter q) does not significantly influence the 

outcome. In addition, seasonal components do not increase the performance.  

Table 5-3: Performance of five best SARIMA models on NEG_00_04 product 

p d q P D Q m R
M

S
E

tr
a

in
 

R
M

S
E

te
st

 

M
A

E
tr

a
in

 

M
A

E
te

st
 

D
ir

tr
a

in
 [

%
] 

D
ir

te
st

 [
%

] 

9 0 3 0 0 0 0 24.5 27.9 14.0 15.4 49 51 

9 0 2 0 0 0 0 24.5 27.8 14.0 15.4 49 51 

9 0 1 0 0 0 0 24.6 27.7 14.1 15.3 49 52 

9 0 0 0 0 0 0 24.6 27.7 14.1 15.3 49 52 

9 0 4 0 0 0 0 24.6 28.3 14.1 15.0 49 57 

Comparing the performance of the SARIMA models with the persistence model reveals a 

better performance on the training data but worse performance on the test data. This is 

confirmed by Figure 5-5 which illustrates high deviations between predictions and real 

values of the test set. The latter is surprising but might be due to overfitting the internal 

model parameters to the training data.  

Residuals of the best performing SARIMA model are analyzed in Figure 5-6. The histogram 

and the KDE plot show a Gaussian-like distribution with certain deviations from an ideal 



5.1 Electricity Market Prediction 97 

 

 

 

Gaussian distribution. Due to these deviations, native prediction intervals (see section 

3.13.3) might not be accurate (see also Q-Q plot). The mean of the residuals is 1.79 for the 

training set and 1.59 for the test set. Latter non-zero means are due to price spikes not 

predictable by the SARIMA model and only occurring in positive direction. Downward spikes 

with very low mixed marginal prices are not present in the time series (see Figure 2-10). 

None of the spikes in the correlogram is above the significance level, thus changing model 

parameters is unlikely to improve the performance. The latter is verified by the grid-search 

parameter evaluation. 

 

Figure 5-5: One-step ahead forecasts of the SARIMA model that yields the best performance 

on the training set. The figure shows an extract of the full time series for the NEG_00_04 

product. For both training and test data, real values and forecasts are illustrated. 

Applying various SARIMA models on the POS_08_12 time series reveals different results. 

The best-performing models as regards the MAEtrain use autoregressive predictors of order 5 

or 6 and no other SARIMA components. Other models with a higher or lower order of the p-

parameter achieve slightly worse results. As with the NEG_00_04 time series, differencing is 

not applied and seasonal components are not used for best results. In terms of the MAEtrain, 

all top five models perform better than the persistence model. On the test set however, 

only two models achieve similar or better results. 
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Figure 5-6: Residuals of the SARIMA model that yields the best performance on the training 

set of the NEG_00_04 product. 

Table 5-4: Performance of the five best SARIMA models on the POS_08_12 product 
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5 0 0 0 0 0 0 18.1 6.3 8.2 4.7 58 65 

6 0 0 0 0 0 0 18.0 6.3 8.2 4.4 59 68 

7 0 0 0 0 0 0 17.9 6.1 8.3 4.2 58 70 

4 0 0 0 0 0 0 18.1 6.4 8.3 4.7 60 65 

9 0 2 0 0 0 0 17.7 6.1 8.4 4.3 60 68 

5.1.1.3 Neural Network 

Due to the complexity of neural networks and the large hyperparameter space, a Bayesian 

hyperparameter optimization approach as described in section 3.10 was chosen. Table 5-5 

gives an overview of the hyperparameter space available to the optimizer. In total, 800 

models were evaluated for each aFRR product type to find well performing hyperparameter 

sets.  
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Table 5-5: Hyperparameter space used for Bayesian optimization of neural network models 

Hyperparameter Parameter Range 

Feature vector 1,2,3,4,5 

Normalization method minmax, z-score 

Hidden layers 1 – 70 

Neurons 5 – 150 

Activation function ReLU, tanh 

Learning rate 0.0 – 0.2 

Batch size 1 – 40 (data samples) 

Lasso regression (L1)  0.0 – 0.5 

Ridge regression (L2) 0.0 – 0.5 

Dropout 0.0 – 0.4 

Loss function MAE, MSE 

The computational effort to train and evaluate a model depends on the model complexity 

(hyperparameter selection). On a 32-core Intel Xeon E5-4620 v2 CPU based system, the 

average processing time for a single model is 2 min, 20 s. Because of the high computational 

effort for each model, time series cross validation (see section 3.11) or ensemble learning 

with differently initialized weights were not applied during the hyperparameter 

optimization process. As described in section 3.4, samples of the time series are divided into 

a training (70 %), validation (15 %) and test (15 %) set. The validation set is used to early-stop 

the learning process to prevent overfitting to training data. Models are compared with one 

another based on the MAE performance on the validation set. Table 5-6 and Table 5-7 list 

different model realizations with the first three models representing those with the best 

MAEvalid performance (NEG_00_04 aFRR product type). The best performing models have 

some properties in common. They either use feature vector 1 or 4, which indicates that 

exogenous data sources (see section 3.3) support the prediction. Both aforementioned 

feature vectors include all data sources (see section 3.3). A detailed analysis as to which 

data sources contribute the most to the performance was not conducted. For most model 

evaluations, min-max normalization in combination with ReLU activation functions 

performed best. However, model 5 of Table 5-6 yields a remarkably high performance with 

z-score normalization and tanh activation functions. Superior results are achieved on the 

RMSE of the validation and test set as well as on direction of change forecasting for the 

validation set (Dirvalid). 

Model 4 has the same hyperparameter set than model 1 but for demonstration purposes 

uses time series cross validation to predict the test set samples. If cross validation is applied, 

the MAE on the test set decreases from 25.6 to 18.1. The latter is according to expectations, 

since more data samples are used during the learning process. However, the performance 

on the training and validation set unexpectedly decreases. In theory though, the 
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performance on the training and validation set should not change by cross validation since 

the process for obtaining predictions is the same. 

Table 5-6: Hyperparameter configuration for six neural network models applied on the 

NEG_00_04 product. 
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1 4 minmax 1 70 0.1 23 0.37 0.25 0.02 ReLU MSE no 

2 4 minmax 5 38 0.01 23 0.07 0.03 0.03 ReLU MSE no 

3 4 minmax 1 38 0.1 23 0.37 0.25 0.02 ReLU MSE no 

4 4 minmax 1 70 0.1 23 0.37 0.25 0.02 ReLU MSE yes 

5 1 z-score 1 51 0.1 32 0.37 0.26 0.01 tanh MSE yes 

6 4 z-score 2 30 0.01 24 0.02 0.02 0.02 ReLU MSE no 

Table 5-7: Performance of neural network models as defined in Table 5-6. Of all 800 model 

evaluations, the first three models perform best as regards the MAEvalid. 
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1 20.1 16.1 37.8 13.1 7.7 25.6 73 50 62 

2 20.0 16.7 29.6 13.1 8.0 16.2 73 53 70 

3 20.1 16.4 40.4 13.3 8.1 26.8 73 50 70 

4 22.1 15.7 32.6 17.0 9.2 18.1 59 44 59 

5 7.2 14.0 29.0 4.7 8.2 16.5 86 61 65 

6 1.4 20.5 57.2 1.1 12.6 28.4 93 42 62 

 

Most likely, the difference arises from the fact that weights in the neural network are 

initialized with different random values at each execution. As explained in the following, this 

thesis does not use a constant seed for the pseudorandom number generator. If the model 

is repeatedly evaluated with the same set of hyperparameters, each time a different result 

is obtained. In contrast, a constant seed would generate the same results in each run. 

However, using a constant seed does not capture the stochastic behavior of neural 

networks. In consequence, a preselected constant seed could just be lucky or unlucky outlier 

for a particular choice of hyperparameters and therefore give a very biased view on that 

particular choice of hyperparameters. The Bayesian hyperparameter optimization technique 

used in this work is capable of working with stochastic functions. It not just holds an 



5.1 Electricity Market Prediction 101 

 

 

 

estimate of the true underlying function (outcome of neural network) but also captures 

information on how uncertain that estimate is. For variance estimation, a model can be 

evaluated multiple times. To present an insight into the variance associated with the 

random weight initialization, Table 5-8 gives an overview of 100 model evaluations (with 

differently initialized weights) for a hyperparameter set according to model 1. 

Table 5-8: Statistical properties of 100 evaluations of the first NN model on the NEG_00_04 

product type. Weights are randomly initialized for each training process. 
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Mean 20.3 16.1 38.9 14.3 8.6 24.5 

Standard deviation 1.4 0.4 2.2 1.8 0.5 1.9 

Most of the mean error measures are close to the error measures of the one specific model 

realization in Table 5-7. However, the mean MAE on the validation set with a value of 8.6 is 

much higher than the best performing models as of Table 5-7. Together with the standard 

deviation of 0.5, the one specific model appears to be a lucky outlier. The standard 

deviations in Table 5-8 quantify to which extend the performance varies with respect to the 

weight initialization.  

 

Figure 5-7: Epochs plot of the best performing neural network model. 
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All best performing models use MSE as a loss function during the training process. If instead 

MAE is used as the loss function, the model does not properly learn the dynamics of the 

time series and often returns the average time series value for all samples. 

Further, the best performing neural networks are not deep and do not exhibit many 

neurons. All models in Table 5-6 have less than 5 hidden layers and less than 70 neurons per 

hidden layer. 

No clear tendency as regards L1 and L2 regularization was observed since within the top 10 

best performing models almost the whole hyperparameter range as of Table 5-5 is present. 

Dropout probability though is less than 0.15 for the top 10 best performing models. 

 

Figure 5-8: One-step ahead forecasts of the best performing neural network model. The 

figure shows an extract of the full time series for the NEG_00_04 product. Real values and 

forecasts are illustrated for both validation and test data. 

Figure 5-7 illustrates the MSE performance on the three data sets over the training epochs 

of model one. Within each epoch, the full training set data is used once to adapt the weights 

of the neural network. After each epoch, the current weights are evaluated by calculating 

predictions (and error measures) for the training, validation and test data. Overfitting occurs 

if the training losses decrease and the validation losses increase. As indicated by the black 

dashed line (Figure 5-7), early stopping captures the neural network weights when 

performance on the validation set is best. Usually latter model weights perform best on 

unseen data such as the test set. However, Figure 5-7 reveals a continuous decrease in the 

test set error while the validation error is increasing. In addition, the test losses are by a 
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factor of 3-4 higher than the training and validation losses. This deviation is most likely due 

to the mid-June 2019 outlier and changes in the cause-and-effect relationship of the time 

series with exogenous data.  

Figure 5-8 illustrates the real and predicted values of the best performing model. In around 

62 % of the predictions on the test set, the direction of change was correctly predicted. 

However, as with the exponential smoothing and SARIMA model, the mid-June outlier could 

not be predicted. 

Model 6 (see Table 5-6) consists of 2 hidden layers, each with 30 neurons. The model was 

trained with early stopping deactivated and 12,000 epochs. A MAE of 1.1 on the training set 

suggests that the model complexity is sufficient to capture the behavior of the training 

samples. Of course, in this case the model overfits to training data and produces a large 

generalization error. Predictions and real values of model 6 on the training data are 

illustrated in Figure 5-9. The model is overfitted to the training data and reveals almost 

perfect predictions. However, performance on the test set is much worse (not visible in 

Figure 5-9). 

 

Figure 5-9: One-step ahead predictions of a neural network on the training data. The figure 

shows an extract of the full time series for the NEG_00_04 product. A model with 2 hidden 

layers and 30 neurons per layer was trained without early stopping and 12,000 epochs. 

Results for the POS_08_12 product are illustrated in Table 5-9 and Table 5-10. Similar to the 

NEG_00_04 product, the best performing model has a small number of hidden layers and 

neurons. In addition, all data sources (feature vector 4) are used as predictors, MSE is used 
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as the loss function, ReLU activation functions are used and min-max normalization is 

applied. However, the 2nd to 4th best models have a significantly different set of 

hyperparameters. These models exhibit up to 63 hidden layers, have up to 116 neurons per 

layer, use MAE as the loss function and use different predictors. In particular, feature 

vectors 2 and 3 are used which do not contain any exogenous data sources except for date/ 

time related data (see section 3.3). The latter is surprising, since these models perform only 

slightly worse than the best performing model with all exogenous data sources. Latter 

finding also indicates that market participants are much more influenced by previous 

auction outcomes than by any other exogenous factors (weather, stock exchange, etc.). 

Table 5-9: Hyperparameter configuration for the four best performing neural network 

models applied on the POS_08_12 product. 
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1 4 minmax 5 38 0.01 23 0.25 0.19 0.27 ReLU MSE no 

2 3 z-score 55 33 0.20 14 0.48 0.13 0.34 ReLU MAE no 

3 3 zscore 63 116 0.08 29 0.35 0.35 0.11 tanh MAE no 

4 2 minmax 34 77 0.14 24 0.31 0.31 0.31 tanh MAE no 

Table 5-10: Performance measures of the four models described by Table 5-9. 
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1 22.4 6.7 7.2 11.9 5.0 5.5 63 61 57 

2 23.0 6.9 7.4 12.3 5.1 5.6 63 58 57 

3 23.0 6.9 7.4 12.3 5.1 5.6 63 61 57 

4 23.0 6.9 7.4 12.3 5.1 5.6 64 64 57 

5.1.1.4 Recurrent Neural Network 

Due to the high computational effort to train recurrent neural networks and the large 

hyperparameter space, a Bayesian hyperparameter optimization approach as described in 

section 3.10 was applied. Table 5-11 gives an overview of the hyperparameter space 

available to the optimizer. Reference is made to subsection 3.13.5. The sequence length 

describes the number of previous time steps (lagged predictors) fed into each model for 

making one prediction. During the learning process, RNNs are unfolded sequence length 

times. The resolution of the predictors is introduced as a hyperparameter and can be 
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selected to be either daily or hourly. If the raw data is not in the target resolution, the data 

is either up- or down-sampled (see section 3.4). In total, 800 models were evaluated for 

each aFRR product type.  

Table 5-11: Hyperparameter space used for Bayesian optimization of recurrent neural 

network models 

Hyperparameter Parameter Range 

Feature vector 1,2,3,4,5 

Normalization method minmax, z-score 

Sequence length 2 – 35 

Resolution daily, hourly 

Cell type Simple, LSTM, GRU 

Hidden layers 1 – 70 

Neurons 5 – 150 

Activation function ReLU, tanh 

Learning rate 0.0 – 0.2 

Batch size 1 – 40 (data samples) 

Lasso regression (L1)  0.0 – 0.5 

Ridge regression (L2) 0.0 – 0.5 

Dropout 0.0 – 0.4 

Loss function MAE, MSE 

The computational effort to train and evaluate a model depends on the selection of 

hyperparameters. On a 32-core Intel Xeon E5-4620 v2 CPU based system, the average 

processing time for a single model evaluation is 6 min, 41 s. Time series cross validation (see 

section 3.11) or ensemble learning with differently initialized weights were not applied 

during the hyperparameter optimization process. Samples of the time series are divided into 

a training (70 %), validation (15 %) and test (15 %) set (section 3.4). Table 5-12 and Table 5-13 

list the five best model realizations with respect to the MAEvalid performance. The best 

performing models have some properties in common. All use feature vector 4 indicating 

that exogenous data sources (see section 3.3) support the prediction.  

All best performing models use MSE as a loss function during the training process. If instead 

MAE is used as the loss function, the model does not properly learn the dynamics of the 

time series and often returns the average time series value for all samples. Table 5-12 

suggests that the best performing RNNs are not deep and do not exhibit many neurons. All 

listed models have less than 5 hidden layers and less than 25 neurons per hidden layer. 

Denoted as “Simple” in Table 5-12, the Elman model (section 3.13.5, Figure 3-14) is 

dominantly present. However, among the top ten best performing RNNs, LSTM and GRU 

type models also reveal high performances. As of Table 5-12, the sequence length is in the 

order of a week. Best results are achieved with a daily data resolution for the predictors. 
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Table 5-12: Hyperparameter configuration for six recurrent neural network models applied 

on the NEG_00_04 product. 
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1 4 z-score Simple 1 8 7 day 0.047 32 0.14 0.05 0.06 tanh MSE 

2 4 z-score Simple 5 19 13 day 0.042 31 0.20 0.26 0.37 ReLU MSE 

3 4 minmax Simple 2 24 8 day 0.009 6 0.11 0.02 0.05 ReLU MSE 

4 4 minmax GRU 1 21 6 day 0.055 33 0.23 0.16 0.06 ReLU MSE 

5 4 minmax Simple 1 24 6 day 0.041 17 0.19 0.01 0.13 ReLU MSE 

Table 5-13: Performance of recurrent neural network models as defined by Table 5-12. Of all 

800 model evaluations, these models perform best as regards MAEvalid. 

M
o

d
e

l 

R
M

S
E

tr
a

in
 

R
M

S
E

v
a

li
d
 

R
M

S
E

te
st

 

M
A

E
tr

a
in

 

M
A

E
v

a
li

d
 

M
A

E
te

st
 

D
ir

tr
a

in
 [

%
] 

D
ir

v
a

li
d
 [

%
] 

D
ir

te
st

 [
%

] 

1 17.7 14.0 29.3 10.9 6.6 17.2 69 58 64 

2 23.9 17.3 38.3 15.1 7.8 21.0 61 54 66 

3 16.5 12.4 30.7 12.4 8.0 17.2 68 49 67 

4 17.2 14.8 35.1 10.8 8.3 20.0 72 61 78 

5 15.5 14.3 26.8 11.4 8.3 14.1 70 50 64 

No clear tendency as regards L2 and dropout regularization was observed since within the 

top 10 best performing models, almost the whole hyperparameter range as of Table 5-11 

was present. However, L1 regularization greater than 0.1 is present in all best performing 

models. 

The characteristics of each trained model depends on the random initialization of weights 

within the RNN. Since this thesis does not make use of a constant random seed 

(pseudorandom number generator, see subsection 5.1.1.3 for explanation), 100 models 

with the same hyperparameter set but with differently initialized weights were evaluated. 

Table 5-14 shows the statistical properties for the best performing model as of Table 5-13. 

Substantial deviations between the mean values of Table 5-14 and the model performance 

as of Table 5-13 can be observed. In addition, the standard deviations on the error measure 

are rather high, indicating a strong influence of the weight initialization. Model one of Table 
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5-13 appears to be a lucky outlier within the 100 model evaluations of the same 

hyperparameter set. 

Table 5-14: Statistical properties of 100 evaluations of first RNN model on NEG_00_04. 

Weights are randomly initialized for each training process. 
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Mean 34.2 19.4 32.8 24.3 10.6 19.8 

Standard deviation 14.2 3.4 3.5 12.5 2.0 2.3 

Figure 5-10 illustrates the real and predicted values of the best performing RNN model. In 

around 64% of the predictions on the test set, the direction of change was correctly 

predicted. However, as with the other models, the mid-June outlier could not be accurately 

predicted. 

 

Figure 5-10: One-step ahead forecasts of the best performing recurrent neural network 

model. The figure shows an extract of the full time series for the NEG_00_04 product. Real 

values and forecasts are illustrated for both validation and test data. 

The five best performing models on the POS_08_12 product are illustrated in Table 5-15 and 

Table 5-16. Similar to the NEG_00_04 product, the best performing model has a small 

number of hidden layers and neurons. Best performance is achieved with the Elman cell 

type but LSTM and GRU cells are also present in the top five. All have in common to use the 
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MSE loss function, ReLU activation functions and min-max normalization. As opposed to the 

NEG_00_04 case, the best performing model works on predictors with an hourly resolution 

and makes use of feature vector 5 which uses a reduced set of exogenous predictors. In 

addition, feature vector 3, which only includes the time series itself and time related data, is 

part of the top five list. In most best performing models, the sequence length covers data of 

at least 6 days. The sequence length for models operating on an hourly resolution must be 4 

times as large (4 h per day and product) as corresponding models with a daily resolution.  

Table 5-15: Hyperparameter configuration for five recurrent neural network models applied 

on the POS_08_12 product. 
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1 5 minmax Simple 2 99 28 hour 0.011 34 0.15 0.39 0.31 ReLU MSE 

2 3 minmax Simple 1 25 6 day 0.110 30 0.48 0.03 0.06 ReLU MSE 

3 4 minmax LSTM 2 12 7 day 0.171 26 0.16 0.20 0.11 ReLU MSE 

4 4 minmax LSTM 2 33 11 day 0.093 20 0.37 0.26 0.09 ReLU MSE 

5 3 minmax GRU 2 97 16 hour 0.110 33 0.39 0.26 0.11 ReLU MSE 

Table 5-16: Performance of recurrent neural network models as defined by Table 5-15. Of all 

800 model evaluations, these models perform best as regards MAEvalid. 
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1 16.9 5.0 10.3 11.8 3.8 7.2 58 67 61 

2 20.7 5.8 6.9 9.7 3.9 4.8 72 67 72 

3 18.3 5.4 10.9 10.7 3.9 8.8 59 75 58 

4 23.0 5.3 9.5 16.8 4.2 7.3 49 57 69 

5 18.2 5.8 7.3 9.9 4.2 5.5 60 58 61 

5.1.1.5 Comparison and Summary 

After each model type has been considered independently in the last subsections, this 

subsection compares the performances with one another and draws a conclusion. Table 

5-17 offers a side-by-side comparison of all negative product types and all applied prediction 
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models. For each time series corresponding to a product type, one-step ahead predictions 

were conducted. Table 5-17 lists the best performance of each model type based on the 

error measures defined in section 3.8. The best performing model was obtained by 

evaluating the hyperparameter space as described in the corresponding model subsections. 

For instance, the neural networks were evaluated 800 times for each time series (see 

subsection 5.1.1.3). 

Except for two cases, all models perform better than the persistence model in terms of the 

RMSE and MAE measure on the training set. Throughout, the best performance of all 

models on the training set is achieved by the neural network models. Apparently, the 

weights of the neural networks were successfully adapted to cover the properties of the 

training data. However, a good performance on the training set does not necessarily result 

in a good performance on the test set since in many cases the performance of more 

elaborate models is worse than the performance of the persistence model. On the 

NEG_08_12 product for instance, the persistence model performs best regarding the test 

set (MAE measure). Only for the NEG_12_16 product, the two neural network models 

outperform their contestants. For the remaining product types, either the exponential 

smoothing or the SARIMA model yield the best performance. In terms of predicting the 

direction of change, the two neural network models usually perform best. In summary, no 

clear winning model can be determined. Often the performances are rather close to one 

another. In a few instances, particular models perform significantly worse than others as it is 

the case for e.g. the exponential smoothing model on the test set of the NEG_08_12 

product. The SARIMA model yields a decent performance over all products without any 

outliers. 

Table 5-18 offers a side-by-side comparison of all positive product types and the 

performances of all applied prediction models. In contrast to the negative aFRR products, 

the neural network models perform worse on the training data than the competing models. 

As explained in subsection 5.1.1.3, the learning process stops early if the performance on 

the validation set does not further improve. This prevents a large generalization error and is 

the reason for the bad performance on the training set. However, for most products, the 

performance of the two neural networks on the test set is also worse than for the other 

models. In most disciplines, the exponential smoothing and SARIMA model outperform their 

alternatives. For the POS_08_12 product, the persistence model is ahead of the others. The 

high error measure magnitudes on the test set of the POS_12_16 product are due to an 

outlier in the marginal mixed price time series. On May 16th, 2019, the marginal mixed price 

reached a value of 107,710 (see subsection 2.1.2.4.1). In summary, none of the models 

shows superior performance regarding all disciplines. However, the exponential smoothing 

and SARIMA model provide more constant and usually better performance than their 

contestants. 
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Table 5-17: Result summary for all negative aFRR products and models on the marginal 

mixed price. The best performance is indicated in bold. 
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NEG_00_04 

Persistence 30.0  28.4 15.4  14.0    

Exp. Smoothing 23.7  27.6 13.4  13.4 56  57 

SARIMA 24.5  27.9 14.0  15.4 49  51 

Neural Network 20.1 16.1 37.8 13.1 7.7 25.6 73 50 62 

Recurrent NN 17.7 14.0 29.3 10.9 6.6 17.2 69 58 64 

NEG_04_08 

Persistence 23.1  36.8 12.9  16.1    

Exp. Smoothing 19.1  33.7 11.5  14.0 67  54 

SARIMA 20.3  34.6 11.8  15.3 59  57 

Neural Network 18.1 16.7 36.1 12.6 10.4 18.4 67 53 73 

Recurrent NN 22.5 14.4 43.5 14.7 9.2 20.5 62 54 67 

NEG_08_12 

Persistence 23.4  39.0 12.4  17.0    

Exp. Smoothing 18.9  80.6 10.0  25.3 67  62 

SARIMA 20.0  29.7 10.7  17.8 64  59 

Neural Network 11.9 11.4 45.2 8.8 8.6 21.7 65 58 65 

Recurrent NN 16.1 15.5 38.9 9.6 9.2 17.7 69 53 72 

NEG_12_16 

Persistence 28.3  63.1 15.7  37.5    

Exp. Smoothing 22.6  54.9 13.6  36.1 71  65 

SARIMA 24.4  58.3 13.9  36.3 69  59 

Neural Network 14.9 27.7 56.1 11.7 13.7 31.2 63 78 81 

Recurrent NN 15.8 39.3 53.3 10.0 21.0 28.6 70 69 81 

NEG_16_20 

Persistence 15.3  38.2 7.7  17.2    

Exp. Smoothing 14.9  47.0 7.3  17.6 68  73 

SARIMA 14.4  34.7 7.4  14.3 57  59 

Neural Network 6.6 20.5 41.3 4.8 11.8 19.9 61 64 70 

Recurrent NN 10.3 24.8 39.4 6.6 13.9 19.5 63 67 72 

NEG_20_24 

Persistence 14.2  36.8 7.9  13.6    

Exp. Smoothing 12.6  33.5 7.3  11.6 75  76 

SARIMA 12.3  34.4 7.5  12.4 60  68 

Neural Network 8.1 8.8 38.7 6.3 5.7 14.8 62 69 92 

Recurrent NN 14.2 14.9 41.3 8.5 5.7 14.9 70 50 69 
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Table 5-18: Result summary for all positive aFRR products and models on the marginal mixed 

price. The best performance is indicated in bold. 
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POS_00_04 

Persistence 5.4  7.2 2.5  3.7    

Exp. Smoothing 5.3  7.1 2.4  3.6 56  43 

SARIMA 5.1  6.9 2.4  3.5 61  51 

Neural Network 12.0 3.5 10.6 9.8 2.3 6.9 60 69 78 

Recurrent NN 11.9 3.3 11.9 9.6 1.8 8.1 68 73 76 

POS_04_08 

Persistence 11.3  6.4 4.2  3.4    

Exp. Smoothing 4.8  6.8 2.9  3.9 64  43 

SARIMA 4.7  6.1 2.9  3.0 63  54 

Neural Network 11.4 4.2 8.1 5.4 3.1 5.3 61 47 65 

Recurrent NN 7.8 3.8 8.7 5.9 2.6 5.7 66 55 55 

POS_08_12 

Persistence 22.6  6.2 9.5  4.3    

Exp. Smoothing 17.5  7.0 7.7  4.8 67  62 

SARIMA 18.1  6.3 8.2  4.7 58  65 

Neural Network 22.4 6.7 7.2 11.9 5.0 5.5 63 61 57 

Recurrent NN 16.9 5.0 10.3 11.8 3.8 7.2 58 67 61 

POS_12_16 

Persistence 12.5  25,028.9 5.1  5,825.5    

Exp. Smoothing 10.6  17,705.3 4.8  2,917.6 59  57 

SARIMA 10.6  44,467.3 4.8  9,841.2 65  59 

Neural Network 19.7 2.8 17,705.1 14.1 1.9 2,921.3 62 75 62 

Recurrent NN 11.7 1.9 18,317.1 6.6 1.3 4,116.1 63 74 69 

POS_16_20 

Persistence 27.0  5.8 10.7  3.0    

Exp. Smoothing 13.3  5.8 7.7  3.2 64  54 

SARIMA 13.5  5.5 7.7  2.7 62  65 

Neural Network 34.5 5.0 7.2 24.1 3.6 4.9 61 61 51 

Recurrent NN 20.0 3.9 8.1 12.7 3.0 6.7 75 63 50 

POS_20_24 

Persistence 5.4  28.5 2.9  12.7    

Exp. Smoothing 5.0  21.8 2.6  9.3 57  62 

SARIMA 4.7  25.7 2.5  13.1 61  54 

Neural Network 3.6 8.8 23.2 2.9 5.6 11.8 51 53 62 

Recurrent NN 4.1 10.0 22.5 3.4 5.4 10.3 52 56 58 

5.1.2 Energy Price Prediction 

This subsection presents results for the prediction of energy prices in the aFRR market. Each 

model type was applied on all aFRR product types. The error measures shown in Table 5-19 

represent the best performing set of hyperparameters for each model type. All bids are 

sorted in ascending order by the energy price. The time series under consideration refers to 

the daily average energy prices for the lowest 10 % of the capacity (bids).  
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Table 5-19: Result summary of energy price predictions on negative aFRR products. The 

energy price refers to the average within the 10 % quantile of all bids (1st group). 
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NEG_00_04 

Persistence 7.8  3.1 5.3  2.1    

Exp. Smoothing 7.2  5.2 5.2  2.1 62  70 

SARIMA 6.8  2.6 4.6  1.8 63  70 

Neural Network 8.6 2.7 2.9 7.0 2.2 1.8 62 67 78 

Recurrent NN 11.9 2.4 4.4 10.0 1.8 3.2 60 71 66 

NEG_04_08 

Persistence 8.1  3.8 5.5  2.7    

Exp. Smoothing 6.9  3.9 5.1  3.0 66  62 

SARIMA 6.8  3.2 4.7  2.3 63  68 

Neural Network 7.1 2.4 3.6 5.8 1.8 2.1 73 72 76 

Recurrent NN 9.4 3.0 5.6 7.7 2.3 4.3 65 61 62 

NEG_08_12 

Persistence 7.1  6.2 5.0  4.6    

Exp. Smoothing 5.8  5.1 4.2  3.4 73  62 

SARIMA 5.5  4.5 4.0  3.0 69  73 

Neural Network 5.2 3.3 6.3 3.7 2.5 4.4 80 89 60 

Recurrent NN 5.1 3.1 5.9 3.9 2.5 4.4 75 78 62 

NEG_12_16 

Persistence 7.1  6.4 5.2  4.1    

Exp. Smoothing 5.9  4.0 4.3  3.0 71  65 

SARIMA 5.8  4.3 4.2  2.8 73  78 

Neural Network 3.5 4.0 5.5 2.8 2.9 4.3 79 83 73 

Recurrent NN 4.0 5.1 5.7 3.0 4.2 4.4 82 72 62 

NEG_16_20 

Persistence 7.2  6.8 4.8  4.5    

Exp. Smoothing 6.2  5.8 4.3  4.0 69  59 

SARIMA 6.1  5.6 4.2  4.0 64  59 

Neural Network 2.9 6.2 6.9 2.2 3.5 5.5 82 78 41 

Recurrent NN 3.7 6.9 6.7 2.9 4.2 5.0 81 86 59 

NEG_20_24 

Persistence 6.2  3.4 4.3  2.3    

Exp. Smoothing 5.6  3.5 4.0  2.5 62  65 

SARIMA 5.5  3.2 4.0  2.2 62  57 

Neural Network 5.1 2.4 3.5 4.0 1.9 2.5 69 67 62 

Recurrent NN 5.4 2.4 3.8 4.1 1.9 2.6 68 75 70 

Across all product types and error measures, the persistence model never achieves the best 

performance. For all but one product type, the SARIMA model outperforms all other models 

with regard the MAE of the test set. Overall, the SARIMA model followed by the exp. 

smoothing model perform the steadiest and best. The neural network model performs 

slightly better than other models on the NEG_04_08 product but performs worse on the 
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test set of the NEG_16_20 product than the persistence model. High fluctuations in the 

performance also apply for the recurrent neural network. 

The best performing SARIMA model on the NEG_00_04 product type is illustrated in Figure 

5-11. Overall the time series is rather constant at energy prices around -20 €/MWh and 
-10 €/MWh. 

 

Figure 5-11: Energy price prediction of SARIMA(0,1,8) (1,0,0)7 model on NEG_00_04 product 

type and 10 % bid quantile. 

Results for all positive aFRR product types are presented in Table 5-20. The energy prices 

refer to an average over the 10 % quantile of all bids. On the POS_04_08 product type, the 

persistence model yields the best performance on the MAE measure of the test set. As with 

the negative aFRR products, the SARIMA and exp. smoothing model outperform both neural 

network model types. In almost all disciplines, both neural network model types perform 

worse than the persistence model. 

Results for all negative product types on the 50 % to 60 % capacity range are illustrated in 

Table 5-21. For the NEG_00_04 product type, the persistence model reveals the best 

performance on the test set (MAE). The machine learning based models outperform their 

contestants in 4 out of 6 product types. In 3 out of 6 cases, the neural network model yields 

a significantly better performance. 



114 5 Results 

 

Table 5-20: Result summary of energy price predictions on positive aFRR products. The 

energy price refers to the average within the 10 % quantile. 
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POS_00_04 

Persistence 6.6  1.8 3.5  1.4    

Exp. Smoothing 5.4  1.8 3.1  1.3 51  68 

SARIMA 5.2  1.7 3.2  1.2 53  68 

Neural Network 8.5 1.9 2.1 7.1 1.4 1.8 54 58 54 

Recurrent NN 8.3 1.0 1.9 6.5 0.8 1.5 57 58 49 

POS_04_08 

Persistence 5.7  2.1 3.3  1.4    

Exp. Smoothing 4.4  2.1 2.8  1.6 71  73 

SARIMA 4.7  2.0 2.9  1.6 59  62 

Neural Network 15.6 2.2 2.8 13.9 1.7 2.4 49 67 62 

Recurrent NN 14.3 1.9 2.6 12.3 1.4 2.1 51 66 64 

POS_08_12 

Persistence 5.7  2.5 3.8  2.0    

Exp. Smoothing 4.8  2.5 3.2  1.9 72  57 

SARIMA 4.8  2.1 3.2  1.8 66  65 

Neural Network 4.1 1.8 3.1 3.2 1.4 2.6 69 75 46 

Recurrent NN 7.9 2.2 4.1 6.5 1.7 3.4 58 67 56 

POS_12_16 

Persistence 5.5  2.6 3.5  1.9    

Exp. Smoothing 5.3  2.3 3.5  1.8 55  76 

SARIMA 4.8  2.4 3.2  2.0 58  68 

Neural Network 6.0 2.1 4.7 4.2 1.7 3.5 65 64 62 

Recurrent NN 5.2 2.4 4.6 4.1 2.0 3.6 63 58 64 

POS_16_20 

Persistence 6.1  2.3 3.8  1.8    

Exp. Smoothing 5.3  2.1 3.5  1.6 68  68 

SARIMA 5.2  2.2 3.4  1.8 63  68 

Neural Network 6.5 2.7 4.4 4.5 2.2 4.1 66 58 49 

Recurrent NN 8.3 1.8 2.6 6.1 1.4 2.1 58 69 54 

POS_20_24 

Persistence 4.4  2.4 2.8  1.7    

Exp. Smoothing 3.8  2.1 2.5  1.5 65  73 

SARIMA 3.7  2.2 2.4  1.6 66  62 

Neural Network 6.6 2.2 2.8 9.6 1.7 2.3 51 67 59 

Recurrent NN 5.7 2.0 2.3 4.1 1.5 1.8 57 52 59 
 

Results for all positive product types on the 50 % to 60 % capacity range are illustrated in 

Table 5-22. For two product types, the persistence model yields the best performance on 

the test set (MAE). Compared to the statistical models, the machine learning based models 

perform significantly worse (on the test set) across the product types. 
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Table 5-21: Result summary of energy price predictions on negative aFRR products. The 

energy price refers to the average within the 50 % to 60 % range. 
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NEG_00_04 

Persistence 22.5  13.1 11.3  6.9    

Exp. Smoothing 21.1  15.0 12.0  7.8 55  51 

SARIMA 19.3  12.5 11.7  7.8 56  54 

Neural Network 17.0 8.7 14.6 9.1 4.7 8.1 68 69 73 

Recurrent NN 13.1 10.3 13.3 7.7 6.4 8.5 70 72 76 

NEG_04_08 

Persistence 20.9  15.0 11.1  6.6    

Exp. Smoothing 20.0  17.2 11.8  8.2 54  49 

SARIMA 17.5  13.8 10.7  6.9 58  59 

Neural Network 5.7 4.3 18.7 4.2 3.6 8.0 73 72 68 

Recurrent NN 18.7 6.9 12.3 12.7 4.6 6.3 58 69 68 

NEG_08_12 

Persistence 18.0  31.3 9.3  14.9    

Exp. Smoothing 16.0  26.6 9.6  16.7 68  73 

SARIMA 15.3  26.9 8.4  15.5 71  68 

Neural Network 6.0 8.2 20.1 5.0 5.3 10.4 72 72 59 

Recurrent NN 15.7 9.2 26.2 10.2 6.0 15.0 57 69 65 

NEG_12_16 

Persistence 21.9  40.1 11.2  21.2    

Exp. Smoothing 18.5  30.8 11.9  18.7 64  65 

SARIMA 18.2  30.8 10.4  17.4 67  73 

Neural Network 7.0 15.2 26.8 4.9 10.0 13.7 70 72 68 

Recurrent NN 12.5 14.6 28.0 8.3 10.4 16.0 63 75 68 

NEG_16_20 

Persistence 15.9  30.8 7.8  16.4    

Exp. Smoothing 14.9  25.4 8.3  16.3 56  68 

SARIMA 13.2  24.6 7.9  14.7 66  70 

Neural Network 8.8 9.3 18.9 6.7 5.9 10.9 67 72 76 

Recurrent NN 12.6 12.3 21.3 8.7 6.5 10.5 62 72 78 

NEG_20_24 

Persistence 19.1  16.2 9.5  6.3    

Exp. Smoothing 17.3  14.4 9.7  6.2 60  48 

SARIMA 16.5  13.9 9.5  6.9 55  51 

Neural Network 10.1 4.3 12.2 6.3 3.2 7.2 72 78 62 

Recurrent NN 19.1 4.5 14.5 11.2 3.1 6.1 53 69 43 
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Table 5-22: Result summary of energy price predictions on positive aFRR products. The 

energy price refers to the average within the 50 % to 60 % range. 
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POS_00_04 

Persistence 7.0  2.2 3.9  1.4    

Exp. Smoothing 4.4  3.0 3.1  2.2 59  56 

SARIMA 4.7  2.1 3.1  1.4 63  51 

Neural Network 7.6 3.1 3.2 6.0 2.7 2.7 62 56 54 

Recurrent NN 7.3 2.2 2.3 5.0 1.8 1.5 62 78 68 

POS_04_08 

Persistence 6.4  2.5 3.9  1.5    

Exp. Smoothing 5.2  2.3 3.5  1.8 66  62 

SARIMA 5.3  2.0 3.5  1.5 59  73 

Neural Network 18.2 3.1 2.8 15.9 2.5 2.5 52 64 57 

Recurrent NN 9.2 2.6 1.9 6.9 2.0 1.6 51 52 71 

POS_08_12 

Persistence 8.9  2.6 5.3  2.0    

Exp. Smoothing 7.1  2.3 4.3  1.9 70  70 

SARIMA 7.1  2.4 4.4  1.8 68  73 

Neural Network 9.1 2.1 3.6 7.1 1.5 3.1 65 83 68 

Recurrent NN 7.9 2.3 3.7 5.9 1.8 3.0 64 78 65 

POS_12_16 

Persistence 7.8  2.7 4.2  1.9    

Exp. Smoothing 6.6  2.3 3.9  1.7 67  65 

SARIMA 7.1  2.3 4.1  1.7 60  68 

Neural Network 7.7 3.3 3.8 5.6 2.8 3.0 53 58 59 

Recurrent NN 8.9 2.6 2.6 5.4 2.1 2.1 59 61 62 

POS_16_20 

Persistence 10.5  2.9 6.5  2.0    

Exp. Smoothing 8.1  2.2 5.2  1.7 69  78 

SARIMA 8.5  2.9 5.4  2.4 67  65 

Neural Network 11.5 3.8 5.8 8.1 3.1 5.2 57 58 59 

Recurrent NN 10.8 2.8 2.8 7.2 2.1 2.2 63 64 61 

POS_20_24 

Persistence 5.6  3.1 3.7  2.3    

Exp. Smoothing 4.6  2.9 3.2  2.4 65  67 

SARIMA 4.7  2.7 3.4  2.1 62  65 

Neural Network 4.9 3.3 6.6 3.7 2.6 5.8 69 75 59 

Recurrent NN 6.9 3.0 5.9 5.5 2.3 4.4 59 75 50 

5.1.3 Deployment Duration Prediction 

This subsection presents results for the prediction of the aFRR deployment duration. The 

error measures shown in Table 5-23 represent the best performing set of hyperparameters 

for each model type on the 10 % quantile (lowest energy price bids) of the tendered 

capacity. 
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Table 5-23: Result summary of deployment duration predictions on negative aFRR products. 

The deployment duration refers to the average within the 10 % quantile of all bids. 
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NEG_00_04 

Persistence 82.1  69.4 66.3  54.4    

Exp. Smoothing 61.8  52.6 50.1  41.2 78  75 

SARIMA 62.8  56.1 51.8  45.6 78  68 

Neural Network 59.3 64.0 51.2 48.5 51.5 40.9 78 69 84 

Recurrent NN 59.8 59.6 69.0 49.1 50.7 61.2 79 78 62 

NEG_04_08 

Persistence 76.4  75.2 58.5  59.7    

Exp. Smoothing 57.4  53.6 44.7  41.8 73  81 

SARIMA 56.2  54.1 44.7  45.1 73  76 

Neural Network 46.2 50.3 45.6 37.5 37.8 35.6 83 72 86 

Recurrent NN 38.4 49.4 68.1 30.2 37.1 57.1 86 67 70 

NEG_08_12 

Persistence 87.8  80.5 66.7  63.3    

Exp. Smoothing 66.8  70.9 51.2  57.5 73  65 

SARIMA 66.2  67.0 54.1  59.1 76  65 

Neural Network 69.1 40.7 60.4 58.1 32.8 51.9 73 78 65 

Recurrent NN 68.4 43.8 63.7 55.8 34.0 54.5 74 75 65 

NEG_12_16 

Persistence 79.4  88.5 63.8  65.1    

Exp. Smoothing 57.4  80.7 46.3  62.8 75  68 

SARIMA 59.2  64.8 48.5  52.3 76  78 

Neural Network 64.2 52.4 70.7 50.8 43.4 58.7 72 67 73 

Recurrent NN 57.0 53.7 93.4 44.4 45.8 74.0 76 69 70 

NEG_16_20 

Persistence 68.5  54.3 53.5  43.8    

Exp. Smoothing 52.1  46.9 42.6  38.1 70  68 

SARIMA 50.7  43.5 42.1  34.4 75  62 

Neural Network 46.6 38.6 42.6 37.0 31.5 33.3 82 67 73 

Recurrent NN 31.0 45.0 75.0 23.9 36.5 42.6 85 67 73 

NEG_20_24 

Persistence 80.2  58.4 63.1  44.9    

Exp. Smoothing 57.3  49.0 47.3  40.5 73  70 

SARIMA 64.6  47.9 50.3  37.4 72  62 

Neural Network 46.6 58.8 43.1 37.2 49.1 37.4 82 78 70 

Recurrent NN 67.9 60.0 45.9 56.1 49.9 40.6 73 67 74 

Across all product types and error measures, the persistence model never achieves the best 

performance. Regarding the performance on the test set, the neural network model 

outperforms the other models on most negative aFRR product types. However, on the 

NEG_12_16 and NEG_20_24 product types, the SARIMA model reveals an equal or better 

performance on the test set. Overall, the MAE measure is in the order of 30 to 60 min. 

Considering the deployment duration time series as illustrated in Figure 2-11, the prediction 
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error is very high. A high prediction error was expected since aFRR requests depend on 

unpredictable events such as a power plant outage. 

Table 5-24: Result summary of deployment duration predictions on positive aFRR products. 

The deployment duration refers to the average within the 10 % quantile. 
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POS_00_04 

Persistence 63.5  90.6 48.7  72.9    

Exp. Smoothing 50.2  67.6 37.8  55.6 78  73 

SARIMA 49.0  68.0 38.9  55.3 74  76 

Neural Network 41.5 57.4 67.2 33.6 47.5 51.6 81 75 78 

Recurrent NN 41.1 54.8 71.3 33.5 45.5 58.1 80 78 78 

POS_04_08 

Persistence 68.5  75.1 55.1  62.9    

Exp. Smoothing 52.1  62.9 42.6  48.8 79  68 

SARIMA 51.7  59.4 41.9  47.5 80  65 

Neural Network 47.3 47.5 71.1 38.5 36.9 59.1 82 81 62 

Recurrent NN 53.5 49.9 58.4 44.2 39.3 45.4 79 58 78 

POS_08_12 

Persistence 85.2  87.6 66.2  69.6    

Exp. Smoothing 63.5  72.9 51.4  54.7 75  76 

SARIMA 64.4  76.8 53.0  61.8 72  59 

Neural Network 60.6 51.7 68.6 52.9 39.9 52.7 71 64 73 

Recurrent NN 68.0 53.5 67.4 55.5 37.1 51.4 72 81 76 

POS_12_16 

Persistence 80.7  91.7 65.5  73.9 49  51 

Exp. Smoothing 58.6  87.8 46.2  73.6 75  76 

SARIMA 58.9  75.2 48.5  62.1 74  76 

Neural Network 55.5 50.4 98.7 43.6 40.2 75.2 75 81 76 

Recurrent NN 68.2 53.6 82.7 54.5 47.3 67.4 70 76 77 

POS_16_20 

Persistence 72.9  74.1 59.0  58.9    

Exp. Smoothing 53.3  60.4 44.1  50.2 78  62 

SARIMA 52.5  61.0 42.8  52.7 77  65 

Neural Network 44.7 49.8 70.8 35.9 40.1 55.7 82 89 64 

Recurrent NN 57.2 60.6 65.3 48.1 51.7 52.4 73 73 67 

POS_20_24 

Persistence 63.0  66.6 49.0  46.6    

Exp. Smoothing 45.9  74.6 36.4  65.3 78  65 

SARIMA 47.9  52.0 39.6  41.6 75  70 

Neural Network 46.9 60.1 73.0 40.5 49.4 48.6 72 75 78 

Recurrent NN 41.0 59.0 66.0 32.3 46.8 53.8 79 81 64 

For all positive aFRR product types, Table 5-24 summarizes the best performing model 

realizations. As opposed to the negative aFRR product types, the neural network does not 

reveal superior performance as regards the test set performance. In two out of six product 
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types, the recurrent neural network performs best. However, no clear winning candidate 

can be observed. 

Results for all negative product types and the 50 % to 60 % capacity range are illustrated in 

Table 5-25. On five product types, the machine learning based models yield the best 

performance on the test set (MAE). However, the performance gain compared to the 

SARIMA model is minor.  

Table 5-25: Result summary of deployment duration predictions on negative aFRR products. 

The energy price refers to the average within the 50 % to 60 % range. 
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NEG_00_04 

Persistence 20.4  3.3 9.0  1.1    

Exp. Smoothing 12.4  2.4 6.9  1.3 96  100 

SARIMA 14.1  2.3 5.5  0.7 94  100 

Neural Network 18.2 10.1 2.3 6.3 2.9 0.6 94 100 100 

Recurrent NN 15.5 10.4 2.4 5.1 3.0 0.6 19 8 5 

NEG_04_08 

Persistence 20.2  18.8 8.8  6.2    

Exp. Smoothing 12.3  13.6 7.0  4.5 91  62 

SARIMA 13.6  13.6 5.3  3.5 94  89 

Neural Network 16.6 5.4 13.5 6.3 1.2 3.2 94 100 97 

Recurrent NN 14.5 5.6 13.9 5.4 1.3 3.5 23 6 9 

NEG_08_12 

Persistence 18.9  21.4 9.4  10.2    

Exp. Smoothing 12.8  16.4 8.5  10.3 95  95 

SARIMA 15.0  16.1 6.0  5.5 95  100 

Neural Network 14.9 17.6 16.1 5.9 7.6 5.6 95 92 100 

Recurrent NN 13.9 17.3 15.3 5.8 7.4 5.2 95 97 100 

NEG_12_16 

Persistence 20.4  13.6 9.9  5.8    

Exp. Smoothing 14.4  11.6 8.3  8.3 82  100 

SARIMA 15.8  9.6 5.7  2.9 97  100 

Neural Network 14.4 21.4 9.7 5.5 8.5 3.1 20 22 11 

Recurrent NN 14.3 21.4 9.9 5.3 8.6 3.2 20 19 11 

NEG_16_20 

Persistence 20.1  9.4 9.2  2.2    

Exp. Smoothing 13.3  8.8 8.1  5.3 83  65 

SARIMA 15.6  6.6 5.5  1.1 97  100 

Neural Network 16.5 9.8 6.6 6.2 3.2 1.1 96 97 100 

Recurrent NN 15.7 9.8 6.6 6.5 3.4 1.6 77 58 35 

NEG_20_24 

Persistence 22.5  9.2 9.9  3.6    

Exp. Smoothing 14.0  6.5 7.8  2.9 93  100 

SARIMA 18.2  6.5 6.8  1.9 62  51 

Neural Network 21.9 10.2 6.5 8.3 3.8 1.8 93 94 100 

Recurrent NN 22.0 10.1 6.5 8.5 3.9 2.1 93 94 100 
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Results for all positive product types and the 50 % to 60 % capacity range are presented in 

Table 5-26. The SARIMA model yields the best performance on the test set (MAE) across all 

product types. In four cases, the neural network model performs equally well. 

Table 5-26: Result summary of deployment duration predictions on positive aFRR products. 

The energy price refers to the average within the 50 % to 60 % range.  
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POS_00_04 

Persistence 5.7  5.0 1.3  2.1    

Exp. Smoothing 3.1  4.2 1.0  1.9 98  87 

SARIMA 4.1  4.0 0.7  1.3 99  95 

Neural Network 3.8 5.3 4.0 0.5 1.4 1.3 98 100 95 

Recurrent NN 3.8 5.3 4.0 0.5 1.4 1.4 6 8 8 

POS_04_08 

Persistence 11.4  23.1 5.7  10.7    

Exp. Smoothing 7.8  15.5 4.9  7.4 97  95 

SARIMA 8.7  16.3 3.2  5.4 96  97 

Neural Network 8.1 10.5 16.1 3.7 4.6 5.8 96 100 97 

Recurrent NN 3.0 6.5 17.5 1.4 2.9 8.5 97 100 97 

POS_08_12 

Persistence 22.5  39.9 9.9  12.2    

Exp. Smoothing 17.1  28.0 9.2  10.3 94  100 

SARIMA 19.6  28.3 6.6  6.7 94  100 

Neural Network 20.9 11.9 28.3 7.2 5.3 6.7 91 97 100 

Recurrent NN 18.6 9.5 30.3 5.8 4.6 7.6 95 100 100 

POS_12_16 

Persistence 15.2  13.9 5.5  6.5    

Exp. Smoothing 9.5  10.5 4.3  5.1 76  100 

SARIMA 12.1  10.9 3.3  3.8 95  100 

Neural Network 13.1 5.7 10.9 3.8 1.3 3.8 14 8 11 

Recurrent NN 13.2 5.7 11.1 3.9 1.3 3.9 94 100 100 

POS_16_20 

Persistence 17.8  12.8 8.8  6.9    

Exp. Smoothing 10.9  13.8 6.5  9.2 95  89 

SARIMA 11.4  15.1 4.3  6.6 95  95 

Neural Network 13.0 15.7 15.2 4.9 6.1 6.7 23 22 24 

Recurrent NN 10.1 15.6 15.3 4.0 6.2 6.8 59 47 53 

POS_20_24 

Persistence 7.4  14.5 2.5  8.9    

Exp. Smoothing 5.7  10.5 2.1  7.1 95  95 

SARIMA 6.0  11.8 1.5  5.6 97  92 

Neural Network 2.4 13.2 11.8 0.6 5.8 5.6 99 89 92 

Recurrent NN 3.9 11.4 11.9 1.6 5.0 6.2 98 94 91 
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5.2 Bidding Strategy 

This section presents the results of applying the bidding strategy presented in chapter 4 on 

real market data. All simulations are conducted for the time period between October, 30th 

2018 and July 31st, 2019. In the latter time period the aFRR mixed price auction scheme was 

in effect (subsection 2.1.2.1). A separate simulation is conducted for each day within the 

time range. To simulate under realistic conditions, only data until the aFRR auction closure 

one day before the day of simulation is used. All forecasts required for running the bidding 

strategy are obtained from applying the prediction framework of chapter 3. 

Subsections 5.2.1 to 5.2.3 compare the earning potentials of operating virtual power plants 

(VPPs) with and without the contribution of a BESS. In subsection 5.2.1 a wind park of 

100 MW nominal capacity is considered. In addition, the BESS standalone operation on the 

aFRR market is analyzed. Subsection 5.2.2 investigates a virtual power plant comprising both 

wind and PV generation. In subsection 5.2.3, a configuration comprising wind, PV and a 

thermal power plant is considered. A sensitivity analysis in which mainly cost related 

parameters are varied is conducted in subsection 5.2.4. Revenue potentials yielded on the 

aFRR market are compared to revenue potentials on the FCR market in subsection 5.2.5. 

5.2.1 BESS in Standalone Operation and with Wind-Generation 

This subsection considers three different scenarios. In the first scenario, a BESS with a 

nominal power output of 20 MW and an energetic capacity of 20 MWh (configuration 1, 

section 4.2) is operated in standalone mode without a supporting VPP. A wind park with a 

nominal capacity of 100 MW is operated in standalone mode in the second scenario. In the 

third scenario, a BESS with 30 MW nominal power output and an energetic capacity of 

20 MWh is operated in conjunction with aforementioned wind park (configuration 2, section 

4.2). 

Table 5-27 summarizes the simulation results for above three scenarios. Each value in the 

table represents the daily average over the simulation period. Aside from the average 

capacity and energy price revenues on the aFRR market (row 1 - 2), for each aFRR product 

type, the average offered capacity (MW) and acceptance rate of the submitted bid is listed 

(row 4-9). The sold energy and yielded revenues on the intraday market correspond to the 

reserve band described in subsection 4.5.3 (row 10 - 11). If no energy is needed for 

recharging the BESS, the energy can be traded on the intraday market. All table entries 

denoted by “Arbitrage” correspond to intraday market activity triggered by the BESS (row 

12 - 15). The latter can have two causes. Firstly, the BESS is increasing its revenues by buying 

energy at times of low prices and selling the energy at times of high prices (subsection 

4.5.4). Secondly, the BESS must recharge energy to reach the target SoC at the end of an 

aFRR period. This is necessary if the BESS has no opportunity to recharge energy from the 

generation pool, e.g. in standalone mode. For this reason, the arbitrage buying costs can 
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exceed the arbitrage selling costs, as it is the case with the BESS in standalone mode (Table 

5-27). As described in subsection 4.5.1, various fees and apportionments apply if the BESS 

recharges energy from the generation pool via the electrical grid. The row “Recharge Taxes” 
covers all costs associated with the energy exchange between the generation units and the 

BESS. It is assumed, that the BESS is not located on the same premises as the generation 

units. If that was the case, a private grid could be used for energy exchange to circumvent 

the recharge fees. Both calendric and cyclic ageing effects are included in the battery 

deterioration (section 4.6). The percentage value states the average decrease in capacity 

per day (row 19). If the total accumulated capacity decrease is above 20 %, the battery cells 

are considered to have reached their end-of-life. All other BESS components are expected to 

have a lifetime of 15 years (section 4.4). Their daily differential cost impact is stated in row 

21 - 25. 

This work does not incorporate any fixed or variable costs related to the generation units 

(wind, PV and thermal units) of the considered VPPs. Any investment costs, maintenance 

costs etc. of the generation units are not considered in this work. The total cash flow of the 

generation units only accounts for the revenues of having traded (sold) the generated 

energy (row 26). This work only answers the questions, whether a BESS is economically 

beneficial for an existing VPP. For this reason, only the full cost breakdown of the BESS is 

included in the total cash flow. For a BESS to be economically beneficial, the total cash flow 

of the VPP with BESS should be higher than without BESS. 

As shown in Table 5-27, the average daily total cash flow of the BESS in standalone mode is 

negative (row 26). This indicates an uneconomical operation. Neither on the aFRR market, 

nor on the intraday market is the price spread between charging and discharging sufficient 

to cover all costs. Due to the 4 h criterion on the aFRR market, the BESS is only capable of 

offering 5MW of capacity to the aFRR market. 

Across the aFRR product types, the acceptance rate of the submitted bids varies between 

30 % (POS_16_20) and 73 % (POS_20_24). The low aFRR acceptance rates can have multiple 

causes. First, the prediction model predicts a mixed price that deviates from the real auction 

outcome. If the mixed price is overestimated, the optimizer of the bidding strategy 

overestimates the acceptance probability as well. Second, the cyclic ageing costs of the 

battery set a lower threshold to the offered aFRR energy price. Bids below the threshold 

would generate higher costs on the battery side than the yielded revenues. Consequently, 

the bidding strategy must choose an energy price that covers the arising costs but does not 

necessarily have a high acceptance probability. Third, a too high energy price does not only 

reduce the acceptance probability but also decreases the aFRR provision duration (merit 

order effect). With a decreased aFRR provision duration, the energy revenues might 

decrease as well. 
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Table 5-27: Result summary of three scenarios: BESS standalone, Wind and BESS + Wind. 

Each value represents the daily average over the simulation period. 

R 

o 

w 

 BESS 

Standal

one 

Wind BESS + 

Wind 

1 aFRR Capacity Price Revenue [€/day] 303 0 560 

2 aFRR Energy Price Revenue [€/day] 353 0 778 

3 aFRR Total Revenue [€/day] 657 0 1,339 

4 POS_00_04: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 66 0 / 0 20 / 24 

5 POS_04_08: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 55 0 / 0 19 / 24 

6 POS_08_12: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 47 0 / 0 17 / 19 

7 POS_12_16: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 38 0 / 0 19 / 19 

8 POS_16_20: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 30 0 / 0 18 / 19 

9 POS_20_24: Accept Cap. [MW/day] / Accept. rate [%/day] 5 / 73 0 / 0 18 / 17 

10 Intraday Market: Sold Energy [MWh/day] 0 0 60 

11 Intraday Market Revenue [€/day] 0 0 2,070 

12 Arbitrage: Bought Energy [MWh/day] 6.6 0 3.5 

13 Arbitrage: Costs [€/day] 367 0 127 

14 Arbitrage: Sold Energy [MWh/day] 1.4 0 1.8 

15 Arbitrage: Revenue [€/day] 140 0 163 

16 Day-ahead Market: Sold Energy [MWh/day] 0 521 447 

17 Day-ahead Market: Revenue [€/day] 0 20410 17,996 

18 Recharge Taxes [€/day] 0 0 125 

19 Battery Deterioration [%/day] 0.0049 0 0.0053 

20 Battery Deterioration [€/day] 1,111 0 1,189 

21 Differential Inverter Costs [€/day] 304 0 456 

22 Differential BOS Costs [€/day] 352 0 352 

23 Differential EPC and Soft Costs [€/day] 500 0 500 

24 Differential Maintenance and Operation Costs [€/day] 222 0 245 

25 Differential Contingency Costs [€/day] 59 0 64 

26 Total Cash Flow incl. Degradation BESS Costs [€/day] -2118 20,410 18,511 

Fourth, the expected arbitrage earnings due to high price spreads on the intraday market 

might exceed the expected revenues on the aFRR market. In this case the bidding strategy 

submits a very high capacity price (€/MW) which is unlikely to be accepted. Consequently, 
the acceptance rate as of Table 5-27 decreases and this is desired behavior. 
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On average, the standalone BESS recharges 5.2 MWh per day from the intraday market and 

trades 1.4 MWh in arbitrage (row 12, 14). The intraday recharge costs therefore exceed the 

revenue from sold energy (row 13). Under consideration of the 80 % end-of-life criterion, 

the battery model estimates the battery life to 11.1 years. If the prediction framework is 

replaced by perfect knowledge of the simulation day (prices and request duration), the total 

cash flow incl. BESS degradation costs amounts to -1,959 €/day on average. 

In case the BESS is operated in conjunction with the wind park, the total revenue on the 

aFRR market is more than doubled (row 3). Depending on the aFRR product type, the 

average offered capacity is between 17 to 20 MW. Compared to the BESS standalone 

operation this aFRR capacity offer increase arises from the possibility to recharge from the 

pool. The BESS does not need to provide 4 h of full offered capacity by itself. However, the 

average offered capacity is lower than the theoretical maximum of 24 MW because the wind 

generation profile does not always provide sufficient reserve power to recharge the BESS 

(see subsection 4.5.2 for explanation). Arbitrage trading plays minor role as regards 

exchanged energy and profits. Depending on the day, either the price spread is lower than 

the cyclic ageing costs of the BESS or the revenue potential on the aFRR market is higher. 

The battery model reveals an estimated lifetime of 10.4 years and therefore a slightly higher 

ageing than for the BESS standalone operation. 

 

Figure 5-12: Total cash flow per day for 2 scenarios: Wind and BESS + Wind. 

As explained in subsection 4.5.4, the revenue potential of generation units without a 

coupled BESS are estimated by trading all generation capabilities on the day-ahead market. 

The wind park by itself yields an average revenue of 20,410 €/day whereas the wind park in 
combination with the BESS yields 21,441 €/day. However, the total cash flow of the pooled 
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operation (18,511 €/day) is lower than in the wind only scenario (row 26). The additional 

revenues do not compensate for the costs of the BESS. Adding a BESS to an existing wind 

park is not economical beneficial. Figure 5-12 illustrates the daily total cash flow for both 

the wind and BESS + Wind configuration over the simulation period. Because of varying 

wind generation and day-ahead prices, the total cash flow fluctuates significantly. In only 

9.9 % (27/274 days) of the days, the total cash flow of the BESS + Wind configuration is 

higher than for the wind only configuration. If the prediction framework is replaced by 

perfect knowledge of the simulation day (prices and request duration), the total cash flow 

amounts to 18,872 €/day on average. 

For an exemplary day, Figure 5-13 provides detailed time series of the BESS + Wind 

operating strategy and prices on the various markets. The operating strategy strictly follows 

the methodology presented in section 4.5 and is the unaltered output of the simulation 

framework. As illustrated in the uppermost chart (SoC), the BESS undergoes two full cycles 

and one-quarter cycle at that specific day. The VPP participates in the aFRR market between 

12 am and 8 pm with offered energy prices as indicated in the bottom chart. All offered aFRR 

energy prices are at any time above the day-ahead and intraday prices. During the aFRR 

delivery period, a part of the pool generation capabilities is traded on the day-ahead market 

and another part is reserved for recharging the BESS. In time periods of no aFRR requests, 

e.g. between 9 am and 8 pm, the reserve band is traded on the intraday market. All intraday 

market activity conducted by the wind park is denoted by “Intraday Market Power Pool” 
whereas all intraday market activity triggered by the BESS is denoted by “Intraday Market 
Power BESS”. The BESS intraday market activity includes all arbitrage trading and necessary 

recharge operations. If an aFRR request is triggered by the TSOs, the BESS provides the 

required power by discharging its battery cells. The discharged energy is later recharged 

from the reserve band of the pool (“Reserved Recharge Power”). At times of recharge, the 

pool cannot sell the reserve band to the intraday market. Between 8 pm and 12 am, the 

BESS does not provide aFRR but instead conducts arbitrage. At 8 pm, energy is sold for 

53 €/MWh and at 11:45 pm, energy is bought for -4.6 €/MWh (negative energy price on 
intraday market). The target SoC of 100 % is reached at the end of the day. 
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Figure 5-13: Operation and trading of the BESS + Wind pool on January 8th, 2019. 

5.2.2 BESS with Wind- and PV-Generation 

This subsection reveals if a BESS can positively contribute to the operation of a pooled wind 

park and a PV system with each having a nominal capacity of 100 MW (configuration 3, 
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section 4.2). The considered BESS has a nominal power output of 30 MW and an energetic 

capacity of 20 MWh.  

Table 5-28: Result summary of 2 scenarios: Wind + PV and BESS + Wind + PV. Each value 

represents the daily average over the simulation period. 

R 

o 

w 

 Wind + 

PV 

BESS + 

Wind + PV 

1 aFRR Capacity Price Revenue [€/day] 0 638 

2 aFRR Energy Price Revenue [€/day] 0 917 

3 aFRR Total Revenue [€/day] 0 1,556 

4 POS_00_04: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 20 / 24 

5 POS_04_08: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 19 / 26 

6 POS_08_12: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 21 / 22 

7 POS_12_16: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 22 / 18 

8 POS_16_20: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 19 / 18 

9 POS_20_24: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 18 / 16 

10 Intraday Market: Sold Energy [MWh/day] 0 67 

11 Intraday Market Revenue [€/day] 0 2,420 

12 Arbitrage: Bought Energy [MWh/day] 0 3.4 

13 Arbitrage: Costs [€/day] 0 100 

14 Arbitrage: Sold Energy [MWh/day] 0 3.4 

15 Arbitrage: Revenue [€/day] 0 108 

16 Day-ahead Market: Sold Energy [MWh/day] 756 672 

17 Day-ahead Market: Revenue [€/day] 29,420 26,588 

18 Recharge Taxes [€/day] 0 148 

19 Battery Deterioration [%/day] 0 0.0054 

20 Battery Deterioration [€/day] 0 1,215 

21 Differential Inverter Costs [€/day] 0 456 

22 Differential BOS Costs [€/day] 0 352 

23 Differential EPC and Soft Costs [€/day] 0 500 

24 Differential Maintenance and Operation Costs [€/day] 0 245 

25 Differential Contingency Costs [€/day] 0 64 

26 Total Cash Flow incl. Degradation BESS Costs [€/day] 29,420 27,592 

Table 5-28 summarizes the simulation results for the operation with and without the BESS. 

On average, between 18 MW and 22 MW of capacity were offered to the aFRR market (row 

4 - 9). Due to the availability of PV generation during the day, more recharge opportunities 

arise for the BESS than for e.g. a pool of only wind generation (subsection 5.2.1). 
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Consequently, more aFRR capacity can be traded and more revenues can be generated. 

With the same reasoning as explained in subsection 5.2.1, the aFRR acceptance rate is 

rather low, ranging between 16 % and 26 %. Revenues arising from arbitrage trading are 

minor. The battery model reveals an expected lifetime of 10.2 years. Due to the high costs 

of the BESS and the relatively low revenue margin on the aFRR market, the total cash flow 

with BESS is lower than without BESS. Economically, it is not beneficial to operate the BESS 

with this strategy. 

Figure 5-14 illustrates the daily total cash flow for both configuration over the simulation 

period. Because of varying renewable generation and day-ahead prices, the total cash flow 

fluctuates significantly. In only 9.9 % (27/274 days) of the days, the total cash flow with BESS 

is higher than without BESS. For an exemplary day, Figure A-1 provides detailed time series 

of the operating strategy and prices on the various markets for an exemplary day. 

 

Figure 5-14: Total cash flow per day for 2 scenarios: Wind + PV and BESS + Wind + PV 

5.2.3 BESS with Wind-, PV- and Thermal-Generation 

This subsection reveals if a BESS can positively contribute to the operation of a pool 

comprising a 100 MW wind park, a 100 MW PV system and a lignite power plant with a 

nominal capacity of 400 MW (configuration 4, section 4.2). As in the previous subsection, 

the BESS has a nominal power output of 30 MW and an energetic capacity of 20 MWh. Table 

5-29 summarizes the simulation results for the operation with and without the BESS. By 

using the standby capacity of the lignite power plant, the BESS is able to recharge at any 

given instance in time. For this reason, the maximum possible aFRR capacity (24 MW) can be 

offered to the market (row 4 – 9). Compared to subsections 5.2.1 and 5.2.2, the highest 
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total aFRR revenues are therefore yielded (row 3). The aFRR acceptance rate is similarly low 

and the arbitrage revenues are negligibly. 

Table 5-29: Result summary of 2 scenarios: Wind + PV + Thermal and BESS + Wind + 

PV + Thermal. Each value represents the daily average over the simulation period. 

R 

o 

w 

 Wind + 

PV + 

Thermal 

BESS + 

Wind + PV 

+ Thermal 

1 aFRR Capacity Price Revenue [€/day] 0 692 

2 aFRR Energy Price Revenue [€/day] 0 934 

3 aFRR Total Revenue [€/day] 0 1,627 

4 POS_00_04: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 23 / 22 

5 POS_04_08: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 23 / 22 

6 POS_08_12: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 23 / 19 

7 POS_12_16: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 24 / 17 

8 POS_16_20: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 24 / 16 

9 POS_20_24: Accept Cap. [MW/day] / Accept. rate [%/day] 0 / 0 23 / 15 

10 Intraday Market: Sold Energy [MWh/day] 0 73 

11 Intraday Market Revenue [€/day] 0 2,782 

12 Arbitrage: Bought Energy [MWh/day] 0 3.4 

13 Arbitrage: Costs [€/day] 0 103 

14 Arbitrage: Sold Energy [MWh/day] 0 1.5 

15 Arbitrage: Revenue [€/day] 0 104 

16 Day-ahead Market: Sold Energy [MWh/day] 6,278 6,187 

17 Day-ahead Market: Revenue [€/day] 282,330 279,128 

18 Recharge Taxes [€/day] 0 148 

19 Battery Deterioration [%/day] 0 0.0054 

20 Battery Deterioration [€/day] 0 1,224 

21 Differential Inverter Costs [€/day] 0 456 

22 Differential BOS Costs [€/day] 0 352 

23 Differential EPC and Soft Costs [€/day] 0 500 

24 Differential Maintenance and Operation Costs [€/day] 0 245 

25 Differential Contingency Costs [€/day] 0 64 

26 Total Cash Flow incl. Degradation BESS Costs [€/day] 282,330 280,549 

As explained in subsection 5.2.1, the total cash flow (row 26) only includes the revenues for 

selling energy on the intraday and day-ahead market. Variable costs such as for raw material 

(e.g. lignite) or CO2 emissions are not considered for sold energy. Latter variable costs are 
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only included if the BESS recharges from the lignite power plant. For this reason, the results 

of Table 5-29 should only be used to evaluate if it is beneficial to add a BESS to an existing 

VPP. 

The battery model reveals an expected lifetime of 10.1 years. Due to the high costs of the 

BESS and the relatively low revenue margin on the aFRR market, the total cash flow with 

BESS is lower than without BESS. Economically, it is not beneficial to operate the BESS with 

this strategy.  

Figure 5-15 illustrates the daily total cash flow for both configuration over the simulation 

period. In only 10.2 % (28/274 days) of the days, the total cash flow with BESS is higher than 

without BESS. For an exemplary day, Appendix B Figure B-1 provides detailed time series of 

the operating strategy and prices on the various markets for an exemplary day. 

 

Figure 5-15: Total cash flow per day for 2 scenarios: Wind + PV + Thermal and BESS + Wind + 

PV + Thermal 

5.2.4 Parameter Variation 

Adding a BESS to the pool configurations as described in the previous subsections caused a 

decrease of the total cash flows. However, all simulations were based on BESS cost 

parameters of the year 2019 (section 4.4). This subsection presents an outlook into the year 

2025 by running the same simulations with an altered set of system parameters. Since 

future market design changes (see subsection 2.1.2.1), control reserve demands and prices 

are impossible to accurately predict, this subsection uses the same underlying market model 

for the year 2025 as for the year 2019. 
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To grant the market an opportunity to react on bids placed on the intraday market, a sale 

opportunity time of tSale = 30mins was considered so far. As trading processes are increasing 

in speed, this subsection considers a sale opportunity time of tSale = 15mins. With this 

measure, BESS can offer more aFRR capacity (MW) to the market, since less energy must be 

reserved for aFRR request fulfilments. 

The previous subsections derived differential battery ageing costs by considering an end-of-

life (EoL) criterion of 80 % of the nominal capacity. However, various battery ageing 

measurements and research articles suggest that batteries can be used beyond the 

predefined end-of-life criterion [254–256]. In particular, multiple investigations recommend 

a stationary usage after the battery cells have been aged to the EoL criterion in a primary 

use case (e.g. electric vehicle). Results show that 2nd life battery lifespan can be multiple 

years [254]. The decrease in capacity beyond the end-of-life can be non-linear and the 

speed depends on the cell chemistry. For the simulation in this subsection, an EoL criterion 

of 75 % was chosen and the capacity decline is assumed linear. Investigations beyond this 

point would require a more sophisticated and specialized battery model. 

The highest cost influence on the total cash flow arises from the containerized BESS 

solution. Table 5-30 summarizes the predicted costs of the various components for the year 

2025. The source of the prediction is stated behind each cost value. Due to economies of 

scale, all hardware component costs are expected to decline by more than 50 percent until 

2025 (see Table 5-30). Due to gained experience within construction companies and more 

standardized processes, the EPC and soft costs decline as well. Aside from the battery 

system (section 4.6), all components are simulated with a lifetime of 20 years. 

Table 5-30: Predicted utility-scale cost parameters of containerized BESS for the year 2025. 

Component Costs 

Battery system 99 €/kWh [238,257] 

Bi-directional Inverter 50 €/kW [258] 

BOS  53 €/kWh [238] 

EPC 40 €/kWh [238] 

Soft Costs 35 €/kWh [238] 

Maintenance and Operation 1 % of hardware invest per year 

Contingency 3 % of invest [236] 

Simulation results for the parameter set as described above are provided in Table 5-31. Four 

columns state the results for the BESS standalone scenario, the BESS + Wind scenario, the 

BESS + Wind + PV scenario and the BESS + Wind + PV + Thermal scenario. For comparison, the 

last row in Table 5-31 states the total cash flow of the pool without incorporating the BESS. 

Despite the cost reductions, a BESS cannot be operated economically beneficial in 
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standalone mode. As in subsection 5.2.1, the respective total cash flow is negative (-

673 €/day). 

Table 5-31: Result summary with an altered parameter set. Each value represents the daily 

average over the simulation period. 

R 

o 

w 

 BESS 

Stand-

alone 

BESS + 

Wind 

BESS + 

Wind + 

PV  

BESS + 

Wind + 

PV + 

Thermal 

1 aFRR Capacity Price Revenue [€/day] 309 823 944 1,126 

2 aFRR Energy Price Revenue [€/day] 569 2,083 2,301 2,841 

3 aFRR Total Revenue [€/day] 878 2,905 3,245 3,967 

4 POS_00_04: Cap. [MW/day] / Acc. rate [%/day] 5 / 69 23 / 36 23 / 37 30 / 35 

5 POS_04_08: Cap. [MW/day] / Acc. rate [%/day] 5 / 64 21 / 46 22 / 47 28 / 42 

6 POS_08_12: Cap. [MW/day] / Acc. rate [%/day] 5 / 50 20 / 25 25 / 29 29 / 26 

7 POS_12_16: Cap. [MW/day] / Acc. rate [%/day] 5 / 47 21 / 29 27 / 26 29 / 26 

8 POS_16_20: Cap. [MW/day] / Acc. rate [%/day] 5 / 39 21 / 30 22 / 30 29 / 27 

9 POS_20_24: Cap. [MW/day] / Acc. rate [%/day] 5 / 65 21 / 24 21 / 23 29 / 23 

10 Intraday Market: Sold Energy [MWh/day] 0 102 118 143 

11 Intraday Market Revenue [€/day] 0 3,756 4,503 5,844 

12 Arbitrage: Bought Energy [MWh/day] 11.7 12.2 11.5 10.9 

13 Arbitrage: Costs [€/day] 626 495 433 371 

14 Arbitrage: Sold Energy [MWh/day] 3.1 8.6 8.1 8.0 

15 Arbitrage: Revenue [€/day] 226 574 498 477 

16 Day-ahead Market: Sold Energy [MWh/day] 0 385 599 6,085 

17 Day-ahead Market: Revenue [€/day] 0 15,554 23,700 274,900 

18 Recharge Taxes [€/day] 0 355 400 511 

19 Battery Deterioration [%/day] 0.0054 0.0070 0.0072 0.0076 

20 Battery Deterioration [€/day] 513 664 675 716 

21 Battery Lifetime [years/day] 12.6 9.7 9.6 9.0 

22 Differential Inverter Costs [€/day] 82 245 245 245 

23 Differential BOS Costs [€/day] 173 173 173 173 

24 Differential EPC and Soft Costs [€/day] 245 245 245 245 

25 Differential Maint. and Operation Costs [€/day] 115 148 148 148 

26 Differential Contingency Costs [€/day] 25 30 30 30 

27 Total Cash Flow incl. Degrad. BESS Costs [€/day] -673 20,421 29,599 282,751 

28 Total Cash Flow without BESS [€/day] 0 20,410 29,420 282,330 
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However, in all other scenarios, adding a BESS to the pool configuration increases the total 

cash flow. It is a key finding of this work, that a BESS in conjunction with an existing 

generation pool can in the near future be operated economically beneficial. This in 

particular applies to generation pools comprising only renewables. Compared to the 

parameter set of the previous subsections, the total revenues on the aFRR market have 

more than doubled (row 3). Due to the reduced battery system costs (in particular cyclic 

ageing costs), the bidding strategy can offer lower energy prices (€/MWh). Consequently, a 
lower position in the merit order list is obtained which then leads to an increased energetic 

throughput. The higher energetic throughput is reflected in an increased average daily 

battery deterioration. Despite the lower EoL threshold, the estimated battery lifetime is 

around 1 year lower than with the parameter set of the previous subsection. The arbitrage 

revenues are increased but as before do not substantially contribute to the revenue. 

5.2.5 Comparison with FCR 

The vast majority of stationary BESS located in Europe/Germany operate on the FCR market 

(section 2.1.1). As of November 2019, 380 MW of BESS capacity were prequalified for FCR 

provision [259]. This amounts to 5.5 % of the total prequalified capacity. However, 

decreasing capacity prices lead to uncertainties in the business model for BESS [260]. This 

subsection provides a rough assessment of the revenue potentials for BESS and compares 

with the revenue potentials on the aFRR market. Reference is made to literature which 

more thoroughly analyses FCR provision with BESS [249,260–262]. 

 

Figure 5-16: Daily capacity prices of FCR in the German control zone [14]. 

Figure 5-16 illustrates both the marginal capacity price and the average paid capacity price 

on the German FCR market for the simulation period as specified in section 5.1. Before July 

2019, FCR was auctioned in weekly blocks with a service compensation based on the 

individually submitted capacity price (pay-as-bid). Starting with July 1st, 2019, each day is 

auctioned independently (section 2.1.1) and a uniform capacity price is paid to all successful 
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participants. The daily average paid capacity price during the aforementioned time period is 

258.55 €/MW. 

Before May 2019, each FCR prequalified unit was required to provide the auctioned power 

for 30 min in both fulfilment directions. Following new regulations coming into place at start 

of May 2019, the minimum delivery duration was reduced to 15 min. To get prequalified, 

each BESS must be able to provide the minimum delivery duration and present a functioning 

recharge strategy to compensate for FCR calls as well as losses within the system. An in-

depth analysis regarding the minimum required energy buffer per MW FCR offered was 

conducted by [263]. The analysis includes the application of a recharge strategy, which is 

also implemented on a stationary, grid-connected BESS located in Aachen, Germany 

(M5BAT). Equation (50) states the minimum required energetic capacity (𝐸buffer) a BESS 

should have for providing a FCR power of 𝑃FCR [263]. 𝐸buffer(𝑃FCR, 𝑡lead, 𝑡idle) = 2 ∙ (𝐸worstCase(𝑃FCR, 𝑡lead, 𝑡idle) + 𝐸15MinCriterion(𝑃FCR)) = 2 ∙ (5 min ∙ 𝑃FCR + 10 min ∙ 12 ∙ 𝑃𝐹𝐶𝑅 + 5 min ∙ 14 ∙ 𝑃FCR + 15 min ∙ 𝑃FCR) = = 0.875ℎ ∙ 𝑃FCR 

(50) 

The formula includes the lead-time 𝑡lead(= 5 𝑚𝑖𝑛), which accounts for the delay between 

triggering a recharge (set point adjustment) and the actual delivery. Further, an idle 

time 𝑡idle(= 15 𝑚𝑖𝑛), which arises from the block size on the intraday market, is 

considered. The capacity reserved for providing the 15-minute minimum delivery duration 

(𝐸15MinCriterion) may only be used in a so-called alert state. Three different conditions define 

when the alert state is active. A worst-case estimate of how much additional energy is 

required before the reserve capacity can be used, is provided by 𝐸worstCase [263]. Applying 

equation (50) on the 30 MW, 20 MWh BESS considered in the previous subsections reveals a 

maximum FCR power (𝑃FCR) of 22 MW. The remaining 8 MW can be used for recharging 

during FCR operation (recharge strategy).  

In total, the average daily revenue on the FCR market amounts to 22 𝑀𝑊 ∙ 258.55 €/𝑀𝑊 =5688.1 €. The estimated FCR revenue is higher than the revenue potential on the aFRR 

market. The latter holds true for all considered aFRR scenarios including the reduced cost 

scenario of the year 2025 (subsection 5.2.4). Since large frequency deviations are very rare 

in the European integrated grid, the BESS has long idle times (~43 % of the time) and mostly 

performs small cycles [263]. Battery ageing is dominated by calendar ageing [260]. For this 

reason, the battery deterioration costs are lower when providing FCR than aFRR. 
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6 Summary and Conclusion 

This work introduced with an overview of the European electricity market design and a 

special focus on the automatic Frequency Restoration Reserve (aFRR) market for which 

historical bids of successful auction participants were evaluated. Different bidding strategies 

were revealed by analyzing submitted capacity prices, energy prices and deployment 

durations. The analysis revealed a dominant impact of the individually submitted energy 

prices (€/MWh) on the revenues. Across all positive aFRR products in the considered period, 

the 25 % of participants which submitted the lowest energy price bids (€/MWh) revealed a 
daily average revenue of 384.95 €/MW (Table 2-1). Of these revenues, the capacity price 

only makes up a share of 14.49 €/MW. The remaining share is attributed to the energy price 

based revenues. Further, revenues significantly drop with increasing energy price bids. The 

next higher 25 % block of participants, in terms of the submitted energy prices, only reveals 

a daily average revenue of 123.18 €/MW. The latter is due to a highly reduced average 

deployment duration with increasing energy price bids (merit order effect). Market 

participants with bidding strategies that submit high energy prices are likely to either have 

no alternative business case for that period or follow a high-risk strategy which waits for a 

very rare aFRR energy request at extremely high energy prices. On the negative aFRR 

market, energy price bids are usually negative, corresponding to participants paying for the 

energy consumption or generation decrease. Revenues can only indirectly be generated by 

obtaining energy at prices lower than on other electricity markets.  

Revenues on the aFRR market are subject to bids submitted by other market participants 

and to the future request pattern. Since latter components are unknown at the time of bid 

submission, a market prediction methodology was presented. Key market quantities were 

derived which assist a bidding strategy in deriving an optimal bid. These quantities include 

the marginal mixed price, energy prices and the deployment durations. Multiple statistical 

and artificial intelligence based models were used for prediction. The models are supported 

by various data sources, which amongst other include weather, stock exchange, bank 

holiday and load forecast data. Based on the predictions, the acceptance probability 

associated to any choice of bid was derived. In a large hyperparameter space, each model 

was evaluated numerous times until the best parameter set was found (hyperparameter 

optimization). 

Comparing the performances of each model with one another did not reveal a superior 

model, which outperforms its contestants in all disciplines. Because of the use of exogenous 

data sources and the ability to generate nonlinear output, (recurrent) neural networks were 

expected to perform best. However, this turned out not to be true since across every time 

series predicted in this work, either the exponential smoothing or SARIMA model provided 
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the best performance on the test set in 67 % of all cases. Most neural network 

hyperparameter optimizations revealed slightly better performance for models using 

feature vectors with exogenous data sources. However, the performance benefits against 

not using exogenous data sources were minor and could not withstand a statistical 

significance test. In general, models with a small number of layers (< 5) and few neurons per 

layer (< 50) performed better than deep neural networks. Recurrent neural networks did not 

reveal performance benefits, even though, RNNs should in theory better capture events 

from previous time steps. The statistical variance of the RNN performance was highest 

among all models. Across all 60 time series, the SARIMA and exponential smoothing model 

provided the steadiest performance. 

In the next part of this work, the earning potentials of BESS participating on the aFRR 

market were investigated. Both the standalone operation as well as the joint operation with 

three different VPPs was considered. A detailed operating strategy was presented, which 

maximizes the sale of generation capabilities, instantly provides aFRR power when 

requested and recharges the BESS from the VPP. During hours of no aFRR obligation, the 

BESS conducts arbitrage on the intraday market. The maximum possible aFRR capacity 

(MW) to offer was derived as a function of the VPP’s generation profile and the energetic 
storage capacity (MWh) of the BESS. Based on the aFRR market predictions and the 

derivation of the acceptance probability, a bidding strategy was presented which finds the 

optimal bid to submit in the auction process. The bidding strategy solves an optimization 

problem which considers a cost breakdown of the BESS and involves a battery model to 

estimate the cell ageing. 

Results indicate that an economically feasible operation in the year 2019 was not possible. 

This applies to all VPP configurations considered in this work. The price spread between the 

optimized aFRR energy price and the intraday market price does not suffice to compensate 

the differential BESS costs. However, for a predicted cost parameter set of the year 2025, an 

economically feasible operation is possible. This applies to a BESS operated in conjunction 

with a VPP but does not hold true for a BESS in standalone mode. One important finding of 

this work is that the economic feasibility strongly depends on the diversity of the VPP 

composition. VPPs comprising e.g. wind, PV and thermal generation show a more 

continuous generation profile over time than e.g. a VPP only comprising PV without any 

night-time generation. A continuous generation profile gives the aFRR participating BESS 

more recharge opportunities which consequently allows for less required energetic battery 

capacity (MWh) and therefore a better business case. 

The economic feasibility is very sensitive as regards prices on the aFRR market and costs of 

the BESS. Small changes in either direction make a substantial difference. Intraday market 
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lead times further impact the economic feasibility. Smaller market lead times lead to less 

required energetic capacity of the BESS and a higher maximum aFRR capacity (MW) to offer. 

One option in the optimization process conducted in this work is to provide intraday market 

based arbitrage in hours of no aFRR obligations. The optimizer can choose between aFRR 

provision and arbitrage trading. As a side effect, this work revealed that arbitrage is no 

economic feasible option for a BESS. In only very few instances, the optimizer decided in 

favor of arbitrage. Usually, the price spread on the intraday market does not compensate 

for the differential BESS aging costs in addition to the country-specific expenses 

(transmission fees, taxes, etc.).  

A cost breakdown for a containerized stationary BESS revealed a battery system related 

contribution to the total costs of only 28 %. Aside from the cells, the battery system includes 

modules, cell state monitoring devices, racks, DC circuit breaker, DC bus bar, DC connection 

point and the battery management system. Therefore, the cost contribution of the pure 

battery cells is even lower. 

Compared to the FCR market, profits on the aFRR market were found to be lower 

throughout the scenarios of this work.  

6.1 Relevance of Results 

Due to a university operated stationary BESS, all results generated for this thesis refer to the 

German/Austrian aFRR market design conditions applying between October 30th, 2018 and 

July 31st, 2019. Due to frequent design changes in the control reserve markets, the 

statements of this work are relatively short-lived and results should continuously be re-

evaluated in the future. However, this section investigates why the presented results have a 

more wide-spread indication. 

Efforts are made to consolidate and merge the various market designs across Europe based 

on the German/Austrian model. A European-wide auction and energy request collaboration 

is expected to bring synergy effects. Due to the auction similarity, the methodology and 

results presented in this work have a more widespread statement. Further, the 

methodology presented in this work can easily be adapted to predict similar quantities 

corresponding to different market rules. The underlying results, such as the dependency on 

exogenous data sources, provide an indication for other international auction-based control 

reserve markets. 

The revenues generated by the proposed bidding strategy are based on the aFRR mixed 

price awarding scheme. However, they also serve as an indication for auctions based on a 

capacity price awarding scheme. In the past, both awarding schemes were in place in the 
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German/Austrian consolidation area. Revenues in either scheme are largely based on the 

individually submitted energy price (€/MWh) rather than on the capacity price (€/MW) or 
the derived mixed price. The capacity prices are close to zero in both auction schemes. A 

notable difference between the two auction schemes is that capacity price based awarding 

auctions reveal more aggressive bidding behavior. For both positive and negative fulfilment 

directions, a few very high (~10,000 €/MWh) energy price bids can be observed. Latter 

bidding strategies are targeted at making high profits at very rare and extreme conditions of 

the electrical grid. In an expected future auction scheme amendment, aggressive bidding 

behavior shall be prevented by allowing energy price bids after auction closing. For this 

reason, the author believes that the revenues derived by the bidding strategy in this work 

do not substantially deviate from the future auction scheme revenues. 

6.2 Suggestions for Future Work 

The prediction methodology as well as the bidding strategy can in the future be extended 

and improved. 

Since the exogenous data sources did not generate a significant performance gain on the 

predictions, other data sources such as the availability of thermal power plants could be 

implemented. Current literature further suggests the use of qualitative sources such as 

news feeds or social media posts [50]. Techniques such as text mining and sentiment 

analysis allow the integration into the learning process. Also, the neural network models 

might benefit from adding autoregressive components with multiple lags to the feature 

vector. Due to the frequent market design changes, this work is based on a data range of 

less than one year. Annual seasonal effects could for instance not be considered in this 

work. Longer market periods can in the future be used for training the various models. In 

general, machine learning based models perform better, the more data is available. Various 

alternative time-series prediction models have been proposed in literature and could be 

added to the prediction framework developed for this work (e.g. support vector regression) 

[159,264]. Ensemble learning techniques have generated promising results in other fields 

and could be applied as well [265]. 

The bidding strategy could be extended to a holistic approach which covers the participation 

in multiple markets. If for instance a bid on the aFRR auction was not awarded, a 

subsequent bid could be submitted to the mFRR auction. Market participation on the FCR 

market could also be implemented. The arbitrage algorithm could be extended to 

simultaneously trade on both the day-ahead and intraday market to find higher price 

spreads. For all simulations conducted in this work, the minimum end-of-life (EoL) criterion 

of the battery cells was set to either 80 % or 75 %. However, various measurements and 

research show that battery cells can be used beyond this point. Since deep ageing effects 
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are not covered by the implemented battery model, a more sophisticated and specialized 

battery model could be used instead. A better usage of the battery lifetime would decrease 

the differential ageing costs and increase the earning potential.
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Appendix A BESS with Wind- and PV-Generation 
 

 

 

 

 

Figure A-1: Operation and trading of the BESS + Wind + PV pool on January 8th, 2019. 
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Appendix B BESS with Wind-, PV- and Thermal-

Generation 
 

 

 

 

 

Figure B-1: Operation and trading of the BESS + Wind + PV + Thermal pool on April 22nd, 2019
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Automatic Frequency Restoration Reserve (aFRR) is one of 

three control reserve services in continental Europe to com-

pensate imbalances in the electrical grid. Due to the transition 

towards a high degree of renewable sources, fewer conventi-

onal power plants will be available in the future to stabilize the 

electrical grid. However, new technologies are facing various 

entrance barriers because of the complex market design. This 

work provides a detailed aFRR market analysis and derives 

To assist the creation of bidding strategies, a market prediction 

methodology is presented. Both statistical and machine lear-

ning based models are used for predicting key market quanti-

ties. A model comparison reveals a usually better performance 

of statistical models. Exogenous data sources such as weather, 

prediction performance.

This work further developed an operating strategy for integra-

ting Battery Energy Storage Systems (BESS) into existing Vir-

tual Power Plants (VPP) to exploit the advantages of multiple 

technologies. Based on an optimization process, a bidding stra-

tegy is presented that optimizes the bids to submit to the aFRR 

auction. An in-depth cost breakdown and battery-ageing model 

support the derivation of optimal bids. With current costs of con-

tainerized BESS, an operation is not economically viable and 

earnings were found to be lower than on the Frequency Control 

Reserve (FCR) market. However, with a predicted cost break-


