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Editorial Preface  
 
 
 
 
Annual Review of South Asian Languages and Linguistics (ARSALL) is de-
voted to bringing out what is currently being explored in South Asian linguis-
tics and in the study of South Asian languages in general. South Asia is home 
to a wide variety of languages, structurally and typologically quite diverse, and 
has often served as a catalyst and testing ground for theories of various kinds. 

Although linguists working on South Asia have made significant contribu-
tions to our understanding of language, society, and language in society, and 
their numbers have grown considerably in the recent past, until recently there 
was no internationally recognized forum for the exchange of ideas amongst 
them or for the articulation of new ideas and approaches grounded in the study 
of South Asian languages. The Yearbook of South Asian Languages and Lin-
guistics, of which this annual is a direct descendant, played that role during the 
last decade, but in 2007 we decided to go a bit further and incorporate a 
slightly modified form of such a forum into Trends in Linguistics. This is the 
fourth issue of ARSALL as part of the series Trends in Linguistics: Studies and 
Monographs.  

Each volume of this annual has five major sections:  
i. General Contributions, consisting of selected open submissions that 
focus on important themes and provide various viewpoints.  
ii. Special Contributions, consisting of generally invited single or mul-
tiple contributions on important issues, ranging from the narrowly 
grammatical to the wide-scope socio-linguistic/socio-political. When 
many contributions are included, the section will in effect constitute a 
mini-symposium, albeit in the written form, on the issue chosen for a 
given year. It will serve the function of familiarizing the reader with cur-
rent thinking on issues seen as salient in the study of South Asian lan-
guages.  
iii. Reports, consisting of reports from around the world on research on 
South Asian languages 
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iv. Reviews and Abstracts, consisting of  reviews of important books 
and monographs and abstracts of doctoral theses.  
v. Dialogue, consisting of a forum for the discussion of earlier work, 
preferably previously published in this annual, comments, reports on re-
search activities, and conference announcements.   

Other than excellence and non-isolationism, ARSALL has no theoretical 
agenda and no thematic priorities.  

The first, general section of this, the fourth, issue of ARSALL contains four  
contributions: Bhattacharja’s On the origin of affixal polysemy/homonymy in 
Bengali, Kumar’s Two types of NPI`s in Hindi, Poornima and Painter’s Di-
verging pathways: the current status of grammaticalization of Hindi verbs, and 
Maliyagoda`s Wh-phenomena in Sinhala. 

The Special Contributions section is dedicated to Pragmatics, generally not 
studied with any rigour in the South Asian cotext. In his contribution to this 
section, Sharma carefully examines the pragmatics of conditionals in Hindi. 

 As Europe, like North America, continues to be a major center for the 
study of South Asian languages, we thought it was appropriate to have our 
Regional Reports section publish a report on European research on South 
Asian languages in this issue of ARSLL. The first issue, readers may recall, 
also contained a report on European research on South Asian languages. Fol-
lowing the tradition inaugurated in 2004, it also contains a report on what Das-
gupta sees as the still unresolved problems of Bengla linguistics.  

The Review section of this issue contains reviews of Agnihotri and De-
wan’s recent important book on knowledge, language, and learning and of 
Chaudhary`s non-technical book on foreigners and foreign languages in India. 

I am particularly happy to note that the Dialogue section of this issue con-
tains a response to a review published in ARSALL-2009. 

I am grateful to Prof. Hans Henrich Hock, Mr. Wolfgang Konwitschny, and 
Mr. Mooli Ikome for help and support in the preparation of this issue. 

 
  Rajendra Singh
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On the Origin of Affixal Polysemy/Homonymy  
in Bengali* 
 
Shishir Bhattacharja 
 
 
 
In Bengali, words endowed with a variety of semantic readings and 
categorical affiliation end in an isophonic suffix, a phenomenon known as 
affixal polysemy (or homonymy) in the literature. In this article, we 
account for this phenomenon in the light of W(hole) W(ord) M(orphology) 
,elaborated in Ford, Singh, and Martohardjono 1997. WWM claims that 
any morphological relationship between two words of a language can be 
described by a W(ord) F(ormation) S(trategy) licensed by a set of 
semantically related pairs of words showing the same formal difference 
and categorical affiliation. We claim that each new output of a particular 
WFS manifests a unique semantic relatedness with the input. 
Consequently, each new pair (constituted of the input and the output) may 
subsequently serve as a different model to form some other new words. If 
some of the outputs and inputs of such WFSs undergo categorical changes, 
new WFSs based on different categorical affiliations also come into being. 
These are some of the factors that motivate multiplication of WFSs that are 
based on the same formal difference. As other models of morphology 
describe certain formal differences (manifested in different sets of word-
pairs) as affixes, they see the multiplication of WFSs based on those formal 
differences as affixal polysemy or homonymy. 
 
 
1. Preliminaries 
 
As in many other human languages, different words endowed with a 
variety of semantic readings and categorical affiliations end in an 
isophonic suffix in Bengali.1 For example, in (1-15), as many as 15 
different nouns and adjectives endowed with different semantic readings 
end in the suffix {i}.2 The question that naturally arises is why in human 
languages, isophonic affixes are found in a variety of words?3 There may 
reasonably be a debate (see Plag 1997:236) about whether the same 
polysemous suffix appears in words of this kind, or if each one of them 
contains a different homonymous suffix.4 In this article, we shall attempt to 
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answer this question and try to contribute to the debate in the light of 
W(hole) W(ord) M(orphology) (elaborated in Ford, Singh, and Martohardjono 
1997). 
 
 
NOUN-ADJECTIVE 
 
(1) ‘Who/which has X (X = base)’ [  dynamic,  material]5 
shukh   ‘happiness’    shukhi  ‘happy’ 
        
(2)  ‘Of X’ [  dynamic,  material] 
japan ‘Japan’   japani ‘of Japan’ 
    
(3)  ‘Made of X’  [  dynamic, + material] 
reshom  ‘silk’  resh(o)mi ‘made of silk/silken’ 
     
(4) ‘Which has the colour of X’  [  dynamic,  material] 
golap ‘rose’    golapi ‘rose-coloured/rose/rosy’ 
 
(5) ‘administratively concerning X’  [  dynamic,  material] 
nirbacon ‘election’   nirbaconi ‘electoral’  
 
(6)  ‘Which does X’ [  dynamic,  material] 
binash   ‘destruction’   binashi ‘destructive’ 
 
(7) ‘Which follows or supports X’  [  dynamic,  material] 
marksbad ‘Marxism’   marksbadi ‘Marxist’ 
 
(8)  ‘Which measures or weighs X’ [  dynamic,  material] 
paNc fuT ‘five feet’   paNc fuTi  ‘five feet long’6 
 
 
ADJECTIVE-NOUN 
 
(9) ‘X-ness’  [  dynamic,  material] 
calak ‘clever’    calaki ‘cleverness’ 
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NOUN-NOUN 
 
(10) ‘Who does X’  [+ dynamic, + material] 
khun ‘murder’   khuni   ‘murderer’ 
 
(11) ‘Who uses X as an instrument’ [+ dynamic, + material] 
kOrat  ‘saw’   kOrati  ‘sawer’ 
 
(12) ‘Activities of X’  [  dynamic,  material] 
mashTar ‘teacher’   mashTari  ‘teaching’ 
 
(13) ‘Money/present given as a token of X’   [  dynamic, + material] 
shomman ‘respect’    shommani ‘honorarium’ 
 
(14) ‘Done with X’  [  dynamic,  material] 
phaNsh  ‘a slip knot’   phaNshi ‘death or practice of killing by hanging’ 
 
(15) ‘Made of X’  [  dynamic, + material] 
baNsh ‘bamboo’   baNshi ‘flute’ 
 
It does not seem to be possible to treat {i} in the same way as Plag (1997) 
treats the suffix {ize} in English. According to Plag, most of the words that 
end in {ize}, including about 300 types of neologisms he mentions, have 
the same underlying lexical semantic structure. He (1997:235) concludes 
from this that concatenating {ize} to different base words is a 
“semantically transparent polysemous process.”  However, on the basis of 
a synchronic and diachronic analysis of a variety of Spanish words ending 
in the suffix {azo}, Rainer (2003:204) demonstrates that the attempt to 
derive all such words as contextual variants of one single abstract meaning 
suffers from serious defects. Similarly, the semantic and categorical diversity 
of the derived words in (1-15) cannot be handled with one single process, or 
with one single underspecified meaning like ‘related to X’ or ‘of X’. 

Following Lieber (2004), although we have provided the examples (1-
15) with semantic features of the affix {i}, we will not present any 
semantic or pragmatic analysis of this or any other affix in the present 
description. We shall not do this because there is no model that we know 
of which would allow us to do such an analysis satisfactorily. Lieber 
(2004) demonstrates that different existing models of semantic analysis 
(e.g. Jackendoff 1990, Pustejovsky 1995, Wierzbicka 1996 and Szymanec 
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1988) among others) are not adequate for handling affixes. However, there 
are examples among (1-15) which pose problems for Lieber’s (2004) own 
model. This is because her model does not allow a particular affix to create 
both concrete [+ material] and abstract [  material] nouns. But, as we see 
in the examples above, {i} can appear in both abstract and concrete nouns 
((9) and (10)), and adjectives ((6) and (3)) respectively. We find that, 
contrary to Lieber’s (2004) predictions, both stative (13) and activity nouns 
(12) can end in the same suffix {i}.  
 
 
2. Whole word morphology 
 
We will now briefly describe the model WWM in what follows, before we 
move on to demonstrate how words with a variety of semantic reading and 
categorical affiliation happen to end in an isophonic suffix in Bengali. 
According to Singh (2006:578)  
 

“All that needs to be said about word structure in any language (of any type 
whatsoever) can and must be said by instantiations of the schema in (S1). 
These instantiations are referred to as Word Formation Strategies (WFSs) 
because, as generalizations drawn from known particular facts, they can be 
activated in the production and understanding of new words. WFSs must be 
formulated as generally as possible, but  and this is crucial  only as 
generally as the facts of the matter permit. 
 
S1. /X/a   /X′/b   where 
 
1. /X/a and /X'/b  are words and X and X' are abbreviations of the forms of 
classes of words belonging to categories a and b (with which specific words 
belonging to the right category can be unified or on to which they can be 
mapped). 
2. ' represents (all the) form-related differences between /X/ and /X'/ that fall 
outside of automatic phonology. 
3. a and b are categories that may be represented as feature bundles. 
4. The  represents a bidirectional implication (if X then /X'/, and  if /X'/, 
then /X/). 
5. The interpretation of /X/a is a semantic function of /X'/b and vice versa. 
6. ' can be null iff    .” 

 
As Singh (2006:578) expresses it, WWM sees morphology, “not as a 
combinatorics of morphs or morphemes but as a system of generalized and 
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abstract bidirectional correspondence among patterns instantiated by sets 
of whole words that exploit the same contrast.” Singh (2006:578) goes on 
to state that some advocates of WWM (e.g. Ford, Singh, and Martohardjono 
1997) take the ‘dissociative’ view of morphology and “postulate the 
existence of rules of interpretation associated with WFSs”, whereas others 
(e.g. Neuvel 2003) subscribe to the ‘associative’ view à la Corbin (1987) 
and require the said contrast to be “both formal and semantic.”  

In the present article, we will adopt the dissociative view of morphology 
in the sense that each WFS has to be licensed by a set of semantically 
related pairs of words showing the same i) formal contrast and ii) 
categorical affiliation. For example, (16) instantiates a WFS of English 
because it is licensed by a set of semantically related word-pairs which 
manifest the same i) formal contrast: X/Xli and iii) categorical affiliation: 
Noun/Adjective, but not necessarily the ‘same’ semantic contrast. Each 
WFS is provided with an ad hoc rule of interpretation (e.g.‘/X/-like’) in the 
present article. The bidirectional arrow implies that a WFS can be 
activated both ways by using either of the pair-mates as the input.  
 
(16) /X/N   /Xli/Adj    ‘/X/-like’ 
 friend  friendly; man  manly 
 
According to WWM, words have no internal (non-phonological) 
hierarchical structure. However, if a particular word is mapped onto some 
relevant WFS it can be analyzed into two subcomponents, a variable 
(friend/man) and a constant (/li/). Subcomponents can be represented by 
any phonic element: single phoneme, meaningless sound cluster, words, 
and discontinuous or continuous segmental as well as supra-segmental 
means like stress and tone (variables, however, cannot be exclusively 
supra-segmental). For example, if the Hebrew word /hagdala/ ‘enlargement’ 
is mapped onto (17), the variable will be represented by the discontinuous 
sequence of consonants: /h/-/gd/-/l/, and the constant by the discontinuous 
sequence of vowels: /a/-/a/-/a/. Equally, if the Chinese word /tshç35/ ‘a 
plough’ is mapped onto (18), the constant will be represented by the rising 
tone while the variable will be represented by the sequence of segments.  

 
(17) /CaCCaCa/N    /CiCCiC/V  ‘Action of doing /CiCCiC/’ 
 /hagdala/ ‘enlargement’  /higdil/ ‘enlarge’ 
 /haxtaba/ ‘dictation’  /hixtib/ ‘dictate’  (Data:Booij 2005:38) 
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(18) /CV11/V    /CV35/N  ‘To do the action by using /CV35/’ 
 /mç11/ ‘to grind’   /mç35/ ‘a grind’ 
 /tshç11/ ‘to plough’  /tshç35/ ‘a plough’ (Data:Yu 2007:191) 
 
 
3. Multiplication of WFSs based on the same formal difference 
 
We will now move on to see how different words happen to end in an 
isophonic suffix. It may be claimed that one of the reasons behind this 
phenomenon is that, some model WFSs are split into other different WFSs 
in the course of time. To begin with, one may consider (19) which had 
been a part of the morphological module of Bengali for quite some time 
but had remained quite unproductive until very recently.  
 
(19) /X/N    /Xkheko/Adj/N ‘/X/-devourer’  [  dynamic, +/  material]  
 /manush/ ‘human being’  /manushkheko/ ‘man-eater’ 
 /kOlje/  ‘liver’   /kOljekheko/ ‘who eats (human) liver’ 
 
Between November 2006 and January 2009, (19) became comparatively 
more productive, possibly because of the indirect influence of socio-
political incidents in Bangladesh (when the fourth care-taker government 
in power engaged itself in some sort of ‘corruption-cleansing’ activities). 
At the beginning of this period, a word with the particular semantic reading 
of ‘forest-devourer’ /bonkheko/ was formed, we suppose, by mapping /bon/ 
‘forest’ onto (19). It was followed by the formation of another new word 
/nodikheko/‘river-devourer’. We assume that these two pairs: /bon/~/bon- 
kheko/ and /nodi/~/nodikheko/ license a new WFS (20) with a rule of 
interpretation which is different from the rule of interpretation found in 
(19). Several other neologisms like /bhumikheko/ ‘land-devourer’, 
/shomudrotOtkheko/ ‘sea-beach devourer’ were formed with (20) in the 
recent times.  

 
(20) /X/N  /Xkheko/Adj/N  ‘A disgusting person who illegally takes some 
 public property /X/ in his possession and makes every possible misuse of 
 it’ [  dynamic, +/  material]  
 /bon/  ‘forest’   /bonkheko/  ‘who misuses a forest by selling off trees, etc.’ 
 /nodi/ ‘river’   /nodikheko/ ‘who takes a river in his possession and    
              misuses it’ 
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In the above, one needs to be aware of the fact that some speakers may 
merge (19) and (20) by adjusting their rule of interpretation to some extent.  
However, it is equally possible that other speakers may not do so because 
unlike /manushkheko/ ‘man-eater’, /bonkheko/ ‘who illegally misuses a 
forest’ is not an animal, but a human being, more specifically, a high 
government official in charge of the forest (and also because, for a tiger the 
act of devouring human beings cannot be considered to be illegal or 
disgusting). One may also argue that /bonkheko/ was in fact formed after 
/manushkheko/ and not necessarily by activating (19).7 However, we 
assume that the Bengali journalist who coined /bonkheko/ did it by 
activating (19), but he could also have coined it after /manushkheko/ ‘man-
eater’ if his lexicon lacked other words ending in [kheko], and/or if (19) 
was not part of his morphological module. Words can be formed through 
various other means, but if a particular WFS is a part of the morphological 
module of a speaker-hearer, it is more likely that he will activate the WFS 
for creating a new word. We do not claim that WFS is the only tool for 
creating new words. We simply claim that it is a tool among many others. 

It can be claimed that each new output of a particular WFS manifests a 
more or less unique semantic relatedness with the input, or, to put it in 
Aronovian (1976) terms, each output of a WFS is a unique function of its 
input. For example, unlike /bonkheko/, a /nodikheko/ is not a government 
official, but rather a local political leader or an influential hooligan. It is 
quite likely that in the near future (20) will also split into two different 
WFSs. Each new pair has, to some extent, the potential to license a 
different WFS so that whenever a set of pairs with a similar semantic 
relatedness becomes available, the model WFS is split to create a new 
WFS endowed with a different rule of interpretation.8  

If some of the outputs and inputs of a particular WFS undergo 
categorical changes, a new WFS based on different categorical affiliations 
can also come into being. As a result, the number of WFSs, each based on 
the same formal difference, but endowed with different rule of 
interpretation and/or categorical affiliation continues to multiply. As other 
models describe particular formal differences like [i] and [kheko] 
manifested in different sets of word-pairs as affixes, they see the 
multiplication of WFSs based on these formal differences as affixal 
polysemy (or homonymy). For a model that considers affixes as lexical 
entries (such as Lieber 1992), (1-15) or (19-20) can be seen as multiplication 
of the number of isophonic affixes, each one endowed with a different shade 
of meaning and (probably) different argument structures. 
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This paper shall now proceed to focus on another case which clearly 
shows how splitting becomes imperative due to the diversity of semantic 
relatedness manifested in different word-pairs licensing a particular WFS. 
One can assume that (21) has been part of Bengali morphology since the 
time that the Bengali speaking society in conjunction with other Indic 
language speaking societies in South Asia, used to consider women to be 
the property of respective husbands while an army was the property of the 
commander. The reason behind such an assumption is that unless one 
postulates (21) it is difficult to explain how the sequence [poti] could 
appear in words like /shenapoti/ ‘army commander’ and /koTipoti/ 
‘millionaire’.  
 
(21) /X/N     /Xpoti/N   ‘Who owns /X/’  [+ material,  dynamic] 
 /shita/ ‘Sita, heroine of the epic Ramayana’   /shitapoti/ ‘husband of 
 Sita/god Rama’ 
 /bhogni/ ‘sister’  /bhognipoti/ ‘husband of one’s sister/brother in law’ 
 /koTi/ ‘ten million’  /koTipoti/ ‘owner of ten million rupees/millionaire’  
 /shena/ ‘soldier,  army’  /shenapoti/ ‘army commander’ 
 /shilpo/ ‘industry’  /shilpopoti/ ‘industrialist/owner of an industry’  
 /bicar/ ‘justice’  /bicarpoti/ ‘judge’ 
 /nOgor/ ‘city’  /nOgorpoti/ ‘owner of the city/a king’ 
 
It is possible that words like /shitapoti/ ‘husband of Shita/god Rama’, 
/bhognipoti/ ‘brother in law’, etc. are the oldest among these words and 
/nOgorpoti/ ‘king’, /shenapoti/ ‘army commander’, etc. are later creations 
because etymologically, /poti/ is the person who gives birth to /Opotto/ 
‘children/siblings’.9 However, in the then Bengali speaking society /poti/ 
‘husband’ was also considered the master of his wife/wives, and some 
speaker-hearer(s), based on this second meaning of /poti/, could have 
coined words like /nOgorpoti/ ‘King’, /kulpoti/ ‘a patriarch’, etc. As a 
consequence, (21) was established as a WFS. Be that as it may, in the 
course of time, the meaning/use of some of the outputs of (21), such as 
/bhognipoti/, /shenapoti/, /nOgorpoti/, etc. underwent changes, and 
consequently two other WFSs (22-23) came into being, each endowed with a 
different rule of interpretation. We may presume that this happened because 
of changes in the Bengali speaking society: a /bhognipoti/ could never own 
somebody’s sister anymore than a /nogorpoti/ or /bicarpoti/ could own the 
city, or own justice. 
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(22) /X/N   /Xpoti/N  ‘Husband of X’ [+ material,  dynamic] 
 /bhogni/ ‘sister’    /bhognipoti/ ‘husband of one’s sister/brother in law  
 /shoci/ ‘Shoci/wife of the god Indra’  /shocipoti/ ‘husband of  
 Shoci/god Indra 
         
(23) /X/N  /Xpoti/N   ‘Who is in charge of /X/’  [+ material,  dynamic] 
 /shena/ ‘soldier/army’   /shenapoti/ ‘army commander’ 
 /bicar/ ‘justice’  /bicarpoti/ ‘judge’  
 /nOgor/ ‘city’   /nOgorpoti/ ‘owner of the city/a mayor’ 
 
Although (21) still remains a part of Bengali morphology, it has undergone 
two changes: i) presently it is licensed with a subset of word-pairs that 
used to license it in the earlier period of time, and ii) words like /bicarpoti/ 
‘judge’ or /bhognipoti/ ‘husband of one’s sister’ cannot be formed or 
analyzed with it anymore. We note here that a WFS can survive until there 
is in the lexicon, the required number of adequate pairs. 

At the very beginning of the process of splitting, split WFSs may be 
metaphorically and metonymically linked with each other (cf. Rainer 
2003). However, with the passage of time, such links are usually lost. We 
can note that the semantic features (à la Lieber 2004) that we have 
provided in (21-23) are the same, as it is possible to show that these WFSs 
manifest a common, underspecified rule of interpretation: ‘related to /X/’. 
Nevertheless, as we can realize, the relations of a millionaire with his 
money, of a husband with his wife, and of a judge with justice are 
semantically (and also pragmatically) too diverse to handle the outputs of 
(21-23) with one single WFS (24). For example, (24) will not be of much 
help if a speaker-hearer wants to analyze a previously unencounterd word 
like shOrpopoti which means either ‘King of snakes’ or ‘who owns a lot of 
snakes’, both manifesting the underspecified meaning ‘related to snakes’. 
To analyze the word morphologically, the speaker-hearer must have (25) 
and/or (26) in his morphological module. 

 
(24) */X/N    /Xpoti/N    ‘related to /X/’ [+ material,  dynamic] 
 /koTi/ ‘ten million’   /koTipoti/ ‘owner of ten million rupees/   
 millionaire’  
 /bhogni/ ‘sister’  /bhognipoti/ ‘husband of one s sister/brother in law’  
 /bicar/ ‘justice’  /bicarpoti/ ‘judge’ 
 
(25) /Xo/N    /Xopoti/N  ‘King of /Xo/s’  [+ material,  dynamic] 
 /shOrpo/ ‘snake’    /shOrpopoti/ ‘king of snakes’ 
 /mOtsho/ ‘fish’   /mOtshopoti/  ‘king of fishes’ 
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(26)  /X/N    /Xpoti/N  who owns a lot of /X/   [+ material,  dynamic] 
 /shOrpo/ ‘snake’     /shOrpopoti/ ‘who owns a lot of snakes’ 
 /Oshsho/ ‘horse’   /Oshshopoti/ ‘who owns a lot of horses’  
 
When a regular word (e.g. /poti/ ‘husband’) appears as the constant in 
some WFS, it enters the process of grammaticalization. In the course of 
time, it may lose its original meaning/use, and finally, its form, becoming 
something that other models call an affix. The sequence [poti] in (22-23) 
and (25-26) cannot be listed as a full word anymore because (27) sounds 
odd and (28) is simply not acceptable. In our view, the outputs of (22-23) 
are problematic for any model which claims to handle compounds in 
syntax with one of the following mechanisms: i) Movement (Roeper and 
Siegel 1978), ii) Incorporation (Baker 1988, Shibatani and Kageyama 
1988, Kageyama 1991), iii) Argument linking principles (Lieber 1992), 
and  iv) Coindexing (Lieber 2004).  
 
(27) ?/tini  amar  bhognir   poti 
    he my sister’s  husband 
   ‘He is my sister’s husband’  
 
(28)  *tini   shilper      poti 
    he  industry’s owner 
   ‘He is the owner of some industry’ 
 
If words ending in [poti] are formed in syntax, it is unclear why no other 
synonym of /poti/ (e.g. /shami/, /bOr/, etc.) can replace this sequence 
*/shilposhami/ ‘industrialist’ or */koTibOr/ ‘millionaire’. Sequences like 
[poti] in (22-23) are not generally considered as suffixes either. It is 
unclear how words like /shilpopoti/ ‘industrialist’ or /bicarpoti/ ‘judge’ can 
be handled in morpheme-based models like that of Lieber (1992) or 
Kiparsky (1996) unless they can accommodate categories like affixoids (cf. 
Booij 2004) or ‘becoming affix’ and consider [poti] as such.  

We claim that no such problems arise in a WWM account of the outputs 
of (1-15), (19-20) and (21-23) because the model attributes no status to [i], 
[kheko] or [poti] which appear as the constant in those words. One has the 
impression that [poti] in /bicarpoti/ is a separate entity, merely because this 
sequence is isophonic with the full word /poti/ ‘husband’. However, the 
fact that the sequence [poti] is isophonic with the regular word /poti/ or [i] 
is isophonic with the constant of some other WFSs is irrelevant for 
morphology à la WWM. What is indispensable here is that, on the one 
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hand, there is one set of nouns in the lexicon that end in these sequences, 
while on the other hand, another set of nouns (or adjectives) is also there 
that lack these sequences. Morphology à la WWM will take care of the 
rest. Hence, we have a variety of words that end in the sequence [poti] 
because (21-23) and (25-26) allow us to form these words while the 
unavailability of words like */shilposhami/ or */koTibOr/ is due to the fact 
that our morphological module lacks the relevant WFSs.10 

 
4. Conclusions 
 
In this article, we have attempted to show how the number of WFSs based 
on the same formal contrast multiply in the course of time. As other models 
of morphology describe certain formal differences (manifested in different 
sets of word-pairs) as affixes, they see this phenomenon as affixal 
polysemy or homonymy. However, we claim that multiplication of WFSs 
based on the same formal contrast, but where each is endowed with a 
different semantic interpretation could be one of the reasons why a variety 
of words happen to end in a polysemous/homonymous affix in Bengali. 
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Notes 
 
*An earlier version of this article was presented at Theoretical contribution from 
lesser-studied languages and language varieties, conference organized by Rice a 
Linguistic Society, at Rice University, USA, 21-22 February 2009. 
1. Althoughs we have used traditional terms like affix, suffix root throughout this 

article to ease discussion, there would in fact be no need for this if we adopted 
the WWM framework. 

2. {i} is also used as a derivational suffix for forming feminine nouns (a) and as an 
inflectional suffix for 1st person singular or plural (b). These two uses are not the 
concern of the present article. 
(a)  ‘Wife/feminine of /X/’  [  dynamic, + material] 

   mama ‘maternal uncle’  mami ‘wife of maternal uncle’ 
 (b)  ‘I do the action referred to in /X/’  [+ dynamic,  material] 

   pOr ‘read!’   pori ‘I read’ 
3. For similar cases in other languages, see Booij (1986) for Dutch, Beard (1990) 

for Russian, English, German and Serbo-Croatian, Lehrer (2003) for English and 
Rainer (2003) for Spanish. 

4. Chatterji ([1926] 1970:671) (volume 2, chapter 1 entry 418) describes {i} as “a 
secondary affix, forming nouns and adjectives”. According to him “Three 
separate affixes of OIA seem to converge into this single NIA form: (i) <<-ī < -in 
>>; <<mālin > NIA mālī  gardener : but the force of the nominative form seems 
to have been only of secondary importance in the evolution of the NIA. affix; (ii) 
<< -īya>> : <<dēśīya> NIA. dēśī>> native; and (iii) <<-ika>>: <<grāmika>> > 
gãi>> village name, clan name: the feminine form of this <<-ikā>> is also <<-ī , 
-i>>, which is the most popular feminine affix of NIA.” Chatterjee (ibid.) also 
states that “Later in NIA. this affix was strengthened by the <<- ī >> of Persian.” 

5. Examples in (1-15) are provided with an ad hoc semantic reading of the words 
along with the semantic features of the suffix {i} following Lieber (2004) who 
claims that most affixes can be classified by using only three features i) [+/  
material], ii)  [+/  dynamic] and [+/  IEPS (Inferable Eventual Position or 
State]. According to her (2004:24) [+/ material] “defines the conceptual 
category of SUBSTANCE/THINGS/ESSENCE, the notional correspondence of 
the syntactic category Noun. The positive value denotes the presence of 
materiality, characterizing concrete nouns. Correspondingly, the negative value 
denotes the absence of materiality; it defines abstract nouns.” The feature [+/  
dynamic] on the other hand, “signals an eventive or situational meaning, and by 
itself signals the conceptual category of SITUATIONS. The positive value 
corresponds to an EVENT or Process, the negative value to a STATE.” [+/  
IEPS] denotes mainly change (s) in position or state. 

6. In (9), {i} is concatenated to a phrase having the measure word /fuT/ as its head 
and the numeral /paNc/ as a modifier. Hence /paNc fuTi/ can be compared with 
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‘Queen of England’s’ in which the genitive suffix {s} is concatenated to a phrase 
and not to a word. 

7. One of our reviewers reminds us that ‘no matter which morphological theory one 
espouses, there must be other means of creating words than those that belong to 
morphology proper. There may now be a ‘gate’ morphological strategy for 
creating names for political scandals, but the first word coined after ‘Watergate’ 
cannot logically be the output of morphology.’ We completely agree with the fact 
that the very first word formed after Watergate (as far as I remember it was 
Irangate formed in the mid-eighties) was not an output of morphology. However, 
there is a difference between Irangate and /bonkheko/. No WFS like /X/N,country 
~/Xgate/N ‘political scandal related to /X/’ preceded the creation of the former, 
whereas it can be claimed, on the basis of attested pairs, that (19) was part of 
Bengali morphology much before /bonkheko/ came into existence. 

 8. Another reviewer has found our idea of splitting of WFSs ‘troubling’ because, 
as (s)he expressed it: ‘Once new words are learned or coined, they become 
‘alive’ to a point where it is no longer possible to generate them using the WFS 
that created them. If, by some luck, another word created by the same WFS were 
to ‘evolve’ in exactly the same way, then, yes, these new word pairs would 
license the creation of a new WFS. But how likely is that?’ In answer, we say that 
such a phenomenon could not take place randomly, which in turn could be the 
reason why affixal polysemy (or homonymy) does not pervade the language(s) in 
question. 

9. Words like /poti/, /Opotto/, /napat/ (>/nati/ in Bengali/Hindi) ‘grand children’ 
and English nephew, nepotism, potent, power, possible have derived from the 
same Indo-European root which probably meant ‘to give birth’  

    (see http://www.etymonline.com). 
10. One of our reviewers expresses the opinion that, for handling the problem of 

isophonic affixes, WWM is not fundamentally a better choice than the traditional 
Item-and-Arrangement analysis. According to him/her, ‘the approaches one can 
take are essentially the same: one can posit several isophonic affixes, rules or 
strategies or one can posit a single affix, rule or strategy with an underspecified 
meaning relation.’ If we look at (1-15) only, we cannot but agree with him/her. 
However, examples given from Spanish in Reiner (2003) and (24-26) 
convincingly show that a common underspecified rule of interpretation cannot 
satisfactorily account for all semantic relatednesses manifested in different pairs. 
Examples like (19-20) and (21-23) suggest that the splitting of some word 
formation process is basically triggered by the uniqueness of the semantic 
relatedness between two whole words whereas it is unclear whether items like 
[kheko] or [poti] or their arrangements have any impact on the splitting of the 
word formation rules which would involve those items 
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Two Types of NPIs in Hindi with One Licensing  
Condition 

Rajesh Kumar 

 

This paper presents a study of the syntax of two types of negative polari-
ty items (NPIs) and their licensing in negative and non-negative contexts 
in Hindi. After providing an overview, it outlines the clause structure of 
Hindi for locating the position of negatives within that structure. It ar-
gues that the sentential negative marker heads its own maximal projec-
tion, which is immediately dominated by TP. The paper then presents the 
distribution of two types of NPIs in Hindi. Based on the syntactic evi-
dence for the two types of NPIs, this paper shows that type I NPIs re-
quire a clause mate c-commanding negative licensor whereas type II 
NPIs do not. This paper finally shows that both type I and type II NPIs 
are licensed overtly at s-structure.  

 
1. Introduction 

 
There are many studies discussing the syntax of NPIs (Linebarger 1987; 
Mahajan 1990; Laka 1994; Progovac 1994; Benmamoun 1996; Lahiri 
1998, 2001; Vasishth 1999; Kumar 2003; Benmamoun & Kumar 2004). 
Progovac (1994) noted an asymmetry in the licensing of NPIs in Serbo-
Croatian. Although Hindi NPIs are not uniform in their syntactic beha-
vior (Lahiri 1998; Kumar 2003), differences in the occurrence and the 
positioning of the associated negative licensor in a sentence can be ex-
plained syntactically. Some NPIs, such as ek phuuTii kauRii ‘a red cent’, 
Tas se mas honaa ‘to budge an inch’, and hargiz ‘at all’, require a strict-
ly local (clause mate) c-commanding negative licensor. By contrast, oth-
er NPIs—such as koii bhii ‘any’, kisii bhii ‘any’, and ek bhii ‘even 
one’—do not. The first grouping of NPIs obeys the locality conditions 
that usually constrain movement whereas the second grouping of NPIs 
does not. In this paper, I discuss the asymmetry outlined above in detail. 
I also discuss the syntactic constraints governing the two types of NPIs 
in Hindi.  
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The organization of this paper is as follows. After the introduction in 
section one, I outline the two types of NPIs in Hindi in section two. Sec-
tion three presents a brief overview of negative markers in Hindi. Sec-
tion four discusses the position of negative markers in the clause struc-
ture of Hindi. An analysis for the licensing of NPIs (Kumar 2003; Ben-
mamoun & Kumar 2004) is presented in section five. Section six dis-
cusses the syntax of the two types of NPIs. The conclusion in section 
seven summarizes the paper. 
 
 
2. Two types of NPIs  

 
There are two distinct types of NPIs in Hindi1. I label them as type I 
NPIs and type II NPIs. Type I NPIs are a group of NPIs that require a 
clause mate c-commanding negative licensor. Type II NPIs are a group 
of NPIs that are permitted in long distance licensing contexts. The non-
negative contexts such as questions, modality, conditionals, and adversa-
tive predicates that license type I NPIs do not license type II NPIs.   
 
Type I NPIs are illustrated in (1) and type II NPIs are illustrated in (2). 

(1)   ek phuuTii kauRii ‘a broken penny’ 
  hargiz ‘at all’  

muNh kholna ‘to say something’ 
 

(2)   koii bhii ‘anybody’ 
  kisii bhii ‘anybody’ 
  kuch bhii ‘any thing’ 
  ek bhii ‘even one/any’  

 
All type I NPIs in (1) can only be licensed by sentential negation as illu-
strated in (3-5). 
 
 
(3)   a. maiN tum-ko  ek  phuuTi kauRii nahiiN  

I  you-DAT  one broken penny  NEG   
du-Ngaa 
give-FUT-MASC-IIISG 
‘I will not give you a red cent.’ 
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b. * maiN tum-ko  ek  phuuTi kauRii  
      I  you-DAT  one broken penny  

du-Ngaa 
give-FUT-MASC-IIISG 

    * ‘I will give you a red cent.’ 
 
(4)  a.  raajiiv hargiz  nahiiN bol-egaa 

rajiv  at all  NEG  speak-FUT-MASC-IIISG 
‘Rajiv will not speak at all.’ 
 

b.* raajiiv hargiz  bol-egaa 
       rajiv   at all   speak-FUT-MASC-IIISG 
     ‘Rajiv will speak at all.’ 
 

(5)  a. raajiiv-ne apnaa  muNh  nahiiN khol-aa    
 rajiv-ERG self   mouth  NEG  open-PERF   
‘Rajiv did not say a word.’ 

 
  b. * raajiiv-ne  apnaa  muNh  khol-aa 
          rajiv-ERG   self  mouth  open-PERF 

   ‘Rajiv said a word.’ 
 

On the other hand, type II NPIs can be licensed by sentential negation as 
well as other elements. Examples (6-9)2 illustrate this in the context of 
questions.  
 
 (6)  a.  us   kamre  meN koii bhii  sTuDeNT nahiiN thaa 

that room   in  any EMPH student NEG   PST 
‘There was no/not even one (there wasn’t any) student in that 
room.’ 

 
b.  us  kamre  meN koii  bhii  sTuDeNT  thaa 

that room  in  any EMPH student   PST 
    ‘Was there any student in that room?’ 

 
(7)  a. maiN-ne kisii  bhii  sTuDeNT  ko    

I-ERG any EMPH student  ACC  
nahiiN dekh-aa 
NEG  see-PERF 
‘I did not see any student.’ 
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b. maiN-ne kisii bhii  sTuDeNT  ko  dekh-aa 
    I-ERG  any EMPH student  ACC see-PERF 

    ‘Did I see any student?’ 
 

(8)  a. maiN-ne  kuch   bhii  nahiiN khaa-yaa 
I-ERG  anything EMPH NEG  eat-PERF 
‘I did not eat anything.’ 

 
b.  maiN -ne   kuch  bhii  khaa-yaa 
  I-ERG   anything EMPH eat-PERF 

      ‘Did I eat anything?’ 

(9)  a. us  kamre  meN ek  bhii    sTuDeNT  nahiiN thaa 
that room  in  one EMPH student  NEG  PST 
‘There wasn’t any student in that room.’ 

 
b. us  kamre  meN ek  bhii    sTuDeNT  thaa 
   that room  in  one EMPH   student  PST 

‘Was there was any student in that room?’ 

Before we move on to discuss the two types of NPIs and their syntax, I 
will present a quick overview of the three negative markers in Hindi.  
 
 
3. Negative markers 
 
Example (10) shows the distinct lexical negative markers in Hindi. They 
are nahiiN, na and mat. Of these three, nahiiN occurs most frequently 
(Bhatia 1973; Kumar 2003). The occurrence of the other two negatives, 
na and mat, is subject to restriction. Na occurs in subjunctives as in (10b) 
whereas mat is restricted to imperative sentences as in (10d). The nega-
tive marker na is preferred in the subjunctive while the use of na is mar-
ginal in the imperative. Mat is marginally allowed in the subjunctive 
when the sentence has a request or a prohibition of force as (10c) de-
monstrates.  
 
(10)   a. raajiiv aaj  dillii nahiiN/*/?na/*mat  jaa-egaa 

  rajiv today Delhi NEG      go-SUBJ 
 ‘Rajiv will not go to Delhi today.’ 
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b. hamlog kahaaN na/nahiiN/*mat jaa-yeN 
we   where  NEG     go-SUBJ-IPL 
‘Where wouldn’t we go?’ 

   
 c. mandir ke andar  tasviir  na/nahiiN/?mat  

temple of inside  picture NEG      
le-N 
take-SUBJ 
‘Please do not take picture inside the temple.’ 

   
 d. mat/nahiiN/?na khaa-o 

NEG     eat-EMPR 
‘Do not eat.’ 

 
In the following section (4), I will outline the position of negation in the 
clause structure as discussed in Kumar (2003, 2004).  
  
 
3.1.  Sentential negative markers in the clause structure 
 
Following Pollock (1989), Chomsky (1991) treats negation as a phrasal 
category where negation heads its own maximal projection and occurs in 
the functional domain of the clause structure below TP. In such systems, 
NegP occurs between TP and AgroP. In Pollock’s system NegP occurs 
between TP and AgrP. His argument for the split of IP into TP and AgrP 
is largely based on the position of negation in the clause structure that 
Zanuttini (1991) demonstrates to occur in Romance languages where 
NEG may be higher than TP.  

Mahajan (1990) suggests that in Hindi negation heads its own max-
imal projection NegP and occurs below TP as in (11). Mahajan adopts 
the structure from Chomsky (1991). However, on the basis of the scram-
bling of DO, Mahajan (1990) suggests that the displacement of negation 
at LF is required for independent reasons in Hindi. For Mahajan, such an 
assumption is independent of the licensing of negative polarity items. 
 
(11)       TP 

Spec   T’ 
    T   NegP 

Spec    Neg’ 
Neg    AgroP 
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Dwivedi (1991) suggests that negation in Hindi heads NegP. She argues 
that the distinct syntactic behavior of Hindi negation shows that Hindi 
negation is unlike other modifiers. While modifiers are syntactically ad-
juncts that adjoin to the phrases they modify, negation is a head that 
takes a complement. Dwivedi suggests that sentential negation in Hindi 
selects VP as its complement and occurs in the clause structure below 
AspP. This is demonstrated in (12b).  
 
(12)  a.  raam  roTii nahiiN khaa-taa  thaa 

raam  bread NEG  eat-HAB  PST 
‘Ram did not use to eat bread.’ 
 

b.        TP 
 

Spec     T’ 
 
   AspP   T 
       thaa 
  NegP   Asp   
      taa 
 VP  Neg 

          nahiiN  
     Spec   V’ 
     raam 
        NP  V         

  roTii  khaa 
 

Dwivedi’s suggestion is based on the adjacency requirement between the 
negation and the verb. Both Mahajan and Dwivedi agree that NegP oc-
curs below TP in the functional domain.  

I suggest that sentential negatives are not inside VP in Hindi. Al-
though on the surface it appears that there is an adjacency requirement 
between the sentential negation and the verb, negation is outside VP in 
the functional domain. The evidence comes from the order of words in 
Hindi. Consider the following examples. 
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(13) a. raajiiv-ne anpnii  kitaab  [aisaa mujhe  lag-taa    
 rajiv-ERG self   book  so  I-DAT seem-HAB   
hai  ki ]  rekhaa ko   nahiiN  dii 
PRES COMP rekhaa-DAT  NEG  give-PERF 
‘It seems to me that Rajiv did not give his book to Rekha.’   

 
  b. ??/* nahiiN raajiiv-ne anpnii  kitaab  [aisaa mujhe  

   NEG  rajiv-ERG self   book  so  I-DAT     
 lag-taa    hai   ki]   rekhaa ko   dii 
 seem-HAB PRES  COMP rekhaa-DAT  give-PERF 
   ‘It seems to me that Rajiv did not give his book to Rekha.’   

 
The example in (13b) clearly shows that the NEG is certainly not in the 
spec position. If we assume NEG to be in the spec position, we have to 
stipulate a movement that puts every thing from the left of NEG in (13a) 
to the right of NEG as in (13b). Such a movement makes the phrase un-
grammatical. In concurrence with most of the proposals, it appears con-
vincing that NEG heads its own phrase and occurs in the functional do-
main in the clause structure.  

Other facts related to word order in Hindi show that NegP occurs be-
low TP and above items such as AspP, MoodP and Modality. Following 
Pollock (1989), Chomsky (1989, 1995), and Mahajan (1990), I would 
suggest that the NegP is located below TP. Contrary to Dwivedi’s (1991) 
proposal, however, I suggest that NegP is higher than AspP. 
 
(14)  a.    raajiiv  dillii nahiiN jaa  rahaa  hai 

rajiv  delhi NEG  go  PROG PRES 
‘Rajiv is not going to Delhi.’  
  

       b. ? raajiiv dillii jaa  nahiiN rahaa  hai 
rajiv delhi go  NEG   PROG PRES 
‘Rajiv is not going to Delhi.’ 
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c.           FP 
 

Spec  F’ 
 
        TP     F 
             Fin   
     Spec   T’ 
 
       NegP      T 
              hai   

     
      AspP    Neg 
           nahiiN   
    vP     Asp 
         rahaa        
   Spec  v’ 
   raajiiv 
     

VP  v 
 
   

Spec V’ 
   dillii 
     V 
     jaa 

 
In the clause structure (14c), the V moves to v and then to Asp to incor-
porate the aspectual morpheme. Once it gets the aspectual morphology, 
the complex (v + Asp) moves to Neg and lands to the right of Neg3. 
From there, the verbal complex plus negation (NEG+verb) moves to T 
where it takes the tense morpheme. In this way, the sentence gets the 
desired order. Note that this derivation preserves the adjacency require-
ment between NEG and the verb. Dwivedi’s (1991) argument that NEG 
is an X0 category that heads its own maximal projection appears to be 
consistent with the empirical facts. However, NegP is higher than AspP 
and outside VP. If NegP occurs lower than AspP, the unacceptability of 
the example in (14b) remains unexplained. The occurrence of the nega-
tion marker between the verb and the continuous aspect marker is possi-
ble because the continuous aspect marker rahaa is not a morpheme. Ra-
ther, it is an independent word. Although (14b) is not ungrammatical it is 
also not the preferred choice in the intended reading of sentential nega-
tion. If we assume NegP to be below the aspect marker, (14b) is pre-
dicted to be acceptable. Thus, the unacceptability of (14b) and also the 
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aspectual morphology on the verb show that NegP is located outside VP 
and above AspP in the clause structure. 

`Following Bhatt (1999) and Rizzii (1997), I propose the structure for 
the Hindi sentence outlined in (14c). From Rizzii (1997), I borrow the 
concept of FP. The FP (Finiteness Phrase) in my system is equivalent to 
IP. In this system, the subject of the sentence originates in the spec, vP 
position. It then moves to the Spec of TP for the nominative case. Once 
it checks the nominative case, it moves from spec TP to spec FP to satis-
fy the EPP. The object stays within VP where it originates in the spec of 
VP. The verb (V) assigns an accusative case to its object under the Spec-
head relationship. In the case of non-nominative subjects such as erga-
tive and dative subjects, the subject moves directly to the spec of FP for 
EPP requirements. This move does not appear to violate any condition as 
the Spec of TP is not available. The Spec of TP is already filled with the 
NP that agrees with the verb. In these instances, where subjects are al-
ready marked with the non-nominative cases, the object, which agrees 
with the verb, moves to the spec TP position and gets the nominative 
case. The tense is located in T at the head of TP and the F of FP indi-
cates the finiteness or non-finiteness of the sentence. 

Thus far, I have discussed the two types of NPIs in Hindi, the three 
negative markers, and their position in the clause structure. In the follow-
ing section, I will discuss the distribution of NPIs. I will also present the 
argument that NPIs in Hindi are licensed overtly in the course of deriva-
tion as discussed in Kumar (2003) and Benmamoun & Kumar (2004).  
 
 
4. The Syntactic Distribution of NPIs and the Licensing  
 
In the following example NPIs (in this case ek bhii) occur in a variety of 
contexts. They can occur with subjects (15a), objects (15b), indirect ob-
jects (15c), and genitives (15d).  
 
(15)  a. ek  bhii  laRkaa klaas meN *(nahiiN) aa-yaa 
   one EMPH boy  class in   NEG come-PERF 

‘None of the boys came to the class.’ 
 

b.  raajiiv ek  bhii  kitaab *(nahiiN) paR-taa  hai  
   rajiv  one EMPH book  NEG read-HAB PRES 

‘Rajiv does not read any book.’ 
c. raajiiv-ne ek  bhii  laRke-ko  kitaab *(nahiiN)   
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rajiv-ERG one EMPH boy-DAT  book  NEG   
dii 
give-PERF 

‘Rajiv did not give book to any boy.’ 
 

d. raajiiv ek  bhii  dost-ke   ghar *(nahiiN)   
    rajiv  one EMPH friend-GEN  house  NEG   
    ga-yaa 

 go-PERF 
 ‘Rajiv did not go to any friend’s house.’ 
 

Interestingly, the NPI ek bhii does not have to be in the same clause as 
the negative licensor. In can even be scrambled long distance. This is 
illustrated in (16) where the DP containing the NPI ek bhii scrambles the 
matrix clause to a position higher than the clause containing its negative 
licensor. 
 
 
(16) [ek bhii laRke-ko] i  sariitaa-ne kah-aa  ki   

one EMPH boy-ACC sarita-ERG say-PERF COMP  
 raajiiv-ne t i  yahaaN nahiiN dekh-aa 
 rajiv-ERG   here  NEG  see-PERF 

    ‘Sarita said that Rajiv did not see any boy here.’ 
 
The fact that the NPI ek bhii does not co-occur with its negative 
licensor in the same clause raises questions about how it is li-
censed. There are many proposals for the licensing of NPIs. Some 
(Ladusaw 1979; Lahiri 1998) suggest semantic accounts for the 
licensing of NPIs, whereas others (Linebarger 1987; Mahajan 
1990; Benmamoun 1996; Kumar 2003, among others) argue for a 
purely syntactic account. Kumar (2003) and Benmamoun & Ku-
mar (2004) suggest that NPIs in Hindi are licensed overtly during 
the course of derivation prior to scrambling (i.e. at s-structure). In 
this proposal for the licensing of NPIs, the clause-mate negative 
licensor c-commands the NPI. Two alternative possibilities for this 
are given. 

First, consider the argument for covert movement of the negative at 
LF where the NPI is not overtly in the c-command domain to negative 
markers (Mahajan 1990). Assuming that the negative does not overtly c-
command the NPI subject, the negative nahiiN moves at LF to license 
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NPI. In this scenario, the negative licensor moves at LF and adjoins to 
the finite IP, thereby licensing the NPI. However, as Benmamoun & 
Kumar (2004) argue, there are problems with any analysis that relies on 
the LF movement of Negation. First, the movement of the negative li-
censor is an instance of head movement, which is considered to be local. 
If the movement of negation is necessary for the licensing of NPIs, this 
analysis predicts that heads may move out of their clause in long dis-
tance scrambling contexts. But this movement clearly violates the head 
movement constraint (Travis 1984; Rizzi 1990). 

Second, Mahajan’s analysis makes the incorrect prediction that the 
NPI can be generated in a higher clause and the negative licensor gener-
ated in a lower clause. In other words, we should expect sentences such 
as (16) to be possible.  
 
 
(16)   * [raajiiv-ne ek  bhii  laRke-ko  kah-aa]  ki   

rajiv-ERG one EMPH boy-ACC  say-PERF COMP 
sariitaa nahiiN aa-yii    thii 
sarita  NEG  come-PERF  PST-FEM 

*‘Rajiv told any boy that Sarita did not come.’ 
 
Finally, it not conceptually clear what motivates the movement of the 
negative licensor other than the need for it to be in a position where the 
c-command requirement is maintained.  

Another option is to bring the NPI into the c-command domain of ne-
gation to reconstruct it in its pre-scrambling position since the NPI can 
be scrambled. This assumes that the licensing of NPIs is an LF condi-
tion. For example the NPI in (17) can be licensed at LF through recon-
struction to the pre-scrambling position. 
 
 
(17) [ek  bhii  kitaab]i [ramesh nahiiN soc-taa       
   one EMPH  book     ramesh NEG   think-HAB     

hai  [ki   raajiiv-ne  ti   paRh-ii]] 
PRES COMP rajiv-ERG   read-PERF 

  ‘Ramesh does not think that Rajiv read any book.’ 
 
However, there is evidence that the process of reconstruction cannot ap-
ply to the licensing of NPIs. One crucial piece of evidence involves the 
interaction of scrambled NPIs and Binding.  
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It is well known that binding conditions are sensitive to reconstruc-
tion (Barss 1986). For example, in Hindi an anaphor can be scrambled 
long distance. If the licensing of anaphors obtains at LF then the recon-
struction or the copy of the scrambled element is what saves the repre-
sentation. Although reconstruction is not an obligatory process, some-
times reconstruction must be blocked in situations where it may lead to 
violations of binding condition (Aoun & Benmamoun 1998).  Consider 
the following sentence.  
 
 
(18) raajiiv-ne    kah-aa   ki     [vo   pikcars   jo      

rajiv-ERG  say-PERF COMP      that pictures  which  
sariitaai- ne   lii]     uskoi    pasand   hai   t j 
sarita-ERG  take-PERF  she-DAT     like      PRES  
‘Rajiv said that she likes the pictures that Sarita took.’ 

 
Reconstruction in (18) would lead to a Principle-C violation as the pro-
noun usko c-commands its antecedent sariitaa as shown. 

This is evident where reconstruction is blocked by cases where it 
must license NPIs at LF. Under such a scenario, we predict the outcome 
to be ungrammatical. However, this is not the case as illustrated in (19). 
Under the copy theory of movement, the reconstruction or access of the 
copy would lead to a violation of Principle-C as illustrated in (20) be-
cause the pronoun usko ends up c-commanding its antecedent sariitaa. 
 
 
(19) raajiiv-ne      kah-aa ki      [vo   ek   bhii   pikcar     

rajiv-ERG  said      COMP  that  one  EMPH picture  
jo       sariitaai-ne   lii] j  uskoi    pasand nahiiN hai     tj 
that Sarita-ERG took she-DAT    likes       NEG    PRES  
‘Rajiv said that she does not like any picture that Sarita took.’ 

 
 (20) *    raajiiv-ne      kah-aa   ki      uskoi   pasand nahiiN   

rajiv-ERG  say-PERF     COMP   he-DAT  like    NEG      
     hai  [vo    ek   bhii  pikcar  jo          
     PRES that  one  even  picture  which   

sariitaa-nei       lii] 
sarita-ERG   take-PERF 

     ‘Rajiv said that she does not like any picture that Sarita took.’ 
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Based on the evidence, it seems reasonable to conclude that under the 
copy theory of movement the NPI within the scrambled clause cannot be 
licensed through reconstruction or access to the original copy. Thus, we 
argue for the third option where NPIs are licensed overtly prior to 
scrambling (i.e., at s-structure) in the c-command domain of the negative 
licensor. 

The licensing of NPIs in the object position is straightforward. The 
negative marker nahiiN c-commands NPIs in the object position. The 
same analysis carries over to datives and NPIs within complement and 
genitive positions.   
 
(21)  a.     TP 

 
Spec    T’ 

 
     NegP    T 
          hai 
    AspP    Neg 
         nahiiN 
   vP   Asp 
      taa 
 Spec     v’ 
 raajiiv      

VP    v    
 
   NP   V’ 
  ek bhii film 
      V 
      dekh 

 
b. raajiiv ek  bhii  film nahiiN  dekh-taa  hai 
   rajiv  one EMPH film NEG   watch-HAB PRES 
   ‘Rajiiv does not watch any movie.’ 
 
The licensing of NPIs in the subject position raises questions.  Assuming 
that the subject is generated in the Spec of VP, one could argue that the 
c-commanding negative licenses it prior to its movement to the function-
al layer (such as IP/TP). This raises concerns for languages such as Eng-
lish where A-moved elements in general (including subjects of passives 
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and of subject to subject raising constructions) must be licensed in the 
final (surface) A-position. 
 
(22) a. * Any one was not arrested. 

b. * Any one is not likely to come. 
 
On the other hand, since in Hindi there is plausible evidence that the 
negative nahiiN ends up on the head of IP/TP as we assumed above (see 
Dwivedi 1991; Kumar 2003, 2004), one could argue that the NPI in Spec 
IP is licensed in a Spec-head relation with the negative in I. This follows 
arguments that NPIs can be licensed in a Spec-head configuration 
(Hageman 1995; Benmamoun 1996)4,5.   

In the following section, I discuss the syntax of the two types of NPIs 
based on the idea that they are licensed overtly and that both the types of 
NPIs are licensed under on licensing condition.  

 
  

5. Syntax of the two types of NPIs  
 

In the previous section we find that NPIs are licensed overly. I extend 
the argument that both types of NPIs are licensed under the same licens-
ing condition. Nonetheless, there are systematic syntactic differences 
between type I NPIs and type II NPIs. In the following sections, I discuss 
these differences.  
 
 
5.1 . Local vs. Long Distance Licensing of NPIs 
 
The following data presents the systematic contrast between the two 
types of NPIs. Type I NPIs are not licensed long distance whereas type II 
NPIs can be licensed long distance. Type I NPIs in (23) such as ek phuu-
Tii kauRii ‘a red cent’, Tas se mas honaa ‘budge an inch’, and hargiz ‘at 
all’ obligatorily require a local licensor.  
 
(23) a.*raajiiv-ne  nahiiN  kah-aa  ki   maiN tum  ko   

  rajiv-ERG NEG  say-PERF COMP I  you DAT   
   ek phuuTi kauRii duu-Ngaa 
  one broken penny  give-FUT-MASC-IIISG 

      ‘Rajiv did not say that I will give you a red cent.’ 
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 b. *  raajiiv-ne nahiiN kah-aa  ki   vo Tas se mas   
        rajiv-ERG NEG  say-PERF COMP he deviate   

huaa 
happen-PERF-MASC-IIISG 

     ‘Rajiv did not say that he did not budge an inch.’ 
 

 c. *  raajiiv-ne nahiiN kah-aa   ki   ramesh hargiz   
       rajiv-ERG NEG  say-PERF COMP ramesh at all  

bol-egaa 
speak-FUT-MASC 

        ‘Rajiv did not say that Ramesh will speak at all.’ 
 

On the other hand, type II NPIs such as koii bhii (any) and kisii bhii6 
(any) allow long distance licensors as in sentences (24) below.  
 
(24) a. sariitaa-ne nahiiN kah-aa  ki   us  kamre  meN 

Sarita-ERG NEG  say-PERF  COMP that room  in  
koii bhii  aadmii thaa  
any  EMPH  person PST 

‘Sarita did not say that there was anybody in that room.’ 
 

b. sariitaa-ne  nahiiN kah-aa  ki   maiN-ne   
Sarita -ERG  NEG  say-PERF COMP I-ERG  
kisii bhii  laRke  ko  dekh-aa  
any EMPH boy  ACC saw 
‘Sarita did not say that I saw any boy.’ 

 
In (24), the negative licensor nahiiN is in the matrix clause. The NPIs 
koii bhii and kisii bhii are in the lower clause. 

There is, therefore, an asymmetry between the two types of NPIs in 
Hindi. To account for examples such as (24), Laka (1994) suggests that 
the negated verbs select for a special type of negative complementizer as 
the negative licensor in the matrix clause fails to license the NPI in the 
embedded clause. Consider the examples in (25) and (26). 
 
(25) a. [That anyone might do anything like that] never occurred to John. 

  b. [CP [NEG] COMP [IP … NPI …]] i … V NEG … t i ... 
 
(26) a. Mary does not think that Ann read any books last week. 

   b. … V NEG … [CP [NEG] COMP [IP … NPI …]]   
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Since the negative licensors in the matrix clauses do not license the NPIs 
in (25) and (26), Laka (1994) suggests that the negative COMP (selected 
by the negated verb in the matrix clause) licenses the NPI in the lower 
clause. Her analysis may work for type II NPIs in Hindi. Following her 
analysis, the type II NPIs in (24) can be explained as schematically 
represented in (27).  
 
(27) a.  .. nahiiN (NEG) V.. [CP [NEG] COMP [IP … koii bhii (NPI)… ]]   

  b.  .. nahiiN (NEG) V.. [CP [NEG] COMP [IP … kisii bhii (NPI) …]]   
 
In (27a) and (27b) the negated verb kahaa selects a negative COMP. 
Thus, we can say that the NPIs in (24) are licensed by the negative 
COMP. However, Laka’s assumption of a negative COMP does not 
work for type I NPIs as in (23). The examples in (28) illustrate this. 
 
(28) a. *… nahiiN (NEG) V… [CP [NEG] COMP [IP … ek phuuTi

 kauRii (NPI) …]]   
 b. * … nahiiN (NEG) V… [CP [NEG] COMP [IP … hargiz (NPI) 
…]]   

 
All the examples in (23) have a negated verb in the matrix clause. The 
negative COMP in (23) does not license the NPIs in the lower clause as 
schematically presented in (28). Clearly, the analysis under which a ne-
gated verb selects a negative COMP does not explain the ungrammati-
cality of the examples in (23).  

Progovac (1994) suggests a binding theoretic approach to the licens-
ing of NPIs along the lines of the Generalized Binding of Aoun (1985, 
1986). Progovac argues that NPIs in Serbo-Croatian are anaphoric. To 
capture the distributional properties of Serbo-Croatian NI-NPIs and I-
NPIs, Progovac suggests that the NI-NPIs in (29) are subject to Prin-
ciple-A and that the I-NPIs as in (30) are subject to both Principle-A and 
Principle-B. I-NPIs obey restrictions on Principle-B at the surface struc-
ture and obey the requirements of Principle-A at LF. As the negative li-
censors are not clause mates with I-NPIs at surface structure, the I-NPIs 
move at LF to be bound within the governing category. Serbo-Croatian 
NI-NPIs and I-NPIs are somewhat parallel to Hindi in expressing a simi-
lar locality restriction (local and long distance licensing). NI-NPIs occur 
only in the presence of an overt, clause mate negative licensor. Thus, the 
NI-NPIs of Serbo-Croatian are parallel to the strong NPIs of Hindi. Con-
sider the examples below. 
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(29) a. milan  ne  vidi   nista 
 Milan NEG see-HAB  nothing 
 ‘Milan cannot see anything.’           

 
  b. * milan vidi   nista 

   Milan see-HAB  nothing            
 

  c. * milan ne  tvrdi        [da marija poznaje nikio-ga] 
   Milan NEG see-HAB  that Mary  know-HAB none 
   ‘Milan does not claim that Mary knows no one.’ (From Progo-
vac1994) 

 
While I-NPIs are licensed by a negative licensor, the negative licensor 
must be in the matrix clause. If they are in the same clause then the sen-
tence is ungrammatical. In this case, Serbo-Croatian I-NPIs are similar to 
the Hindi NPIs koii bhii and kisii bhii to the extent that these Hindi NPIs 
can be licensed long distance as well. The following examples illustrate 
this.  
 
(30) a. * milan ne  zna   ista 

    Milan NEG know-HAB anything 
    ‘Milan does not know anything.’        

 
  b. milan ne  tvrdi   [da marija poznaje   iko-ga] 

Milan NEG see-HAB  that Mary  know-HAB  none 
‘Milan does not claim that Mary knows no one.’  (From Progo-
vac 1994) 

 
Now, we can explain the long distance licensing facts of Hindi NPIs. We 
can say that type I NPIs in Hindi are anaphoric and that they can be li-
censed under Principle-A. This is so because they can only be licensed 
by a local negative licensor. Type II NPIs koii bhii and kisii bhii, on the 
other hand, move to higher clause at LF. 
  
(31) a. * raajiiv-ne     nahiiN  kah-aa  ki   maiN tum  ko  

rajiv-ERG  NEG  say-PERF COMP I  you DAT   
    ek  phuuTi kauri   duu-Ngaa 
    one broken penny  give-FUT-MASC-IIISG 

       ‘Rajiv did not say that I will give you a red cent.’ 
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b.  sariitaa-ne nahiiN kah-aa  ki   us  kamre meN 
Sarita -ERG NEG  say-PERF  COMP that room in  
koii bhii  aadmii thaa  
any EMPH person PST 
‘Sarita did not say that there was anybody in that room.’ 

 
In (31) negative licensors are in the matrix clause and the NPIs are in the 
lower clause. Following Progovac’s assumption, we have to say that the 
NPIs in (31b) move out of the lower clause at LF and are thus licensed. 
However, as we have seen earlier, the LF movement of either NPIs or 
NEG is problematic in Hindi. Thus, progovac’s (1994) suggestion of the 
movement of NPI at LF for licensing does not work for the licensing of 
Hindi NPIs. Furthermore, the negative licensor and the type II NPI can 
occur very far apart from each other as in (32). Thus, (32) shows that 
type II NPIs require only a c-commanding negative licensor.  
 
(32)   sariitaa-ne  nahiiN kah-aa  ki   meghaa  

Sarita -ERG  NEG  say-PERF COMP Megha  
jaantii  hai  ki    us  kamre  meN  
knows  PRES COMP that room  in 
koii bhii  aadmii thaa  
any EMPH person PST 
‘Sarita did not say that Megha knows that there was anybody 
in that room.’ 

 
 
5.2    Licensing of NPIs in non-negative contexts 
 
Type I NPIs do not occur in the context of questions, conditionals, mod-
als, and adversative predicates whereas type II NPIs may occur in the 
absence of a negative licensor. Lahiri (1998) has a detailed semantic 
treatment of Hindi NPIs in such contexts. Consider the following exam-
ples. 
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Type- I NPIs: 
 
In the context of questions: 
(33)  a.* voh tum ko  ek  phuuTi kauRii de-gaa   

he  you DAT one broken penny  give-FUT
 (kyaa) 

what 
‘Will he give you a red cent?’ 

 
 b. * raajiiv hargiz  bol-egaa   (kyaa) 

rajiv  at all  speak-FUT what 
‘Will Rajiv speak at all?’ 
 

In the context of conditionals: 
(34)  a.* (agar) voh tum ko ek  phuuTi kauRii de-taa    

if  he  you-DAT one broken penny  give-HAB  
hai  to  acchaa hai 
PRES then good  PRES 

* ‘If he gives you a red cent, then its ok.’ 
 
 b. * (agar)  raajiiv hargiz  bol-egaa  

if   rajiv  at all  speak-FUT  
to  maiN maan  jaa-uuNgaa 
then I  believe go-FUT-ISG 

*  ‘If Rajiv speaks at all, then I will believe it.’ 
 

In the context of modals: 
(35) a.* voh tum ko  ek  phuuTi kauRii de  sak-taa  

he  you DAT one broken penny  give can-HAB  
hai 
PRES 
‘He can give you a red cent.’ 
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 b. * raajiiv hargiz  bol-taa  hai  
rajiv  at all  speak-HAB PRES 

* ‘Rajiv speaks at all.’ 
In the context of adversative predicates: 
(36) a.* mujhe  aaScarya  hai   ki   us-ne  tum  

I-DAT surprise  PRES  COMP  he-ERG you  
ko  ek  phuuTi kauRii dii 
DAT one broken penny  give-PERF 
‘I am surprised that he gave a red cent.’ 

 b. * mujhe  aaScarya  hai  ki   raajiiv hargiz   
I-DAT surprise  PRES COMP  rajiv  at all  
bol-aa 
speak-PERF  
‘I am surprised that Rajiv spoke.’ 

 
The data above in (33), (34), (35), and (36) show that type I NPIs are not 
permitted in the absence of a negative licensor in the context of ques-
tions, conditionals, modals, and adversative predicates. 
 
Type-II NPIs: 
 
In the context of questions: 
(37) a.us  kamre  meN koii  bhii  sTuDeNT  thaa (kyaa) 

that room   in  any EMPH student  PST what 
‘Was there even one /any student in that room?’ 

 
b. aap-ne  ek  bhii  sTuDeNT  ko  dekh-aa  (kyaa) 

you-ERG  one EMPH student  ACC see-PERF what 
‘Did you see any student?’ 

 
In the context of conditionals: 
(38) a. (agar) us  kamre  meN koii  bhii    sTuDeNT    

if  that room  in  any EMPH student  
aa-taa   hai  to   maiN aap ko  bataa-uuNgaa 
come-HAB PRES then I  you- DAT tell-FUT-ISG 
‘I will let you know if any student comes to that room.’ 
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 b. (agar) maiN-ne ek   bhii  sTuDeNT  ko  dekh-aa  
if  I-ERG one  EMPH student  ACC see-PERF  
to   us  ko  pit-uuNgaa 
then  him DAT beat-FUT-ISG 
‘If I see any student, I will beat him up.’ 
 

In the context of modals: 
(39) a.us  kamre  meN koii  bhii    sTuDeNT 

that room  in  any EMPH student   
baiTh sak-taa  hai 
sit  can-HAB  PRES 
‘Any student can sit in that room.’ 
 

 b. maiN kisii  bhii  sTuDeNT  se  mil   
I  any EMPH student  with meet  
sak-taa  huuN 
can-HAB  PRES 
‘I can meet with any student.’ 

In the context of adversative predicates: 
(40) a. mujhe  aaScarya  hai  ki   kal    koii  bhii   

I-DAT surprise  PRES COMP yesterday  any EMPH 
sTuDeNT  aa-yaa 
student  come-PERF 
‘I am surprised that any student came yesterday.’ 

 
 b. mujhe  aaScarya  hai  ki   kal    maiN-ne   

I-DAT surprise  PRES COMP yesterday  I-ERG   
kisii  bhii  sTuDeNT  ko  dekh-aa 
any EMPH student  DAT see-PERF 
‘I am surprised that I saw any student yesterday.’ 

 
The examples above in (37), (38), (39), and (40) show that type II NPIs 
such as koii bhii, kisii bhii, and ek bhii are permitted in the absence of 
negative licensors in the context of questions, conditionals, modals, and 
adversative predicates. 

Once again, Laka (1994) assumes the selection of a negative COMP 
primarily to provide a syntactic account for the licensing of the  NPIs in 
sentential subjects. Note that in such cases the NPI is not in the c-
command domain of the negative licensor. Uribe-Echevarria (1994) 
notes that Laka’s (1994) proposal accounts for the licensing of NPIs in 
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adversative predicates as well. On the other hand, Progovac (1994) ap-
peals to the presence of an operator in CP for the licensing of NPIs in the 
context of questions, conditionals, modals, and adversative predicates. 
With particular reference to adversative predicates on the basis of the 
following examples, Progovac notes that adversative verbs are not polar-
ity licensors. Consider the example below.  
(41) a. * John doubts anything. 

 b.  * John denied anything. 
 c.  John doubts that Mary ate anything. 
 d.  John denied that he had eaten anything.  
 e.  [IP … adversative V [CP OP [IP …NPI …]]] 

 
Adversative verbs such as doubt and deny do not license polarity items 
when polarity items appear as the complements of these verbs. Note that 
the NPIs are c-commanded by the adversative verbs. However, NPIs are 
licensed if they occur in a clausal complement, shown in (41c-d). On the 
basis of the contrast in (41c-d) Progovac assumes the presence of an op-
erator in CP (41e) that licenses these NPIs. 

If we look at Hindi NPIs in light of these two analyses, the fundamen-
tal assumptions of both analyses do not account for the inability of ques-
tions, modals, conditionals and adversative predicates to license type I 
NPIs. Therefore, only licensing conditions on the two types of NPIs 
make them distinct. Type I NPIs require a c-commanding negative licen-
sor within CP, whereas type II NPIs must be in the c-commanding do-
main of the negative licensor. 

In the following section, I discuss the locality constraints on the li-
censing of NPIs. The following discussion further substantiates the claim 
that type I NPIs require a clause mate negative licensor whereas type II 
NPIs do not. 
  
 
5.3.  Licensing of NPIs and Island Constraints  

Type I NPIs such as ek phuuTii kauRii (a red cent), Tas se mas honaa 
(budge an inch), and hargiz (at all) do not violate island constraints. In 
other words, type I NPIs cannot be licensed across syntactic islands. On 
the other hand, type II NPIs such as koii bhii (any) and ek bhii (any) can 
be licensed across syntactic islands. This is to say that they violate the 
island conditions that usually constrain movement. I explore the validity 
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of this claim with respect to Adjunct Islands and later with the Complex 
NP Constraint (CNPC).  
 
 
5.3.1 NPIs within Adjunct Islands 
 
Type I NPIs such as, ek phuuTii kauRii (a red cent) and Tas se mas ho-
naa (budge an inch) cannot be licensed across adjunct islands. In other 
words, they obey locality conditions as in (42).  
 
(42) a.*[ ki  raajiiv ko   ghar se  ek phuuTii kauRii    

      that rajiv  DAT home from a broken penny    
mil-ii]   aaScaryajanak nahiiN thaa 
get-PERF surprising  NEG     PST 

     ‘That Rajiv received a red cent from home was not surprising.’ 
 

 b. * [ki raajiiv hargiz  bol-aa]   aaScaryajanak  
   that rajiv  at all  speak-PERF  surprising   
nahiiN thaa 
NEG      PST 
‘That Rajiv budged an inch was not surprising.’ 

 
The type I NPIs are inside adjunct islands in (42). The negative licen-
sors, however, are in the main clause. It is thus clear from the above ex-
amples that the negative licensors do not license NPIs across the adjunct 
island.  

On the other hand, the type II NPIs koii bhii (any) and ek bhii (any) 
are located within adjunct clauses. Their negative licensors are outside 
the island in the main clause as in (43). 
  
(43) a. raajiiv  [koii bhii  baat karne ke liye] nahiiN  

 rajiv  any EMPH  talk do   for   NEG    
aa-yaa  hai 
come-PERF  PERS 
 ‘Rajiv did not come to talk about anything.’ 
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b. raajiiv [ek bhii   laRke ke  ghar  jaane ke liye]  
   rajiv one EMPH boy  of   house   go   for  
  nahiiN aa-yaa 
  NEG come-PERF 
  ‘Rajiv did not come to go to any boy’s house.’ 
 
 

5.3.2 NPIs within Complex NPs 
 
Type I NPIs obey the Complex NP constraint as in (44), where type I 
NPIs are not licensed in complex NPs in the absence of a clause mate 
(local) negative licensor.     
 
(44) a.* raajiiv ke pitaajii [jinhoN-ne raajiiv ko  
             rajiv of father  who-ERG rajiv  DAT  

   ek   phuuTii kauRii dii]       dilli meN nahiiN   
      one  broken penny  give-PERF   Delhi  in  NEG   

rah-te  
live-HAB-PL  

   ‘Rajiv’s father who gave Rajiv a red cent does not live in Delhi.’ 
 

 b. * [vo  aadmii jis  ka  raajiiv hargiz  kuch     
   that  person who of rajiv  at all  something  
   kar paa-yaa]  dilli meN   nahiiN rah-taa 
   do get-PERF Delhi  in    NEG       live-HAB    
 ‘The person who Rajiv could do anything at all does not live in   
Delhi.’ 

 
In (45), we find that the sentence turns out to be grammatical if there is a 
negative licensor present in the complex NP. 
 
(45) a.  raajiiv ke pitaajii [jinhoN-ne raajiiv ko   
          rajiv  of father  who-ERG rajiv  DAT  

ek  phuuTii kauRii nahiiN  dii]    dilli meN   
one broken penny  NEG   give-PERF  Delhi in  
rah-te    haiN 
live-HAB-PL PRES    
‘Rajiv’s father who did not give Rajiv a red cent lives in Del-
hi.’ 
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Contrary to the syntactic behavior of the type I NPIs, type II NPIs koii 
bhii (any) and ek bhii (any) behave similarly with respect to the Complex 
NP Constraint as they did with the adjunct island. They are licensed 
across complex NPs, as well. In other words, they violate island con-
straints. This is demonstrated in (46).  
 
(46) a.  raajiiv-ne     [uskii  maaN- ne    jo  koii bhii   baat   

Rajiv-ERG  his      mother-ERG that  any EMPH thing         
kah-ii    thii]  vo  nahiiN  man-ii 
tell-EMPH    PST  that NEG   obey-PERF 

‘Rajiv did not obey anything that his mother told him.’ 
 

b. raajiiv [un aadmioN se  jis-ne   ek  bhii    
rajiv  those people with which-ERG one  EMPH     
bhaaShn di-yaa]   nahiiN  mil-aa 
speech gave-PERF NEG    meet-PERF 
‘Rajiv did not meet anybody who gave any speech.’ 

 
From the examples above, it is clear that the type I NPIs do not violate 
island constraints. At the same it is also clear that the type II NPIs do not 
obey them. We have established that the Hindi NPIs are licensed overtly 
by a c-commanding negative licensor. This explains why the NPIs in 
adjunct islands and in complex NPs are not licensed.  
 
 
6. Conclusion 

In this paper, I demonstrate that there are two distinct types of NPIs in 
Hindi. This is established on the basis of local vs. long distance licens-
ing, the occurrence of NPIs in non-negative contexts, and the licensing 
of NPIs within the syntactic island. I show, however, that there is one 
licensing condition that governs them as NPIs are licensed overtly at the 
s-structure prior to scrambling (Kumar 2003; Benmamoun & Kumar 
2004). Following these arguments, I show that the assumption of nega-
tive comp (Laka 1994) as well as the binding theoretic approach for the 
licensing of NPIs (Progovac 1994) do not account for the unification of 
the two types of NPIs in Hindi.  
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Notes 

1. This dichotomy echoes the typology of Serbo-Croatian NPIs discussed in 
Progovac (1994).  

2. See Lahiri (1988) for a detailed analysis of the semantic contexts where 
Hindi NPIs are allowed. 

3. I do not have an explanation for why the verb occurs to the right of the 
NEG in sentential negation when other heads appears to the left. 

4. This would imply that in English the negative is not in I/T at the stage 
where the NPI subject must be licensed. Another important issue is 
whether one can dispense with one of the structural conditions, Spec-
head or c-command (Agree). I put this issue aside as it is not relevant to 
main topic of the paper. However, it is possible that both may be needed 
(see Benmamoun 1996). This has its own implications in light of recent 
discussions of agreement such as Chomsky (2000).  

5. Another option would be to generate sentential negation in a projection 
higher than the projection that hosts subjects. This would obviously have 
implications for head movement and the ordering of functional categories 
above the VP (see Ouhalla 1990, Zanuttini 1997, and Cinque 1999 for 
discussions of possible sentential negative head positions).   

6. kisii is the oblique form of koii. In other words, kisii always occurs fol-
lowed by a postposition. 
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Wh-Phenomena in Sinhala* 

 

Chandrika Maliyagoda 
 
 
This paper claims that contrary to what is commonly accepted Sinhala has 
a rightward overt syntactic movement. The study argues that in Sinhala the 
uninterpretable feature is placed on the question particle də Q and that 
thus, the moving element in Sinhala is not a wh-phrase but də. The ques-
tion particle də in this case then has an overt syntactic movement to the 
right end of the clause fulfilling the function of a wh-phrase. On this basis, 
it is proposed that in Sinhala, wh-stem + trace of the question particle də 
is weak and the wh-stem + də is strong. It is claimed that the moving ele-
ment is language dependent, and is not necessarily a wh-phrase in all lan-
guages. The evidence is that there is an additional landing site below the 
subject in addition to the traditional landing site for wh-phrases. The addi-
tional landing site, it is argued, is not visible when it is not needed, in or-
der to conform with the economy principle and for the reasons of conver-
gence at C-I interface. The evidence shows that Sinhala has multiple 
specifiers. It is assumed that the movement of one element to Spec-CP is a 
Universal phenomenon. 

 
 

1. Introduction 
 

The Sinhala language, which is of Indo-Aryan origin, is most widely spo-
ken in Sri-Lanka. Though Sinhala is said to belong to the class of Nomina-
tive-Accusative languages in Typology, it exhibits default agreement in 
complex predicates as well as agreement with the noun that occurs in a 
conjunctive verb, as in Hindi. However, present-day Sinhala, interestingly, 
shows a mix of shared characteristics with Tamil. 

It is generally accepted that Sinhala wh-phrases are in-situ and they do 
not show any syntactic movement. This study raises questions in regard to 
many of these conventional views on Sinhala. The conventional views on 
Sinhala conclude that Sinhala has only wh-in-situ cases, and Sinhala wh-
phrases/də have no overt syntactic movement. In the dissertation submitted 
to the Department of Linguistics at the University of Delhi in 2009, I have 
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dealt with some of these issues in Sinhala. Since then I have modified my 
views on some of these matters. The present study sets my current views 
down. 

In this paper, I specifically argue that Sinhala has two types of overt 
syntactic movement. One exhibits the overt syntactic movement of the 
question particle də and the other demonstrates the overt movement of the 
question particle də + wh-stem. This means, first, that the Sinhala question 
particle də moves overtly to Spec-CP in all wh-in-situ cases.  Secondly, 
that Sinhala, like English permits only one element to move overtly to 
Spec-CP, a phenomenon which I assume to be Universal. I proppose that 
the element that moves overtly to Spec-CP is language dependent and it 
can be either a wh-phrase as in English or a question particle as in Sinhala. 
(In this case, I do not exclude the possibility of the moved element being 
any other phrase/particle than a wh-phrase/a question particle, in languages 
in the world). Based on data, it is possible to show that the Sinhala wh-
elements wh-stem+Q in simple interrogatives exhibit overt movement to 
the right end of the clause. The study concludes that the Sinhala question 
marker/particle də is a clitic and that an uninterpretable feature [uF] is 
placed on it.  On this basis I suggest that in Sinhala wh- stem + də is strong 
[uF] and wh-stem + t [iF] is weak. I point out that Sinhala respects the 
locality principle strictly. Further, this study claims that the clause bound-
nature of Sinhala results from the strict locality principle. The evidence 
shows that Sinhala wh-elements have an additional landing site below the 
subject in addition to the traditional landing site and that the former is visi-
ble only when needed for the purpose of conforming to the economy prin-
ciple and for the reasons of convergence at C-I interface. Evidence shows 
the existence of multiple specifiers in Sinhala. 

The first part of this paper discusses rightward syntactic movement and 
short movement in Sinhala, and then in the section 4 of the paper, the dis-
cussion moves to the long movement in Sinhala. Then I shall look-at the 
two types of syntactic movements and the moving element and its characte-
ristics. Final sections of the paper examine the possibility of having an 
additional landing site for wh-phrases in Sinhala and the availability of 
multiple specifiers in Sinhala. 
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2. Rightward syntactic movement and short movement in Sinhala 

In this present section, I shall discuss rightward syntactic movement and 
short movement in Sinhala, which involves a wh-stem + question particle 
of Sinhala.  

As we can see, the wh-phrases kα-tə-də (1) in simple interrogative sen-
tences in Sinhala exhibit rightward movement to the end of the clause (1 -
5), in contrast to the pattern that occurs in English where all wh-phrases are 
fronted to a clause initial position with leftward movement. I propose that 
Sinhala wh-phrases have an overt syntactic movement to the right end of 
the clause in which they occur. In Sinhala, rightward movement of the wh-
elements occurs only when there is a single wh-phrase in the simple inter-
rogatives, as in the following examples (1-5)1.  

 
1. [TP mEri  ti  αrαdənα-kərə-nu-ætt e               [CP kα-tə-dəi?]] 

 Mary  t   invitation-do-PRT-has-Fut-Foc      who-Acc-Q 

‘Whomi will Mary tj invite ti?’ 

2. tj     ti  mEri-tə       αrαdənα-kərə-nu-ætte          kawu-dək? 

  t      t   Mary-Acc   invitation-do-PRT-has-Fut    who-Q 

            ‘Who t  t will invite Mary ? 

3. mEri   ti   kanu-ætt-e                     monəwα-dəi? 

 mary   t    eat-PRT-has-Fut-Foc    what-Q 

‘Whati will Mary  tj  eat ti ?’ 

4. mEri ti αrαdənα-kərə-nu-ætt-e [kumənəi-ti-rahəs-parIksəkəyα-tə-dəj]i 

 Mary  t   invitation-do-PRT-has-Fut-Foc  whchi    secret-examiner-Acc-Q 

‘Whichi detective willj Mary tj invite  ti?’ 

5. mEri      u:ran-tə     ti   kæmə-de-nu-ætt-e                   kesE-dəi? 

 Mary      pig-Pl-Acc t  food-give-PRT-has-Fut-Foc     wh-Q 

‘How will Mary  tj feed pigs t?’ 

I have indicated the syntactic movements of the interrogative sentence (1) 
in the tree diagram below (Syntactic tree 1). In Sinhala, it is assumed that, 
as illustrated there, V moves to v* due to the affixal nature of the verb. I 
propose, in Sinhala, that the movement to v*/v is obligatory due to this 
affixal nature of VP. It follows from Boškovič (2007) that the EPP is 
placed on the moving element, and thus the element moves looking for a 
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Spec to match and delete its uK feature. Based on this assumption, I argue 
that mEri has the uK feature which drives the movement from the base 
position to Spec-TP (Tree 1). In this case, the movement is driven by the 
moving element and therefore the question whether T is defective or not 
does not arise here. (Boškovič, 2007, helps me to avoid the inconclusive 
controversy whether T is defective or not because the movement is driven 
by the moving element and T does not raise the nominative subject mEri in 
this case. Tista Bagchi has pointed out in a discussion that some of the 
studies done on Bangla Tense and Aspect shows that the T is not defec-
tive). As the movement and the EPP are placed on the moving element 
(Boškovič, 2007), the question whether T without C is incomplete or not 
does not arise here.  
 

6. [VP t t t[v*p t t t [TP mEri [CPαrαdənα-kərα-nu-æt-te   kα-tə-də?]]]]]] 

The wh-phrase kα-tə-də in the syntactic tree (The example 1, repeated as 6 
above) which has question-particle də (uF) attached to it makes a rightward 
movement to Spec-CP to get its uninterpretable feature (uF) deleted (This 
is considered a formal inadequacy of the moving element, Boškovič, 2007). 
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The inadequacies induce movement of the elements which is essential to 
save the structure, and Chomsky (2007) concludes that inadequacy makes a 
language perfect (Chomsky in his early work assumed that inadequacy is a 
imperfection feature of Language). The movement of the wh+stem-Q oc-
curs in the same clause and does not cross any barriers so that the occur-
rence of short movement in Sinhala is similar to that in English. The ques-
tion particle də, I assume, is internally merged IM (Move) at the root of the 
tree to any phrase that it moves up with. Internally merged question par-
ticle də leaves copies for reconstruction and moves up to Spec-CP to mark 
Scope. The question particle də in Sinhala, I argue, cannot be externally 
merged which generates argument structure. It may be noted here that the 
Merger can take place only in overt syntax. The clitic də, in that case, has 
to be merged internally to the wh-stem kæ-tə- in order to make the move-
ment of the wh-stem to Spec-CP possible. The copies t left are not pro-
nounced, but are needed for semantic interpretations at C-I.  In the exam-
ples (1-5), we can see that the wh-stem moves up to Spec-CP with də Q for 
scope. The movement of the residue is permitted for the purpose of con-
vergence at PF.   

Based on these assumptions, I claim that the wh-stem kα-tə- in the tree 
diagram merges with the question particle də and moves to the outer Spec 
of v*, and then from there to Spec-CP. It is argued that the question par-
ticle də in Sinhala is base generated in a position internal to VP and merges 
with the element that it gets attached with. Merge cannot take place at a 
embedded phase, and thus the də has to be merged at the root of the tree, a 
position which is internal to VP. 

The question particle də (cf. syntactic tree 1 above), which is base gen-
erated in a position internal to VP, I propose, can use the outer Spec of 
v*P/vP as a landing site in its movement to Spec-CP to respect MCLP. 
Hence it follows that the question particle də has to be internally merged to 
wh-stem kα-tə- (syntactic tree 1) before its movement to outer Spec of v*P, 
and I argue that the movement of the question particle də to Spec-CP in 
Sinhala is obligatory.  

In the syntactic tree (1), the Accusative Case is checked at the outer 
Spec-v*. The rightward movement of the wh-phrase kα-tə-də for scope 
(syntactic tree 1) occurs after assignment of the accusative Case by the 
verb αrαdənα-kərə-nu-ætt-e (discussion with Nirmalngshu Mukherji). The 
lower copy t of the wh-phrase binds the moved wh-phrase kæ-tə-də, hence 
it is a variable as in sentence [mEri αrαdənα-kərə-nu-ætt-e ohu-təi […. kα-
tə-dəi] [whomi is such that [Mary will invite himi]]. The wh-phrase that is 
moved to the right end of the clause in the example (6) cannot be assigned 
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a Case as the copy t left by the wh-phrase kα-tə-də is already Case marked 
by the transitive verb αrαdənα-kərə-nu-ætt-e. The transitive verb αrαdənα-
kαrα-nu-ætt-e moves up to C after assigning the accusative case to the wh-
phrase kα-tə-də. The movement of the verb αrαdənα-kərə-nu-ætt-e to C is 
obligatory as the participial –nu on the verb needs to be checked and de-
leted (6). 

Contrary to the view held by Chomsky until 2006, he proposed in 2007 
that the A and A-bar movements are uniform. Following Chomsky, I have 
shown in the (syntactic tree 2, the example 2 repeated as 7 below) that 
there is no relationship between kawuru-dəj ‘who’ and kawuru-dək, but 
there is a direct relationship between ‘whoj’ and ‘whok’ and between 
‘whoi’ and ‘whoj’. The movement to Spec-TP (whoi whoj) in syntactic tree 
(2) is invisible, but is visible at the C-I interface for semantic interpreta-
tions. When the object NP mEri-tə is present as in the syntactic tree (2), the 
landing site for the clitic də, I assume, would be above the landing site of 
the object NP mEri-tə. The movement of də to this position is obligatory to 
satisfy MCLP.  

 
7. mEri-tə   αrαdənα-kərə-nu-ætt-e    kawu-də?  

Syntactic Tree: 2 
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The example (8) below shows that Sinhala is not permitted to leave the 
residue behind in its movement to Spec-CP as in English. In the ungram-
matical example (9) the residue basə-ye is left behind. In the example (8), 
the clitic də ‘Q’ moves from the base position and gets attached to the resi-
due NP rahas-parIkšəkəyα-tə leaving a copy t of də at  the wh-stem 
kumənə-t for the semantic interpretations at C-I. Also, the whole phrase, 
wh-stem kumənə-tj and the residue rahas-parIkšəkəyα-tə-də ‘which detec-
tive’, moves rightward as a unit and, in this case, nothing can be left be-
hind. The copy t left with wh-stem kumənə-t is not pronounced at the SM 
interface but it is needed for the semantic interpretations at the C-I inter-
face.  

 
8. mEri  t αrαdənα-kərə-nu-ætt-e    [kumənə-t-rahas-parIkšəkəyα-tə-də?] 

mary invitation-Pl-do-PRT-has-Fut-Foc wh-t-secret-Pl-examiner-Defi.- 

               -Ac-Q 

‘Which detective will Mary invite?’ 

9. *mEri  basə-yə t   pitatwə-giyə  [kumənə-də?]] 

 Mary  bus-Obl. t  out-went          wh-Q 

 ‘In which bus did Mary leave?’ 

The examples discussed so far in this paper involve a one wh-phrase. In the 
next section, I shall discuss the characteristics of the wh-phrases/wh-stems 
when two wh-phrases occur in simple interrogatives and the status of the 
question particle də in such cases. There is required in establishing some 
critical evidence for my arguments on Sinhala. 

 
3. Interrogatives with two wh-phrases  

In Sinhala, when two wh-elements are involved in simple interrogatives, 
the language behaves differently from what I have discussed so far, and in 
this section, I shall discuss some of the differences, which are important to 
explain the behaviour of Sinhala language with wh- in a full manner.  

As shown in the simple interrogative sentences (10 & 11), the wh-stems 
kawuru-t, ‘who’ kα-tə-t, ‘whom’ kumak-t ‘what’ that are left with a copy t 
of the question particle də do not move up to Spec-CP, but stay in-situ in 
contrast to the Sinhala simple interrogatives with one wh-phrase that show 
movement to the right end of the clause in which they occur (12). At the 
same time, in all these cases, we can see that the question particle də 
moves to the right end of the clause leaving a copy t with the relevant wh-
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stems + t. The evidence shown so far concludes that the question particle 
də in Sinhala has the uninterpretable feature. The uninterpretable feature 
uF of də forces the overt syntactic movement. The question particle də is 
allowed to carry an extra baggage with it because of the overt syntactic 
movement (10 & 11).  The covert movements are not permitted to carry 
any extra baggage with them. The question particle də that carries extra 
baggage in its movement as in the example (10) favours my argument that 
claims Sinhala has an overt syntactic movement. 

 
10. kawuruj-ti     kα-tək-ti        αrαdənα-kərə-nu-æti-[dəi]? 

who-t          who-Acc-t   invitation-do-PRT-has-Fut-Q 

‘Who will invite whom?’ 

11. kawuruj-ti   kumakk-ti   ka-nu-æti-də? 

who-t        what-t       eat-PRT-has-Fut-Q 

‘Who will eat what?’ 

12. mEri   tj ti   αrαdənα-kərə-nu-ætt-e                         kα-təj-dəi? 

mary  invitation-Pl-do-Fut-PRT-has-Fut-Foc   who-Acc-Q 

‘Whom will Mary invite?’ 

In Sinhala, when more than one wh-element occurs in a sentence, the 
movement of the wh-stem + t is barred: but I argue that the question par-
ticle də is permitted to move up to Spec-CP. The syntactic movement of 
the question particle də in these instances, I hypothesise, is overt. The 
question particle də in Sinhala, I claim, has the uninterpretable feature uF 
necessary for its movement. The overt syntactic movement of də to Spec-
CP will match and delete the uF of the question particle. The wh-stem + t 
which is in-situ, it is proposed, does not have the uninterpretable feature uF 
which is required for the movement.  The copy t left by də, I propose, does 
not have the uF property which drives the movement. Hence the wh-stem + 
copy t of the question particle də cannot drive the movement. The move-
ment, I assume, following Boškovič (2007), is driven by the moving ele-
ment. In the case of Sinhala, looking at the data discussed in the section 2 
& 3, it is evident that in all the examples the question particle də moves to 
right end of the clause irrespective of the fact whether simple interroga-
tives involve a single wh- phrase or more. On this ground, I argue that the 
clitic də in Sinhala has the uF property which is needed to drive the move-
ment to Spec-CP. The copy t left by the question particle də is required for 
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the semantic interpretations at the C-I interface. The evidence suggests that 
the clitic də in Sinhala has the uF property which is needed to drive the 
movement. In the examples (10 & 11) above, the question particle də 
moves up to Spec of the CP overtly with the verb that it is attached with. 
The question particle də, I propose, spreads its uninterpretable features uF 
to any word that it gets attached to, licensing the movement. The verb 
αrαdənα-kərə-nu-æti- (10) is required to be heard at the PF. 

Following the conclusion drawn above, it is evident that in the example 
(12) which contains a single wh-phrase, the Sinhala question particle də, 
which has the uninterpretable feature (uF) attached to it, licenses the 
movement of wh-stem kα-tə- to Spec-CP by spreading its features on to the 
wh-stem kα-tə-.  Consequently, the wh-stem kα-tə- gets activated as a goal 
G. The wh-stem kα-tə-, it appears, does not have the uF that permits the 
movement, and therefore, it cannot move up to Spec-CP without the ques-
tion particle də which does carry the uninterpretable feature uF. The ques-
tion particle də needs to get strong Q checked at Spec-CP and the wh-stem 
katə- and the verbs in the examples (10 & 11) in this case carry along with 
it and the question particle də is permitted to carry extra baggage with it 
only if the syntactic movement is overt.  

The Sinhala wh-stems, as we can see in the section (2), examples (1-5), 
have the question particle də attached to them: kawuru-də. ‘who’, kumak-
də, ‘what’, etc, and in the examples (10 & 11) it is attached to the verb. 
The question marker də in Sinhala can get attached to any phrase that it 
occurs with as pointed out earlier in this paper. It is on these grounds that I 
argue that the Sinhala question marker də is a clitic and I suggest that the 
Sinhala question particle də has the uninterpretable feature uF placed on it. 
It appears that the question particle də can spread its uninterpretable fea-
ture uF to any word/phrase that it gets attached to. Without the clitic də, 
‘Q’, the wh-stems kawuru-, kα-tə-, etc. cannot move up to Spec-CP by 
itself. I argue, therefore, that it is the question particle də that licenses the 
movement of the wh-stem to Spec-CP in Sinhala. In the following section, 
I shall bring in evidence from colloquial Sinhala to support the conclusion 
drawn on wh-stems and the question particle də. 

On the surface structure, it appears that the following colloquial exam-
ples in Sinhala raise questions for the unmarked written Sinhala.   In the 
colloquial examples (13 & 14), as we can see, the wh-phrases wh-stems+Q: 
kawu-də, monəwa-də and kα-tə-də, do not move to the right end of the 
clause but stay in a position below the subject (I shall be dealing with col-
loquial in-situ wh-phrases later in this paper). The colloquial examples in 
(13 & 14), I argue, do not contradict the assumptions made above. The 
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Sinhala marked sentences (13 & 14) are examples of deletion. In those 
examples (13 & 14), the verb is being deleted in fast speech. The examples 
(15 & 17) exhibit that they are two clauses each containing a wh-phrase2   
The example (16) is an instance of deleting the head noun or the subject in 
the speech.  

 
13. kawu-də  t monəwa-də   kæ: we? 

Who-Q      what-Q          eat-Pst 

‘Who ate what?’    

14. kawu-də t  kα-tə-də     entə-kivv-e 

wh-Q      t  wh-Acc-Q    come-Pst-told 

‘Who asked to come whom?’ 

15. kawu-də  [kæ:we],    monəwa-də    kə:we 

wh-Q       [ate],          wh-Q               ate 

‘Who ate what?’ 

16.      monəwa-də   kæ:we? 

[Sub]  wh-Acc-Q      eat-Pst 

‘What did you eat?’ 

17. kæwe  kawu-də,  kæwe  monəwa-də? 

ate       wh-Q        ate      wh-Q 

‘Who ate what?’ 

The discussion so far was limited to short movement in Sinhala. In the next 
section, I shall examine whether long movement exists in Sinhala, and if it 
does, is it similar to languages like English.  

 
4. Long movement in Sinhala 

The data discussed in the sections (2 & 3) above (I exclude the Colloquial 
data here) illustrate the short movement of the wh-phrases to the right end 
of the clause. The pattern that occurs in Sinhala wh-phrases is similar to 
that involved in the case of short wh-movement in English, with parametric 
differences. The English-like languages have long wh-movement, in addi-
tion to short wh-movement.  However, it is interesting to note that, on the 
basis of the data looked at so far, such long wh-movements are absent in 
Sinhala in similar situations. However, Contrary to the claim just made that 
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there is no long wh-movement in Sinhala, it seems to be evident from the 
following data, that Sinhala does indeed exhibits long movement, below, 
this paper will examine the type of long movement that occurs in Sinhala. 

The behaviour of the following set of examples is clearly different from 
the simple interrogatives which have one/more wh-phrase and which have 
been discussed above. The single wh-phrase kα-tə-t, kawu-də  wh stems + 
traces in the unmarked examples (18 & 19) stays in-situ in contrast to the 
short wh-movement in the Sinhala simple interrogatives. The clitic də 
which has the uninterpretable feature uF moves to the right end of the main 
clause. 

 
18. mEri    kα-tə-t        αrαdənα-kərə-nu-ætæi            kiyα t  obə 

Mary    wh-Acc-t    invitation-Pl-do-PRT-has-Fut   that   t   you 

višvαsə-kəra-nne-hi-də? 

belief-Pl-do-Pre-2Sg-Q 

‘Whom do you believe that Mary will invite?’ 

19. mEri  kawə-dα-t  pəmine-nu-ætæi  kiyα  obə   višwαsə-kəran-ne-hi-də? 

mary   wh-time-t    come-Fut-PRT-has  that  you  believe-do-2Sg-Q 

‘When do you believe that Mary will come?’ 

The question particle də (18 & 19) which shows movement uses the inter-
mediate landing site in its movement to Spec-CP. I propose that the wh-
phrase kα-tə-t with the copy t of the question particle də moves covertly to 
a Spec-CP below the subject for the C-I interpretations. The question par-
ticle də, which has the uninterpretable feature uF, moves up overtly to 
Spec-CP in the highest position. In this case, wh-stem+ trace kα-tə-t with 
an interpretable feature –uF is forced to stay in-situ. The evidence leads to 
the conclusion that the wh-stem+trace does not have uninterpretable fea-
ture uF which is necessary for movement. On this basis, it is argued that 
the wh-stem+də is strong in Sinhala and that wh-stem+trace of the ques-
tion particle də is weak.  

Thus far, I have discussed short and long movement in simple interroga-
tives and direct questions and the involvement of wh-phrases and the ques-
tion particle in this regard. From now onwards, this paper will examine the 
behaviour of embedded/indirect questions in Sinhala. 
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5. Embedded or indirect questions in Sinhala 

The embedded/indirect questions in Sinhala exhibit a unique behaviour 
that differentiates them from simple interrogatives with one wh-phrase and 
direct questions. However, they share some similarities with simple inter-
rogatives that have two or more wh-elements in a sentence.  

In direct questions above (18 & 19), the question particle də moves to 
the end of the main clause. It may be noted that both types of questions 
contain two clauses: higher and lower. In embedded question (20), the 
question particle də does not make a movement to end of the main clause, 
but moves to end of the subordinate clause leaving a copy t with wh-stem. 
The behaviour of the question particle də in this instance (20) conforms to 
the pattern that occurs in simple interrogatives with two or more wh-
phrases. The question particle də in (20) moves overtly to the right end of 
the clause that it occurs in, but does not cross the phrase kiyα. The weak 
wh-phrase kα-tə-t with the interpretable feature iF stays in-situ. Evidence 
from the embedded/indirect questions also leads to the conclusion that; in 
Sinhala, the moving element is the question particle də. The movement of 
the question particle də, in this case (20), is similar to the movement of the 
wh-phrase whom in English (21).  

 
20. [mEri      kα-təi-ti     αrαdənα-kərαvi-də  kiyα]   ohu    kalpənα-kəra-i 

   Mary    who-Acc  invitation-do-Fut-Q   that   he  thoughts-do-Pre-3Sg-Be 

  ‘He wonders whom will Mary invite’ 

21. He wonders whomi will Mary invite ti? 

In contrast to the embedded questions (20 & 23), the Sinhala example 
(22) which incorporates a direct question exhibits similarities with the 
English example (26) which also incorporates a direct question. In (22), the 
question particle də in Sinhala moves to the highest CP exhibiting long 
movement as the English (26) does. The phrase kiyα, which corresponds to 
that in English, does not act as a barrier. The embedded questions in Sinha-
la (20 & 23) share the same characteristics with the English (25). 
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  Sinhala  

22. mEri   ti  kα-təi-tj      kawadα-tj    αrαdənα-kəra-nu-ætæəi      [CP t kiyα  

  Mary   t who-Acc-t    wh-t           invitation-do-has-Fut          that   

  obə   višvAsə-kərann-e-hi-dəj?] 

  you    belief-Pl-do-Pre-2Sg-Q   

  ‘Whom do you   believe   that Mary will invite when?’ 

23. mEri kα-tə-t αrαdənα-kərə-nu-æti-də[CPkiyα mamə kalpənα-kərə-mi] 

mary wh-Ac-invitation-do-PRT-has-Q       that  I    wonder-do-1Sng-Pre 

‘I wonder whom Mary will invite?’ 

24. mEri kα-tə-t αrαdənα-kərə-nu-ætæi [CPkiyα obə kalpənαkəran-ne-hi-də? 

mary wh-Ac-invitation-do-PRT-has   that  you   wonder-do-3Sg-Pre-Q 

‘Whom do you think that Mary will invite?’ 

  English 

25. I wonder whom do you believe that Mary will invite?  

26. Whom do you believe that Mary will invite t when? 

 

The embedded question (25) has a long wh-movement in English but Sin-
hala wh-stems+t in (23 & 27) stay-in-situ, in contrast. The Sinhala wh-
stem+t kα-tə-t in (27), in this case, behaves in the same manner as an inter-
rogative with two or more wh-phrases. The question particle də which 
moves to Spec-CP overtly has short movement. In Sinhala, long movement 
is absent in embedded questions but it must be noted that in all such cases, 
the question particle də exhibits overt movement to the right end of the 
clause. Below, I have considered other possible theoretical hypotheses 
about the Sinhala data discussed, and attempt to show that they could be 
falsified. 
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27. mEri  kα-tə-tj  αrαdənα-kərα-vi-dəj kiyα  owun   situ-de   mamə   

  Mary   who-Acc     invitation-do-Fut -Q that    they     think-Pst-thing  I 

   anumαnə-kəle-m-i 

   guess-do-Pst-1Sg-Be 

   ‘I wonder whomi they believe t that Mary will invite t’ 

For cases such as (27), another possible line of argument is that, since the 
Spec-CP is already occupied by -də, the wh-stem + trace kα-tə-t in the em-
bedded sentence is unable to move to the right end of the clause, so that it 
is, therefore, forced to stay in-situ. But it must be noted that the wh-stem + 
trace kα-tə-t does not have the uF to drive the movement to Spec-CP; the 
argument, therefore, fails to stand its ground. It is also possible to argue 
that the word kiyα/kiyəlα together with də blocks the movement of kα-tə-t 
to Spec-CP. As we can see, there are some problems with this line of ar-
gument as well, because the claim that the phrase kiyα blocks the move-
ment of də is shown not to be valid by such examples as (22), in which the 
question particle də has moved to the lower clause crossing the phrase 
kiyα. The movement, it is assumed, is driven by the moving element that 
has the uninterpretable feature uF. On the other hand, it is obvious that in 
the example (22), the phrase kiyα/kiyəlα does not block the movement of 
də. Thus, it is evident that this line of argument does not stand its grounds.  

Based on the Sinhala data considered, I claim that the overt movement 
of the wh-stem+Q to the right end of the clause is allowed only in the sim-
ple interrogatives with a single wh-phrase. However, the data reveal that 
the question particle də in Sinhala moves overtly to the right end of the 
clause in all the cases discussed so far in this paper. The examples above 
show evidence of long movement in Sinhala. In those examples, the ques-
tion particle də moves to the right end of the upper clause demonstrating 
similarities to the movement of the wh-phrase in English-like languages. 
On this basis, I conclude that the question particle də has overt syntactic 
movement to Spec-CP. The question particle də in Sinhala fulfils the re-
quirements of a wh-phrase. In the case of Sinhala, the weak wh-phrase with 
the interpretable feature iF is left in-situ, with a copy t of the question par-
ticle də, while the question particle də which has the uF moves to Spec-CP. 
The wh-stem which has the iF is not permitted further movement. The data 
discussed so far in this paper show that the element that moves to Spec-CP 
is language dependent and that it is not always a wh-phrase in all languages 
including Sinhala. Thus, the evidence leads to the conclusion that it is the 
question particle də which moves to Spec-CP (28). Based on such evi-
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dence, I argue that the question particle də in Sinhala fulfils the same func-
tion as that of a wh-phrase in English-like languages. The movement of the 
question particle də to Spec-CP is overt and it is similar to that of the wh-
phrase in English. Watanabe (2001) and Richards (1999) propose that the 
languages allow only one wh-phrase to be moved overtly. I suggest that in 
Sinhala, overt movement is allowed only for the question particle də. 
Agreeing with Watanabe (2001) and Richards (1999), I argue that Sinhala 
also permits only one element to move overtly to Spec-CP, as English too 
does.  

 
28. mEri   kα-tə-t  kawa-dα αrαdənα-kərə-nu-ætæi- kiyα ohu   

 Mary wh-Acc-t  wh-time invitation-Pl-do-PRT-has-Fut-Q  that he  

 kalpənα-kəran-ne-hi-də?  

 think-Pl-do-Pre-3s-PRT-Q 

 ‘Whom does he wonder that Mary will invite t when?’ 

Watanabe (2001) discusses the possibility of having English wh-phrases 
licensed by some kind of unselective binding, instead of undergoing LF 
movement, which I assume is another possibility to explore for the Sinhala 
wh-in-situ cases.  

The Sinhala in-situ wh-phrases, I claim, bear the interpretable feature iF 
like Korean wh-phrases. Thus, the wh-phrases that are left with a copy t of 
də cannot drive the movement to Spec-CP at the end of the clause. Howev-
er, wh-elements are not permitted to stay in-situ as C-I interface requires 
them to move to a wh-landing site covertly for semantic interpretations. 
The only possible candidate available for the covertly moved wh-stems+t 
would be the landing site immediately below the subject. I suggest that the 
wh-phrases wh-stem + t with an interpretable feature iF in Sinhala example 
(28) move covertly to a landing site below the subject for C-I interpreta-
tions, when they are in-situ.  

In section (4), I shall examine Sinhala multiple wh-phrases and their na-
ture when they occur in multiple clauses in comparison with Hindi and 
Iraqi-Arabic. 
 
 
6. The behaviour of wh-phrases in multiple clauses 
 
The nature of Sinhala multiple wh-phrases with multiple clauses below 
differ from the data discussed above. The multiple interrogative clauses 
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each contains a wh-phrase (29). The behaviour of Sinhala multiple wh-
phrases in this case is similar to that of the simple interrogatives discussed 
above in this paper. The strong wh-phrases wh stem+ də exhibit rightward 
movement to the end of the clause in which they occur (29). However, 
when two wh-phrases occur, as shown in the example (30) then the beha-
viour of the wh-phrases changes. In the example (30), wh-stems+t stay in-
situ in contrast to (29) which has one wh-phrase in each clause. The ques-
tion particle də moves overtly to right end of the clause in which it occurs. 
Based on evidence from Sinhala data, I suggest that Sinhala multiple inter-
rogative clauses require either a wh-phrase or the question particle to occur 
in each clause for scope. This leads to the conclusion that Sinhala multiple 
interrogatives respect the locality principle. Dayal (1996) and Watanabe 
(2001) point out that the wh-in-situ in Hindi (32 & 33) and Iraqi-Arabic 
(34 & 35), respects the locality principle (The examples cited here are from 
Watanabe, 2001). Dayal (1996) points out that the clause-boundness of 
Hindi wh-phrases results from the extraposed finite complement clauses 
that act as islands for movement. In Sinhala, we must note that the moving 
element is question particle də and not the wh-phrase as in (31). Sinhala 
multiple clauses, it appears do not permit long movement as they respect 
strict locality. Comparing to Hindi and Iraqi-Arabic, Sinhala in the same 
environment requires two clauses to occur each containing a wh-phrase/də. 
This requirement, I suggests, results from scopal properties that forces 
multiple scope markers in multiple clauses as multiple clauses do no permit 
long movement for wh-phrases/də.  
 

 Sinhala 

29. ohu  milə-dI  gatt-e                        kumak-də  kiyα  obə   

he    price-give-Pst-take-Pst-Foc   what-Q      that     you.  

  Qsu-we kα-gen-də? 

  ask-Pst-wh-from-Q 

  ‘Whom did you ask whether he bought what?’  

30. kawuru-tj kumak-tj  kohen-tj        milə-dI-gattα də                kiyα   

   who-t   what-t     where-from-t   price-give-Pst-take-Pst-Q      that    .  

   matəkə             kα-tə-də 

   remembrance     wh-Acc-Q 

   ‘Who remembers bought what from where?’  
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31. mEri   kα-tə-t  αrαdənα-kərə-nu-ætæi   kiyα   obə sitan-ne-də 

 mary   wh-Ac-t  invitation-do-PRT-has   that     you  think-Fut-Sg.-Q 

  ‘Whom do you that that Mary will invite?’  

 Hindi   

32. raam-ne     puuchaa   [ki     mohan-ne     kis-ko  dekhaa?] 

  Ram-Erg   asked         that   Mohan-Erg  who     saw 

  ‘Ram asked who Mohan saw?’  

33. *raam-ne   socaa       [ki      kOn    aayaa   hEI?] 

  Ram-Erg    thought     that   who    come    has 

  ‘Who did Ram think had come’ 

  Iraqi-Arabic 

34. *Mona    tsawwarit   [Ali   ishtara    shenoI?] 

  Mona    thought        Ali   bought    what 

  ‘What did Mona think Ali bought?’ 

35. Mona  se?lat   Ali  IRo?a   ishtarat    shenoI 

  Mona   asked  Ali  Ro?a     bought    what 

 ‘Mona asked Ali what Ro?a bought?’ 

The unique behaviour exemplified by Sinhala wh-phrases right along in 
this discussion, calls for further examination of wh-in-situ cases in Sinhala. 
Below, I shall look-at the data from both colloquial and standard written 
Sinhala. 
7. An additional landing site for wh-phrases in Sinhala 

Hence forth in this paper, I shall bring in critical evidence from Sinhala to 
establish the fact there is an additional landing site below the subject for 
wh-phrases in Sinhala. For Sinhala, so far, I have argued that there is overt 
syntactic movement of wh-phrases/də as well as wh-in-situ cases. Sinhala 
colloquial examples and relative clauses demand further investigation with 
regard to the status of wh-in-situ. The question arises: do wh-phrases in 
Sinhala stay in-situ?  

The colloquial example (36) demonstrates that Sinhala permits wh-
phrases wh-stem+Q to stay below the subject without moving to the right 
end of the clause and this contradicts the unmarked written Sinhala in 
which the movement to the right end of the clause is obligatory for the wh-
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phrase, as in (38). The question phrase in the example (36), I argue, does 
not stay in-situ but moves overtly to a landing site below the subject. The 
native speaker of Sinhala uses both types of sentences in their speech free-
ly. If the language is rule governed then such flexibility is granted to the 
speaker due to the rules in operation and the same explains why the native 
speaker does not accept the topicalized question (40) and its answer (41) as 
natural. The acceptability of the sentence (36) is due to the existence of 
this additional landing site below the subject which permits wh-phrases to 
be moved below the subject. The unacceptability of (40 & 41) in turn 
shows that lack of evidence of any possibility of postulating a landing site 
to left of the clause.  The unacceptability of the example (42), I propose, is 
due to the fact that Sinhala does not permit movement of two wh-phrases 
wh-stem+də to right of the clause. However, it must be noted, for the na-
tive speakers of Sinhala, the examples (36 & 38) are equally acceptable. In 
the example (39), the head noun is deleted (which would be allowed only 
in a discourse). This should not be taken as an instance in which the wh-
phrase is topicalized. The example (37) shows deletion of verbs in fast 
speech. The unmarked written example (42) is not acceptable to the native 
speaker- that is because Sinhala does not permit movement of two wh-
phrases to the right end of the clause.  

 
36. oyα     monəwa-də   kæ:we? 

 [Sub]  wh-Acc-Q      eat-Pst 

 ‘What did you eat?’ 

37. kawu-də  t    monəwa-də   kæ: we? 

 Wh-Q      t     wh-Q          eat-Pst 

 ‘Who ate what?’    

38.   monəwa-də  kæwe? 

[Sub]   wh-Q      eat-Pst  wh-Q 

‘What did you eat?’ 

39. oyα     kæ:we        monawa-də? 

 [Sub]    eat-Pst        wh-Q 

 ‘What did you eat?’ 
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40. Q.?? monəwa-də  mαlα  kæ:we? 

    wh-Q            mala    eat 

    ‘What did Mala eat?’ 

41. A. ?? bat   mαlα  kæwe 

           rice   mala  eat 

           ‘Mala ate rice’ 

42. *obə kæwe  monəwα-dα  kɨyətə-də? 

  You eat  wh-Q                wh-time-Q 

 ‘What did you eat when?’ 

The in-situ wh-phrases in the colloquial examples above support my 
proposal that argues for an additional landing site for wh-phrases in Sinha-
la. In this case, I suggest that the wh-phrases are allowed to stay in a posi-
tion below the subject because of this additional landing site below the 
subject. As shown above, the evidence from Sinhala suggests that only 
available position for such wh-phrases is below the subject and this argu-
ment would be supported further in the discussion below on relative claus-
es and multiple specifiers. 

In addition to the Sinhala colloquial examples discussed, relative claus-
es in Sinhala show further evidence for an additional landing site below the 
subject (43 & 44). In the colloquial sentence (47), the wh-phrase is allowed 
to stay in a position below the subject. The Sinhala relative clause in the 
unmarked written sentence (43) corresponds with the colloquial example 
(47) in this respect. The wh-phrase kawu-də which has the uninterpretable 
feature uF moves overtly to a landing site below the subject minis-α ‘the 
man’. The noun minis-α and the wh-phrase kawu-də bear the nominative 
case. The wh-phrase kawu-də and the head noun minis-α are closely con-
nected in their semantics. The discourse properties of the wh-phrase D-
linked it with the head noun minis-α and therefore the wh-phrase kawu-də 
has a definite description. For the wh-phrase kawu-də in the relative clause 
(43), the landing site below the subject minis-α is the only available posi-
tion. The example (46) also shows evidence that there is a landing site 
below the subject mEri. In the example mEri and john both occupy subject 
positions.  

The relative clause examples (44 & 45) show the existence of multiple 
specifiers in Sinhala. In (44), as we can see, there is [pro] below the subject 
John and (45) exemplifies that the [pro] in (44) is pronoun ohu that occu-



Chandrika Maliyagoda  68 

pies a position below the subject John. Sinhala accepts both (44 & 45) as 
grammatical. Both [pro] and pronoun show evidence of another subject 
position below TP. The evidence from relative clauses leads to the conclu-
sion that Sinhala has multiple specifiers. The existence of multiple specifi-
ers in Sinhala in turn supports the claim that there is an additional landing 
site below the subject for wh-phrases. Based on evidence, I propose, an 
additional position for a subject can be either Case or non-Case position, 
for example, position for pro or a pronoun, depending on the subject to be 
moved. 
 

43. mEri  αrαdənα-kərə-nu-æti   minis-α   kawu-də   kiyα   mamə  dani-m-i 

 Mary  invitation-Pl-do-PRT-has-Fut.  man-Defi. wh-Nom-Q  that I know--

1Sg-Pre 

 ‘I know who the man is that Mary will invite’ 

44. [TP jɔ:n [?? pro [VP αrαdənα-kərənə-wα yæ-i kiyα-pæwəs-u minisα 

 John pro    invitation-do-Fut-PRT-that  that  say-Pst-PRT  man-Defi. 

  mo-hu-yə]]]] 

   this-he-Be 

 ‘This is the man whom John said that [he will invite]’ 

45. [TP jɔ:n [?? ohu [VPαrαdənα-kərənəwα-yæi-kiyα-pæwəs-u 

 John      he      invitation-do-Fut-that  that         say-Pst-PRT 

  minis-α   mo-hu-yə]]]] 

 man-Defi.  this-he-Be 

‘This is the man whom [John said that he will invite]’  

46. mEri  [CP jɔ:n    giyα yæi  kiyα]  pæwa-su-we   kα-tə-də? 

mary        john    went that that    say-Pst-PRT   wh-Ac-Q 

‘Whom did Mary say that John left?’  

47. oyA     monəwa-də   kæ:we? 

 [Sub]  wh-Acc-Q      eat-Pst 

 ‘What did you eat?’ 

Based on the data I have given in the above section, I claim that (a) in Sin-
hala, there is an additional landing site below the subject for wh-phrase, 
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and (b) Sinhala has multiple specifiers. Simpson & Bhattacharya (2003) 
argue that in Bangla (48 & 49), the wh-landing site is always not a clause 
initial (S) position but there is also a position lower than the subject (48 & 
49). They also argue that the Bangla has an overt wh-movement in all wh-
in-situ questions (Simpson & Bhattacharya, 2003). Watanabe (2001) points 
out that the Japanese (50) wh-phrases involve movement in overt syntax. 
However, in Sinhala, the movement of question particle də to the clause 
end position, I claim, is obligatory in all the cases. Sinhala question par-
ticle d´ is not permitted to stay below the subject in its movement. The 
additional landing site below the subject is available only for the wh-
stem+də.  On that basis, I suggest that the additional landing site is not 
available for the overt syntactic movement of də. Therefore I propose that 
the additional landing site below the subject is not visible if it is not needed 
like the v*P/vP in order to respect the economy principle.  
 
   Bangla 

48. jɔ:n  ([CP meri    cole  gæche)]   bollo   ([CP meri    cole  gæche)] 

 John        Mary  left    gone        said            Mary  left   gone 

  ‘John said that Mary left’ 

49. ora  [CP ke     aṣbe]   ṣuneche   Sub [CP …. wh ….] 

   they      who  come   will heard 

  a.   Who have they heard will come? 

 b.   They have heard will come. 

 Japanese 

50. Boku-wa  [CP [IP John-ga        nani-o       katta]   ka]   shiritai 

  I-Top                  John-Nom   what-Acc  bought  Q     want-to-know 

 ‘I want to know what John bought’ 

 

8. Conclusion 

For Sinhala wh-elements, I have argued for an overt syntactic movement. 
The Sinhala wh-phrases demonstrate movement in overt syntax to the right 
end of the clause which is a rare phenomenon among languages that have 
been researched so far. The wh-phrases in Sinhala exhibit rightward 
movement only when there is one wh-phrase involved in simple interroga-
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tives. Even when there is one wh-phrase in a clause, if the question particle 
də is not attached to the wh-stem, the movement of the wh-stem + trace t is 
not possible. When there is more than one wh-phrase in a clause or a com-
plement clause in a complex sentence, I have shown that there is no move-
ment of wh-phrases in Sinhala. Hence, I conclude that the wh-stem with 
the trace t of the question particle də is weak, as it does not have the unin-
terpretable feature uF necessary for the movement to take place. However, 
based on the evidence it is shown that in all theses cases, the question par-
ticle də, which has the uninterpretable feature uF, has an overt movement 
to the right end of the clause.  Thus, I argue that it is the question particle 
də that bears the uninterpretable feature in Sinhala and not the wh-stems, 
further, the evidence indicates that the element that undergoes overt syntac-
tic movement to Spec-CP does not have to be a wh-phrase in all languages 
and that, in fact, the moving element is language dependent. I have also 
argued that the Sinhala wh-stem + t is weak and the wh-stem + də is 
strong, and that the findings lead to the conclusion that the Sinhala wh-
stem does not have the uninterpretable feature which requires for the 
movement. Sinhala wh-phrases and the question particle də, it is claimed, 
respect the locality principle in certain environments.  

I have proposed an additional landing site for Sinhala wh-phrases below 
the subject, and make the assumption that the landing site below the sub-
ject is visible (like v*P/vP) whenever it is needed, in order to conform to 
the economy principle and for the purpose of convergence at C-I interface.  

I also have shown that there are multiple specifiers in Sinhala and the 
additional subject position can either be a Case or non-Case position de-
pending on the element to be moved. 

The question particle də in Sinhala, it is shown, is a clitic and I argue 
that the uninterpretable feature uF is placed on the question particle də ‘Q’, 
which is necessary for movement, and that therefore də is strong in Sinha-
la. The Sinhala clitic in this case is different in its nature from the clitic in 
other similar cases, because it is allowed to bear the uninterpretable feature 
uF. 

The evidence leads to the conclusion that irrespective of the fact that 
Sinhala and Bangla, English, and Japanese belong to three different lan-
guage families historically; all four languages have, in respect of the syn-
tactic phenomena dealt with in this paper, one element either a wh-phrase 
or a question particle moving overtly to Spec-CP. The findings permit the 
assumption that this behaviour reflects something universal among the 
languages that have been researched to date. 
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Notes 
 

*I am deeply grateful to Professor K.N.O Dharmadasa for helping me with 
Sinhala data and to Professor Tista Bagchi, Professor Thiru Kandiah, Pro-
fessor Nirmalangshu Mukherji, for their suggestions and guidance and to 
Professor Noam Chomsky for his advice and support. In finishing this paper, 
I am particularly grateful to Professor Thiru Kandiah for his encouraging 
notes and discussions. 

1. The English examples (1-5) on which the Sinhala ones are based are taken 
from Haegeman (1991).  

2. The questions and answers of the native speakers stated below (1-10) 
strongly support my argument for verb deletion in colloquial sentences. The 
answers (4, 5, 6, 7, & 10) given by the native speakers (who belong to 
different stratus of the society), exhibit the verb deletion in the questions. 
Some of the native speakers preferred not to delete the verb in their 
questions (4). In (1, 9 & 10), the subject is being dropped by the speaker 
(Sinhala is a pro-drop language) when talking to the 2nd person but not when 
referring to a 3rd person in their speech. The informants, it may be noted, do 
not have any Linguistic background (unlike Professor Dharmadasa who is a 
well known scholar and a Sociolinguist). The example (11), which was 
given by me, was not acceptable to the native speakers as they all found it 
unnatural- unless in a discourse- The answers of the native speakers also 
illustrate the fact that pair list answers are possible in Sinhala. The wh-
phrases that are in-situ in colloquial examples, on the other hand, support 
the proposal for a wh-landing site below the subject.  

 
1.          monəwa-də  gatt-e? 

[Sub]   wh-Acc-Q      buy-Pst 
‘What did you buy?’ 

2. kawuru-t    ekkə-də   Av-e? 
wh-t          with-Q     come-Pst 
‘With whom did you come?’ 

3. kawu-də         monəwa-də   gatt-e 
wh-Nom-Q   wh-Acc-Q      buy-Pst 
‘Who bought what?’ 

4. kawu-də         gatt-e        monəwa-də   gatt-e? 
wh-Nom-Q  buy-Pst      wh-Acc-Q      buy-Pst 
‘Who bought what?’ 

5. kawu-də      giye        e: gollə         monəwa-də   gatte?  
 Wh-Nom-Q  go-Pst    those-people wh-Acc-Q      buy-Pst 
 ‘Who bought what?’ 
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6. mamə   pota-k         gatta      sarat   sagərαwa-k       gatta 
I         book-Indef.  bought  Sarat   magazine-Indef. bought 
‘I bought a book and Sart bought a magazine’ 

7. A  pota-k        gatta   B pQ:nQ-k  gatta           C  p ns la-k   gatta 
           A book-Indef.bought  B  pen-Indef. bought C pencil-Indef- bought 

                        ‘A bought a book, B bought a pen and C bought a pencil’ 
8. sarat   monəwa-də    gatt-e? 
 Srat    wh-Acc-Q       buy-Pst 
 ‘What did Sart buy?’ 
9.        monəwa-də    gatt-e? 

 [Sub]    wh-Acc-Q       buy-Pst 
 ‘What did you buy?’ 

10.      ædum       gatta   waləlu  gatta    paləturu  gatta 
[Sub]  clothe-Pl   bought   bangles bought  fruit-Pl   bought 
‘I bought clothes, bangles and fruits’ 

11.         monəwa-də    gatt-e 
  [Sub 3re]  wh-Acc-Q      buy-Pst 
  ‘What did she buy?’  
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Diverging Pathways: The Current Status of 
Grammaticalization of Hindi Verbs 
 
Shakthi Poornima and Robert Painter 

 
This paper argues that collocations of main verb and light verb in 
Hindi can be input for either grammaticalization or lexicalization. 
We examine the type and token frequencies of twelve verbs which 
can be identified as 'light' in a random sample taken from the 
EMILLE corpus and show that these verbs exhibit various degrees 
of on-going grammaticalization. Certain combinations of main 
verb and light verb have also come to be lexicalized, forming idi-
omatic phrases. The data presented here is analyzed via an inte-
grated model of grammaticalization and lexicalization presented in 
Brinton and Traugott (2005).  
 
 
1. Introduction 
 
This paper explores the premise, first described by Hook (1974), that con-
structions formed with Hindi light verbs can be input for processes of both 
grammaticalization and lexicalization to varying degrees. Using extensive 
synchronic data extracted from the twelve million word Hindi EMILLE 
corpus, we observe that Hindi light verbs indeed exhibit features of on-
going grammaticalization, without necessarily taking on the formal and 
functional properties of the distinct class of auxiliaries. This is an important 
finding since research in grammaticalization theory often describes light 
verbs as occupying an intermediate position on an unidirectional cline of 
development from full verb to auxiliary to affix (see e.g. Hopper and Trau-
gott 2003:111). Recent work on the diachronic development of complex 
predicates in general, and of light verbs specifically, have been increasingly 
critical of the idea that light verbs belong on the typical verb-to-affix 
grammaticalization clines which are well-attested for developments else-
where, e.g. in Romance (see Bowern 2008). At the same time, we show that 
some combinations of main verb and light verb have come to be lexica-
lized, fossilizing into idiomatic phrases. This, too, was described earlier by 
Hook (1974); however, the use of the corpus data allows us to show that the 
instances of idioms involving light verbs are perhaps more widespread in 
the modern language than suggested by earlier studies. While not denying 
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that the use of corpora is a means towards extracting language data for test-
ing theoretical questions empirically, the use of the EMILLE corpus to cull 
instances of complex predicate constructions in a systematic fashion took 
on a special significance in the present study. This is because nearly all 
previous theoretical work on Hindi light verbs has been based on relatively 
limited sources of data. For instance, the often-cited discussion of light 
verbs in Hook (1991), a study which forms the basis of Hopper and Trau-
gott’s treatment of the grammaticalization of light verbs (2003: 112-114), 
consists of only two sets of a hundred sentences containing complex predi-
cates from Marathi and Hindi-Urdu, obtained from a set of short stories 
written by two authors, S.V. Chirmule and K.B. Vaid (see Hook 1991: 81). 
This dataset is arguably too small both in overall size and number of repre-
sentative sources for formulating strong conclusions about the distribution 
of light verbs in Hindi and the patterns of combination between particular 
light verbs and main verb in the formation of complex predicates. By using 
the EMILLE corpus to extract a hundred sentences for each of twelve verbs, 
commonly listed in other works as ‘light’ (see Section 2), the present work 
hopes to reevaluate the claims, and potentially revalidate the important 
contribution, of studies such as Hook 1974 and 1991, but with a much 
greater amount of empirical data. In undertaking this research, our main 
goals were to obtain a clearer sense of how prevalent light verb construc-
tions are in modern Hindi in terms of both type and token frequency; what 
their pattern of distribution is, in the sense of positional occurence, i.e. 
standard versus reverse predicate constructions; what patterns of restric-
tions (if any) exist in the collocation of specific main verbs with light verbs; 
and, finally, to learn to what extent light verbs can be described as being 
involved in processes of grammaticalization and lexicalization. 

 The framework for our analysis of the light verb data is the model pre-
sented in Brinton and Traugott (2005), which integrates grammaticalization 
and lexicalization into a unified continuum of related processes. Following 
Bowern 2008 in seeing light verb constructions as a stage of development 
resulting from various processes of grammatical change, our analysis de-
scribes light verbs in modern Hindi as partially grammaticalized in some 
cases, lexicalized in others, and yet we avoid taking the strong position 
presented in Hopper and Traugott (2003) that light verbs occupy an inter-
mediate stage of development between full verb and auxiliary. 

This study is outlined as follows: we revisit the debate in the literature 
on light verbs and grammaticalization in Sections 1.1 and 1.2. We present 
extensive evidence of our analysis on the grammaticalization and lexicali-
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zation of Hindi light verbs using data from the Hindi EMILLE corpus in 
Section 2. Discussion and conclusions about the implications of viewing 
instances of Hindi complex predicates as alternatively both lexicalizing and 
grammaticalizing are presented in Section 3. 
 
 
1.1.  Defining Hindi Light Verbs 

  
Like other South Asian languages, Hindi has a rich set of complex predi-
cates that are formed when two verbs comprise the predicate of a single 
clause (Hook 1974; Butt 1995; for further cross-linguistic examples of 
complex predicates, cf Bowern 2008). Syntactically, the ‘main’ verb en-
codes the main predication while the ‘light’ verb inflects for number and 
gender, and agrees with the unmarked argument in the clause. Semantical-
ly, the specific contribution of a light verb is hard to pin down, but it is 
fairly well known that, in Hindi, light verbs contribute an aspectual mean-
ing such as perfectivity (Hook 1991, 1993; Butt 1994). In slightly different 
terminology, light verbs have been argued to affect the Aktionsart of the 
main predication by creating an accomplishment reading (Butt 2002:14). 
Other subtle semantic notions, such as a nuance of suddenness or benefac-
tion, which are not readily analyzable as aspectual in nature, are also ob-
servable in complex predicate constructions. By and large, light verbs in 
Hindi accord with syntactic and semantic properties of light verbs found in 
other languages, such as Farsi and Uzbek (cf Bowern 2008:163).  

A typical predicate construction in Hindi with a single finite main verb 
is illustrated in (1).1 By way of comparision, (2) shows complex predicate 
constructions with the non-finite main verb and finite light verbs le ‘take’ 
(2a) and de ‘give’ (2b), respectively: 

 
(1) shyam=ne  makaan  banaa-yaa 

shyam.M=ERG  house.M.SG:MV make-M.SG:LV 
‘Shyam made the house.’  

 
(2) a. shyam=ne      makaan banaaMV   li-yaaLV 
       shyam.M=ERG  house.M.SG make    take-M.SG 

 ‘Shyam made the house (for himself).’ 
 

 b. shyam=ne       makaan banaa MV  di-yaa LV  
shyam.M=ERG   house.M.SG make  give-M.SG 
‘Shyam made the house (for someone else).’ 
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Note that, traditionally, the glossing of light verbs in the examples through-
out this paper indicates the lexical citation meaning of the corresponding 
main verb. The actual lexical semantics of a given light verb in each con-
struction is variable. For instance, the light verb le ‘take’ in (2a) adds a 
notion of benefaction for oneself, i.e. Shyam made the house for his own 
use. Likewise, the light verb de ‘give’ in (2b), imparts a sense of benefac-
tion for others, i.e. Shyam made the house for someone else’s benefit. Ad-
ditionally, the examples in (2) also show that in a complex predicate con-
struction, it is the light verb that inflects for number and gender. Since 
Hindi is a head-final language, the light verb usually follows the main verb 
(but see Section 2.3 on the reverse complex predicate construction, in 
which the light verb precedes the main verb). This suggests a degree of 
fusion between the main verb and the light verb, which is further supported 
by the fact that the number of particles that can appear between the two 
verbs in a complex predicate construction is quite restricted. For instance, 
the emphatic marker in (3a) is one of a limited number of elements which 
can appear between the main verb and the light verb in order to modify the 
main verb; other elements, such as a negative particle, cannot come be-
tween the two verbs, as shown in (3b). A rigid word order is also seen be-
tween the complex predicate and auxiliaries, with auxilaries in Hindi com-
ing phrase finally, as in (3c). 
 
(3) a.  shyam=ne      makaan banaa MV  hii  di-yaa LV  

shyam.M=ERG  house.M.SG make  emph  give-M.SG 
‘Shyam really made the house (for someone else).’ 

 
 b. *shyam=ne      makaan banaa MV  nahii  di-yaa LV  

 shyam.M=ERG house.M.SG make  neg  give-M.SG 
 *Intended:  ‘Shyam did not make the house (for someone else).’ 

 
 c.  shyam=ne     makaan        banaa MV  di-yaa LV     th-aaAUX 

shyam.M=ERG house.M.SG  make  give-M.SG  be-PAST.3.SG 
 ‘Shyam has made the house (for someone else).’ 

 
It should be noted that the light verbs and auxiliaries are distinct syntactic 
categories in Hindi. Hindi auxiliaries distinguish themselves from light 
verbs by not making any other semantic contributions (volitionality, bene-
faction, etc.) to the argument structure. Auxiliaries instead concatenate with 
either the verbal root or verbal inflected forms and they serve to signal dis-
tinctions of tense, aspect, mood, and voice. Auxiliaries and light verbs also 
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show distinct syntactic behaviors with regard to case marking, word order, 
reduplication, and topicalization (see Butt 2002:11-12).  
 
 
1.2.  Diachronic Development and the Question of Clines 
 
The general consensus over the diachronic developement of the complex 
predicate construction in Hindi is that the modern construction has its ori-
gin in the Sanskrit gerund/absolutive, –tva/tya, or –ya (cf. Tikkanen 1987, 
Butt 2002:16-25, Butt 2005:13-18). We show in (4) a hypothesized source 
construction from Old Indo-Aryan where the verb ‘go’ is not the main pre-
dication of the sentence, but rather this verb modifies the event semantics 
of the participle ‘fly’ (Tikannen 1987, cited in Butt 2002:23). 
 
(4) tato maksiko-ddi-ya  gataa 
 then fly/insect-fly-GD go  
 ‘Then the fly flew away.’ 
 
In the above example, although the gerund appear to be used in connection 
with the perfective auxiliary gam- ‘go’, Tikkanen explains this as follows: 
“[I]n Vedic and Classical Sanskrit, the gerund was frequently construed 
with stative or habitual light verbs, but only in and after Pali do we find the 
gerund to be construed with perfective light verbs that often add some addi-
tional shade of meaning indicating the point of view or role of the speaker, 
e.g., gam- ‘go all the way/away with’” (1987:262). This meaning of the 
verb jaa ‘go’ persists in modern day Hindi, as in (5). 
 
(5)  tab  paanchii  uDMV ga-yaaLV 
 then bird.F.SG fly go-M.SG 
 ‘Then the bird flew away.’ (first author’s dialect) 
 
The modern complex predicate construction is considered to be nonexistent 
in Sanskrit and an innovation in Indo-Aryan languages by Hook (1991:61) 
and Tikannen (1987:262). However, Butt (2002) cites various counterex-
amples to demonstrate that the complex predicate construction has existed 
in the language at least since Old Indo-Aryan (c. 1200-200 BC). As she 
points out in a later work, the construction becomes easier to identify in 
texts starting from Middle Indo-Aryan (1200-200 BC) and Old Hindi (200 
BC-1100 AD) (Butt 2005). There is clearly still a need for a definitive his-
torical study on the emergence of these forms in the textual record. Cloud-
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ing the issue, as Bowern has recently argued, there is compelling evidence 
that light verb constructions in many languages may emerge through bor-
rowing: either the predicate construction with light verbs itself is borrowed 
across languages or a new light verb construction develops when speakers 
of one language borrow verbs from another language as preverbs (Bowern 
2008:173). Along similar lines, Hook (1991) suggests that light verbs con-
structions may have been borrowed into Hindi from a Dravidian language 
as an areal feature. 

Despite uncertainty as to the exact pathway of development of the Hindi 
main verb-light verb construction, earlier research in grammaticalization 
analyzed the construction as a rare example of the gradual emergence of 
aspectual meaning or “aspectogenesis” (cf Hook 1991, 1993). The light 
verbs, according to Hook, exhibit a degree of semantic bleaching, having 
lost contentful lexical meaning but acquiring ‘functional’ grammatical 
meaning, e.g. perfective aspect (1991:59). As the light verbs come to be 
obligatory markers of perfective aspect, the corresponding constructions 
with only the main verb are reanalyzed to mark imperfectivity; as Hook 
states: “thus, we are dealing not just with the grammaticalization of a set of 
overt linguistic items but with the complementary grammaticalization of 
zero” (Hook 1991:78). This observation is corroborated by Butt: “Native 
speakers will insist that the action seems incomplete or unsituated when 
only a single verb is used” (1994: 84, original italics). This contrast be-
tween complex predicate (perfective) and single predicate (imperfective) is 
illustrated in the examples in (6) and (7) (modified from Hopper and Trau-
gott 2003:112): 
 
(6) mãi=ne     das  baje       aap=ko     fon        kar MV     li-yaa LV 
 I=ERG        10 o’clock  you=DAT  phone   make      take-M.SG 
 ‘I telephoned you at 10 o’clock.’ (and we actually spoke) 
 
(7) mãi=ne     das  baje        aap=ko      fon        ki-yaaMV 
 I=ERG       10 o’clock  you=DAT   phone make-M.SG  
 ‘I telephoned you at 10 o’clock.’ (the phone rang with no answer)   
 
In (6), where the verb phrase is a complex predicate formed by the main 
verb kar ‘make in this context’ and the light verb le ‘take’, the telephoning-
event was successfully completed; in comparison, the preferred interpreta-
tion in (7) with the main verb kar ‘make’ in the verb phrase is that the call 
was unsuccessful or incomplete.  
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This apparent emerging ability of light verbs to mark perfectivity dis-
tinctions led first Hook (1974), followed by Hopper and Traugott, to con-
clude that a subset of all light verbs are developing functional properties 
intermediate between those of full verbs and auxiliaries. This evidence 
suggested to these researchers that light verbs are an optional stage on a 
kind of verb-to-affix grammaticalization cline from ‘less grammatical’ to 
‘more grammatical’, as in (8) (cf Hopper and Traugott 2003: 111-116). 
 
(8) full verb > (light verb) > auxiliary >  verbal clitic > verbal affix 
 
Citing just the data from Hook (1991), Hopper and Traugott observe that 
some light verbs appear to be emerging as more grammaticalized than oth-
ers, a fact which is taken to mean that these verbs are further advanced on 
the cline toward more auxiliary-like status. They point out that the five 
most frequent light verbs in the Hindi-Urdu text sample accounted for 92% 
of the total number of light verbs, without any reference to the form of 
these verbs (Hopper and Traugott 2003: 116). They conclude that “in Hindi 
a handful of light verbs is gaining the ascendancy in the competition for 
auxiliary status” (ibid.). This can be conceptualized as the diagram in (9). 
 
(9) full verb  > (light verb)    >  auxiliary  
        Most light verbs       5 light verbs  
 
Other lines of research on the Hindi-Urdu verbal system refute this idea 
that light verbs, as a class or as a subset, are diachronically moving toward 
more auxiliary-like status (see Butt and Geuder 2001; Butt 2003; Bowern 
2008). The observed diachronic stability of a light verb construction in 
languages which possess one is supported by Bowern’s cross-linguistic 
study (2008:175). For Hindi, the claim is that since light verbs have been 
highly stable historically, involve no phonological loss and demonstrate no 
observable shift toward more auxiliary-like functions, they should not be 
seen as an intermediate stage on the grammaticalization cline between full 
verb and auxiliary (Butt 2003:16). Light verbs in Butt’s analysis are viewed 
as “intimately connected to their main verb counterpart in the lexicon” (ib-
id.), with just one lexical entry which to her suggests that the light verb 
does not enter the grammaticalization cline. The relationship of the light 
verb to the type of grammaticalization cline given in Hopper and Traugott 
(2003: 111) is presented in (10) (from Butt 2003: 16): 
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(10) main verb  >  auxiliary  >  clitic  >  affix(es) 
        | 
 light verb   

 
Studies such as Butt and Bowern are consistent with more recent, and often 
critical, work on grammaticalization theory which avoid making quasi-
teleological statements about directionality and clines of the type in (8) (cf. 
Norde et al 2004). In our opinion, the strict reading of the question of 
whether or not the light verb is on the verb-to-affix grammaticalization 
cline is, in essence, comparatively uninteresting. More fascinating is that 
the development of light verbs, both in Hindi and cross-linguistically, seem 
to follow its own pathway of diachronic development, emerging from a 
number of source constructions, particularly hypotactic or embedded struc-
tures or developing through the borrowing of preverbs (see Bowern 
2008:166ff). A much needed line of research is to trace in detail what stag-
es of grammaticalization, if any, can be traced for the complex predicates 
cross-linguistically, and more specifically, in Hindi. Particularly of interest 
would be to examine whether the diachronic development of complex pre-
dicates is unidirectional, a feature of grammaticalization which is often 
criticized, as well as to better isolate and follow what stages of develop-
ment (what “cline”) are commonly observed. Whereas the typical verb-to-
affix cline is largely defined by loss on several parameters – e.g. semantic 
bleaching, phonological erosion, morphological fusion to a stem – it is not 
clear that light verbs exhibit such properties, with the possible exception of 
a greater degree of fusion to an external host (see Section 1.2).  

If we start with the simple question of “what is the best evidence for 
grammaticalization phenomena in respect to light verbs in Hindi?”, an ad-
mittedly simplistic but useful answer is to see this data in terms of diver-
gence. Originally conceived as a kind of heuristic to detect instances of 
incipient or on-going grammaticalization, divergence is a natural outcome 
of grammaticalization processes, whereby “when a lexical form undergoes 
grammaticalization, for example to an auxiliary…the original form may 
remain as an autonomous lexical element and undergo the same changes as 
any other lexical items” (Hopper 1991:24). Divergence can result in mul-
tiple forms which have a common etymology, but diverge functionally. 
From this starting point, the recognition of homonymic but functionally-
diverse lexemes, we realize that any study of Hindi light verbs in the con-
text of grammaticalization (or lexicalization) needs a framework which 
allows for degrees of ‘less grammatical’ to ‘more grammatical’ to be de-
termined in a rigorous and consistent fashion. One such approach within 
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the grammaticalization literature is the intergrated model of Brinton and 
Traugott (2005). Since this model provides a framework for our analysis, 
we present a brief overview below. 
 
 
1.2.  An Integrated Approach to Grammaticalization and Lexicalization 
 
It is important to consider what we mean by grammaticalization; the defini-
tion of grammaticalization we adhere to is presented below:  

Grammaticalization is the change whereby in certain linguistic contexts 
speakers use part of a construction with a grammatical function. Over time 
the resulting grammatical item becomes more grammatical by acquiring 
more grammatical functions and expanding its host-classes (Brinton and 
Traugott 2005:99). 

Studies on grammaticalization, word-formation and lexicalization have 
recognized much overlap between the two processes (Lehmann 2002, 2005; 
Brinton and Traugott 2005). Lehmann argues, “[w]e may say that grammat-
icalization pushes a sign into the grammar, while lexicalization pushes it 
into the lexicon” and goes on to say that “a conceptualization of the rela-
tionship of the two processes therefore presupposed an account of the rela-
tionship between lexicon and grammar” (2005:13). Brinton and Traugott 
(2005) present an integrated model of grammaticalization and lexicaliza-
tion, which recognizes that the relationship between lexicon and grammar 
is more of a continuum than a strict dichotomy and state of their model: 

It is not heavily theory-dependent but is dynamic, allows for constructions, 
gradience, and degrees of productivity…the nonproductive to productive 
continuum correlates in general with a continuum from lexical to grammati-
cal items, from open to closed classes, from major to minor classes, from 
items that are maximally free (…) to maximally obligatory, and from con-
tentful (conceptual, relatively concrete, usually referential) to functional 
(relatively abstract, often indexical) (2005:91-92).  

The continuum on which grammaticalizing or lexicalizing forms are distri-
buted is given in Table 1 (from Brinton and Traugott 2005:92): 
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Table 1. Schema of correlations of categories along continua  
Level Continuum 
Lexicon Lexical                                                  Grammatical 
Category Open/Major                                          Closed / Minor 
Syntax Free                                                       Obligatory 
Semantics Contentful                                               Functional 
Morphology Nonproductive       Semi-productive           Productive 

 
On a certain level of abstraction, Brinton and Traugott view both grammat-
icalization and lexicalization as processes by which a form takes on cate-
gorial properties consistent with either end of the continuum above; and 
they see the two processes as having a significant area of overlap synchron-
ically in the semi-productive area (2005: 92). The concept of productivity 
in modern linguistics is generally vague, meaning different things to differ-
ent linguists (for an excellent overview, see Bauer 2001), and Brinton and 
Traugott understand productivity as “the ability of word-forming elements 
to be used to form new linguistic expressions” and they view productivity 
as a gradient phenomenon (2005:92).  

To summarize briefly, Brinton and Traugott see independent lexical 
items as entirely non-productive in that they are made up of morphemes 
that never combine, or combine very infrequently, such as the fossilized 
morpheme –t in theft, to create new words. In comparison, items on the 
grammatical end of the continuum are highly productive in that they com-
bine by ‘default’ in the morphosyntax, e.g. obligatory inflections (cf Brin-
ton and Traugott 2005: 92). The ‘semi-productive’ area of the continuum is 
where items combine “less or more regularly to recategorize the lexical 
items with which they combine (e.g. grammatical derivational forms like –
ness, -ly) and those that combine with relatively few constraints to change 
the semantics of the lexical items with which they combine (e.g. semantic 
derivational un- in unhappy or –ful in hopeful)” (ibid.). This definition of 
productivity assumes that as items become increasingly lexicalized, their 
constituent morphemes become fused and are thus less free to be analyzed 
as individual morphemes. Likewise, as items become increasingly gram-
maticalized, the assumption is that the constituent morphemes will be used 
in a greater range of morphosyntactic constructions than before. The two 
processes are correlative developments along a single gradient continuum, 
represented in Table 2, taken from Brinton and Traugott (2005:94). 
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Table 2. Synchronic clines of lexicality and grammaticality  
Nonproductive 
L3        L2        L1 
                                             Semiproductive   
                                                                                        G1      G2        G3 
                                                                                                Productive 

 
The three levels of grammaticality (e.g. G1, G2, G3) presented by Brinton 
and Traugott above are identified with respect to degrees of fusion with 
external elements, whereby, 

G1 = periphrases, e.g. be going to, as far as, in fact (in their early stages) 

G2 = semi-bound forms like function words and clitics, e.g. must, of, ’ll 

G3 = affixes that changes the grammatical class of the stem, e.g. adverbial –
wise (fairly productive); most especially inflectional morphology (very pro-
ductive; sometimes default), including zero inflection (2005: 93). 

 
Brinton and Traugott stress that the three levels are not intended to be dis-
crete, and there is obviously fine-grained syntactic and semantic gradience 
which is observed between these levels. However, the cline G1-G3 is de-
termined by the degree of fusion with the external host: periphrases are 
relatively free positionally and affixes are always bound. Moving from the 
semi-productive area to the left in Table 2, they propose a cline of lexicality 
and postulate that “[s]ince lexical items are representations of major cate-
gories, and relatively free, they form a cline defined primarily with respect 
to degree of fusion in internal structure. Lexical items range from fully 
transparent to less transparent to idiosyncratic” (2005:94). Their cline of 
lexicality is as follows: 

L1 = partially fixed phrases, e.g., lose sight of, agree with 

L2 = complex semi-idiosyncratic forms, e.g., unhappy, desktop 

L3 = simplexes and maximally unanalyzable idiosyncratic forms, e.g., desk, 
over-the-hill 

 
Importantly, the Brinton-Traugott model outlined above also makes no 
claim that an item will necessarily move further along the continuum in 
either direction. In this sense, the continuum presented in Table 2 is inhe-
rently less teleological, or at least less prone to be interpreted as teleologi-
cal in nature than the grammaticalization cline in (8) which predicts that 
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full verbs, if they do grammaticalize further at all, will become auxiliaries, 
and then eventually affixes (cf Hopper and Traugott 2003). Instead, the 
model allow us to observe that if an item does undergo grammaticalization, 
then the process can be viewed as including a greater degree of fusion with 
its external host, an increase in productivity, and a shift toward more func-
tional semantics. Likewise, an item that begins to lexicalize should exhibit 
a lesser degree of internal structure (i.e. less distinct morpheme boundaries) 
and a semantic development of more idiosyncratic, contentful meaning, 
which may not be compositional. However, the model as we view it places 
no predictions as to which morphosyntactic category this grammaticalizing, 
or lexicalizing, form belongs to. That is to say, a light verb that grammati-
calizes further does not necessarily join the class of auxiliary verbs; we 
restrict ourselves to claiming that the light verb is simply more grammatica-
lized as a light verb in the sense of greater fusion to the host, more produc-
tive in occurrence, with an increased shift to functional semantics.  

The relationship between grammaticalization and lexicalization pre-
sented in the above model explicitly recognizes that the input for any 
process of grammaticalization and lexicalization is going to be a form or 
forms which can be viewed as situated at the semi-productive middle of a 
continuum between lexical and grammatical categories. This model is 
therefore ideal for discussing the Hindi light verbs whose “predicational 
power … lies somewhere between that of a lexical and a functional ele-
ment” (Butt 2003:11; emphasis added). Given the range of complex predi-
cate constructions in Hindi, if the model proposed by Brinton and Traugott 
reflects linguistic reality, we should see certain light verbs which are 
grammaticalized on the one hand, and forming constructions which are 
(somewhat) lexicalized on the other hand. The remainder of this paper is 
devoted to testing this hypothesis, using data from the EMILLE corpus.  
 
 
2.  The EMILLE Corpus 
 
In order to collect a representative sample of instances of Hindi aspectual 
light verbs, the present study used synchronic data from the EMILLE cor-
pus, which is a major corpus of Hindi online. This corpus contains over 12 
million words, comprising of articles from India’s national news websites, 
20th c. literature, and miscellaneous documents written in Hindi.2 We ex-
tracted a hundred sentences for each of the following twelve verbs that are 
commonly identified as ‘light’ (Abbi 1991; Butt 1994): 
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(11) aa ‘come’  jaa ‘go’ 
baiTh ‘sit’  Daal ‘put’ 
de ‘give’   le ‘take’ 
paD ‘fall’  maar ‘hit’ 
uTh ‘rise’   mar ‘die’ 
nikal ‘leave’  nikaal ‘remove’ 

 
Some note on the methodology is in order. As the focus of this paper is to 
investigate main verb - light verb combinations, any instances of light verb 
plus light verb complex predicates were excluded (cf. Mohanan 1994). 
Also excluded were data involving the verb kar ‘do/make’, which can oc-
cur both as an adverbial modifier or a light verb, depending on the context. 
The resulting sample is six times larger than the sample in Hook (1991), 
and represents light verb usage in a much wider cross-section of spoken 
and written discourse contexts. Our sample of twelve hundred sentences 
was coded for whether the particular verb in each sentence appeared as a 
light or a main verb. If the verb appeared in the corpus as light, a note was 
made of the main verb with which the light verb co-occurred. Next, we 
calculated the tokens (single instances) and types (set of tokens) frequen-
cies of main verbs for each verb when it appeared as a light verb. The type 
frequency gives an indication of the range of verbs that the light verb se-
lects for, while the token frequency shows which main verbs are common 
with a given light verb. Our results contain a total of seventy-two unique 
main verbs, of which several appear with multiple light verbs. It should be 
noted that this study does not claim to be fully representative of every poss-
ible main verb-light verb combination in the language and our analysis and 
discussion is restricted to the data available in our sample. The extracted 
data from the EMILLE corpus support the hypothesis that some light verbs 
are grammaticalizing, i.e. taking on specific grammatical functions in the 
language, and that others light verbs are lexicalizing, i.e. becoming idi-
omatic phrases or new lexical items. The type and token verbs for ten light 
verbs are presented in Table 3; the remaining two light verbs – jaa ‘go’ and 
paD ‘fall’ – are singled out in Table 4.  
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Table 3. Frequency of light verbs in the sample data 
LIGHT VERB Tokens  Types 
de ‘give’ 27 19 
le ‘take’ 16 15 
Daal ‘put’ 35 11 
baiTh ‘sit’ 12 9 
aa ‘come’ 10 9 
uTh ‘rise’ 6 5 
nikal ‘leave’ 13 5 
nikaal ‘remove’ 5 3 
maar ‘hit’ 0 0 
mar ‘die’ 0 0 

 
 Table 4. Frequency of verbs jaa ‘go’ and paD ‘fall’ in the sample 

 
VERB jaa ‘go’ paD ‘fall’ 

Light verb Passive Light verb Modal marker 

Tokens 28 69 2 44 
Types 10 19 2 24 

 
The light verbs in Tables 3 and 4 are all known to form complex predicate 
constructions in Hindi; patterns of grammaticalization for some of these 
light verbs are discussed in the order of their token frequency in Section 2.2 
and 2.3, and evidence of lexicalization involving some of these light verbs 
is discussed in Section 2.4. The two verbs presented in Table 4, jaa ‘go’ 
and paD ‘fall’, seem to exhibit comparatively advanced degrees of gram-
maticalization, as in certain instances jaa ‘go’ can appear as a light verb 
and in others as a passive auxiliary; while paD ‘fall’ can likewise appear 
either as a light verb or a modal auxiliary. The case of these two light verbs 
is discussed below in Section 2.1. 
 
 
2.1.  Grammaticalization and the Light Verbs jaa ‘go’ and paD ‘fall’ 
 
Some general evidence for grammaticalization of all main verb-light verb 
combinations has already been presented in Section 1, e.g. marking perfec-
tivity, maintaining a rigid word order, etc. The verbs jaa ‘go’ and paD ‘fall’ 
exhibit all these types of indicators, suggesting that these verbs have under-
gone grammaticalization to a degree more than most verbs that have a 
form-identical light verb. The different usage of these two verbs as full 
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lexical items, light verbs, and auxiliaries is a classical example of diver-
gence (Hopper 1991:25). We will show that in the course of their develop-
ment, these two verbs seem to have diverged along (at least) two pathways 
of grammaticalization, one as a light verb which enters into complex predi-
cates and therein develops the grammatical function of marking perfectivi-
ty, and another where jaa ‘go’ or paD ‘fall’ develops into an auxiliary. In 
the latter case, the verbs acquired the grammatical function of passivization 
or modality, respectively.  

The verb jaa ‘go’ can function as a main verb, a light verb, or as a pas-
sive-marking auxiliary. The light verb form of this intransitive verb func-
tions as a perfective marker and denotes completion of the event (cf. Butt 
1994:148). An example in Hook (1993) taken from an excerpt of Ramaya-
na that was composed “late in the first millennium of the present era” (c. 
900-1000 AD) suggests that the verb jaa ‘go’ has maintained its light verb 
status for over 1000 years (from Hook 1993: 98):  
 
(12)  chuDu  ekku  gaasu  mahu   ho-uMV  ga-uLV 
 still one bite me-DAT became  went  
 ‘Yet (a whole elephant) is (just) one bite for me.’    
 
In our contemporary data, it is clear that the light verb in this construction 
is used as a perfective marker. Contrast the complex predicate in (13) from 
the EMILLE corpus with the main verb construction in (14):  
 
(13) bhavishyaa  anischiit     hoMV   ga-yaaLV haiAUX  
 future.M       uncertain be   go-M.SG be-PRES.3.SG 
 ‘The future has become uncertain.’ (ID: 720)  
 
(14) bhavishyaa anischiit hu-aaMV             haiAUX 
 future.M uncertain be-M.SG be-PRES.3.SG  
 ‘The future is uncertain.’ 
 
The event in (13) appears incomplete without the light verb jaa ‘go’ as 
shown in (14); jaa adds perfectivity to the verb ho ‘be’. However, the main 
verb-light verb combination has not developed an idiosyncratic meaning; 
jaa ‘go’ in this construction is a light verb and the two verbs do not form a 
lexical item.  

As a passive auxiliary, jaa ‘go’ can appear with any transitive verb in 
the language which can be passivized. There is a difference in the morpho-
syntactic form of the passive marker as opposed to the light verb. As men-
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tioned in Section 1.1, the main verb in most complex predicate construc-
tions is non-finite and the light verb is marked for inflection. This is shown 
in example (15) with the light verb jaa ‘go’.  
  
(15)  Shyam=kaa  haat      kaTMV   ga-yaaLV  

 Shyam=GEN   hand.M. SG cut  go-M.SG 
 ‘Shyam’s hand was cut.’  

 
Observe that the semantics of the light verb jaa ‘go’ in (15) has been com-
pletely bleached, i.e. there is no motion component in the sentence. In con-
trast to (15), when jaa is used as a passive marker, the inflection must be 
carried by the main verb also, as shown in (16). 

 
(16) Shyam=kaa  haat    kaT-aaMV ga-yaaAUX   

 Shyam=GEN   hand.M   cut-.M.SG    go-M.SG 
‘Shyam’s hand was cut (by a covert agent).’  
 

The inflection in (16) reveals that the verb jaa ‘go’ is a passive auxiliary. 
Beyond the morphological difference, native speakers understand there to 
be suggestion of a covert agent semantically in (16), which is not present in 
(15). Predictably, jaa ‘go’ appears most frequently in our dataset as a pas-
sive auxiliary (n=69), less often as a light verb (n=28), and seldom as a 
main verb (n=3). Interestingly, the light verb ‘jaa’ appears in our sample 
with the main verb ho ‘become’ in 13 instances, i.e. nearly 50% of the time. 
Within Brinton and Traugott’s model, it could be argued that jaa as a pas-
sive auxiliary could be assigned a very advanced stage of grammaticaliza-
tion, say G3; whereas jaa as a light verb is only partially grammaticalized 
in the environment of complex predicates, approximating a G2 stage. This 
model refers to degrees of grammaticalization based on particular observed 
properties but does not claim that the light verb usage of jaa at the G2 stage 
will pass on to a G3 stage as an auxiliary. Rather, a light verb at a G2 stage 
of grammaticalization can become further grammaticalized to G3 as a light 
verb, i.e. further fusion to the host, increased loss of transparency, etc. One 
can argue that there are different paths of development: one for full verbs to 
auxiliaries to affixes (G1 > G2 > G3); one for full verbs to light verbs to 
further grammaticalized light verbs (G1 > G2 > G3).3 

One could also say that the full verb jaa ‘go’ is at the L3 position, as it 
is a lexical item, but to be clear, it should be stressed that jaa has always 
been a full lexical item in Hindi, i.e. it did not undergo stages of lexicaliza-
tion (e.g. L1 > L2 > L3), as its position at L3 might imply.  
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A similar pattern of grammaticalization can be viewed for the verb paD 
‘fall’. We see only two instances of true light verb usages in our data, noted 
in (17) and (18) below, marked by the fact that the main verb is infinite and 
the light verb is inflected.  

 
(17)  divaar  chalMV   paD-iiLV 

 wall.F.SG walk  fall-M.SG 
 ‘The wall began to walk.’ (ID: 280) 
 

(18)  galba (…) girMV  paD-aaLV 
 galba  fall  fall-M.SG 

‘Galba fell down.’ (ID:59)  
 

In both examples, the light verb paD ‘fall’ adds a sense of completion and 
does not refer to any event of falling. That is, in (17), the light verb indi-
cates only that the act of walking has been initiated. Moreover, in (18), a 
different lexeme gir ‘fall’ is used to express the action of falling and the 
light verb paD ‘fall’ contributes a sense of suddenness. The verb gir de-
notes the act of falling down on the same spot, whereas paD as a main verb 
has no such restriction.  

Elsewhere in our sample, paD ‘fall’ is used primarily as a modal aux-
iliary. Similar to the case of the passive auxiliary jaa ‘go’, where both the 
main verb and the passive are inflected, the modal form of paD ‘fall’ re-
quires the preceding infinitive to be inflected. When the verb paD is a 
modal marker, what precedes it surfaces in the so-called ‘to-infinitive’ 
(stem followed by the suffix ‘–naa/nii’ for masculine or feminine gender 
respectively). Hook suggests that in such cases paD ‘fall’ always expresses 
“completion (…) of the action expressed by the verbs it governs” (1974: 
303).4  In such constructions, the verb paD always adds the deontic mean-
ing of the action having to be done without any choice; as in (19) and (20).  
 
(19)  galba=ko  vaapas   lout-naaMV   paD-aaDEO 

  galba=DAT back  return-INF.M.SG  fall-M.SG 
  ‘Galba had to return back.’ (ID:879) 
 

(20) unhe  apne vivahit   jeevan=ko  goodbye  kah-naaMV      paD-aaDEO 
  3.PL    self   married  life=DAT    goodbye  say-INF.M.SG  fall-M.SG 
 ‘They had to say goodbye to their married life.’ (ID:417) 
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In the examples (19) and (20), the lexical semantics of ‘to fall’ are com-
pletely bleached, and the deontic modal meaning, i.e. the grammatical 
meaning, has been correspondingly strengthened. Moreover, paD ‘fall’ can 
appear with a greatly expanded host-class as a deontic modal. In our data-
set, the verb paD ‘fall’ has a higher token frequency as a modal (n = 30) 
than as a light verb (n = 2). As in the case of jaa ‘go’, there has been diver-
gence indicative of multiple pathways of grammaticalization. As a light 
verb, paD ‘fall’ may be at a G1/G2 stage – perhaps on analogy with other 
main verb-light verb combinations – however, as a deontic modal auxilary, 
paD ‘fall’ is more likely analyzed as being at G3. Together the verbs jaa 
‘go’ and paD ‘fall’ thus show indications that synchronically they functions 
not only as light verbs, but also as auxiliaries. In comparison to their usage 
as a light verb, when used as a passive auxiliary (jaa) or as a deontic modal 
auxiliary (paD), both exhibit a greatly expanded host-class; are completely 
bleached semantically; and have the highest type and token frequency, in-
dicating productivity which is more consistent with a grammatical forma-
tive. Brinton and Traugott suggest, “items that grammaticalize are used in 
more contexts and for a larger set of lexical items” (2005: 109). This state-
ment reflects the passive and the modal marking usages of jaa ‘go’ and 
paD ‘fall’. Charting the degree of grammaticalization of these verbs along 
the continuum discussed in Section 1.2, we arrive at Figure 1. 

As illustrated in Figure 1, the verbs jaa ‘go’ and paD ‘fall’ thus have 
three different entries and each of these falls on a different position on the 
continuum. The main verb entries are part of the lexicon (L3) whereas the 
light verb entries fall between the semi-productive and productive (G1-G2) 
region of the gradient continuum. According to our data, the light verb jaa 
‘go’ is more productive (n=28) than the light verb paD ‘fall’ (n=2) and 
therefore has been placed further on the G2 position. The auxiliary forms of 
these verbs are the most productive and are fully grammaticalized, i.e. they 
are part of the grammar of Hindi.  

In the next section, we turn to light verbs that are also moving towards 
the G2 position, but show different types of development than the light 
verbs jaa ‘go’ and paD ‘fall’. 
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Figure 1. Grammaticalized Light Verbs on the Continuum 
 
 
2.2.  G2 position: Light verbs de ‘give’ and le ‘take’ 

 
The verbs de ‘give’ and le ‘take’ have the next highest type frequency as 
light verbs (n=19 and n=15, respectively). The two verbs seem to be form-
ing a paradigmatic opposition: de ‘give’ is coming to be the default means 
of marking an action which is done for the benefaction for others; and le 
‘take’ is coming to mark benefaction for oneself. Our data shows that these 
two light verbs select for various types of main verbs, i.e. they are highly 
productive in terms of their host class. However, de ‘give’ and le ‘take’ 
retain more of their lexical semantics than either jaa ‘go’ or paD ‘fall’; 
their semantics of benefaction restrict them from selecting for all types of 
verbs. For instance, as a light verb de ‘give’ does not appear with verbs 
where the action is only done for oneself. This is illustrated below where 
the light verb de ‘give’ cannot select for the main verb cheen ‘snatch’ in 
(21), whereas the light verb le ‘take’ can form a complex predicate (22).  

 
(21)  *mundaa=ne    congress=se      muddaa  bhii  cheenMV   di-yaaLV  

 *mundaa=ERG Congress=INST issue       also  snatch     give-M.SG 
 Intended: ‘Munda stole even an issue from Congress (for someone  

else).’ 
 

(22)    mundaa=ne     congress=se      muddaa  bhi   cheenMV  li-yaaLV  
 mundaa=ERG  Congress=INST issue      also   snatch     take-M.SG 
 ‘Munda stole even an issue from Congress (for himself).’ (ID: 288) 
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The act of stealing cannot be understood to benefit someone else in (21) 
where de ‘give’ is the light verb, because the lexical semantics of ‘giving’ 
conflicts with the sense of ‘taking for oneself’ denoted by cheen ‘snatch’. 
With the exception of this example in the EMILLE corpus, both light verbs 
de ‘give’ and le ‘take’ can occur with every main verb which can occur 
with the other. However, de ‘give’ is coming to be the default means of 
marking an action done for the benefaction for others; and le ‘take’ is com-
ing to mark benefaction for oneself. Some process of grammaticalization is 
underway because the functional semantics of benefaction has been en-
hanced at the expense of more concrete semantics of ‘giving’ and ‘taking’ 
encoded by each verb. Although this division of the semantics does place 
some observable restrictions on the kind of main verbs that both light verbs 
can select for – as in cheen ‘snatch’ with le ‘take’ in (21) above – in gener-
al, de ‘give’ and le ‘take’ are more productive than any of the other Hindi 
light verbs. As seen from Tables 3 and 4, these verbs have a higher type 
and token frequency as light verbs than jaa ‘go’ and paD ‘fall’, however, 
they are less semantically bleached since the ‘other/self’ dichotomy of 
benefaction meanings is conditioned by the main verb semantics of de 
‘give’ and le ‘take’. In the Brinton-Traugott model, these light verbs are 
therefore characteristic of the G2 position as semi-bound forms (fixed ele-
ments within a complex predicate construction) with partially functional 
meaning (such as benefaction). 
 
2.3.  G1 Position: Other Light Verbs 
 
We now describe light verbs with lower token frequencies. Of these the 
light verb aa ‘come’ does not present a clear pattern except that it mostly 
selects for verbs of motion in our sample, e.g. ghus ‘enter’, nikal ‘leave’. 
An example is shown in (22).  
 
(22)  vimaan   barathiyaa seemaa=mein ghusMV aa-yaaLV     th-aaAUX   
 airplane  indian        border=LOC   enter     come-M.SG be-PAST.M.SG 
 ‘(An) airplane entered the Indian border.’ (ID: 404) 
 
Aside from aa ‘come’, the remaining light verbs restrict themselves to few-
er semantic types. Indeed, the fuller lexical meaning of each light verb 
seems to constrain the types of main verb it can select for. The most 
straightforward example of this is the light verb Daal ‘put’, which, despite 
a high token frequency, has a low type frequency. This construction also 
appears frequently with the verb maar ‘hit/kill’ to form a lexical item, 
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which will be discussed in Section 2.4. Typical verbs that combine with the 
light verb Daal  ‘put’ are verbs of creation or destruction e.g., ban ‘make’, 
badal ‘change’, toD ‘break’. Representative examples are shown below in 
(23) and (24), where the light verb also contributes a nuance of unexpec-
tedness. Moreover, Daal  ‘put’ also occurs with verbs of communication 
such as kah ‘say’ and puuch ‘ask’. 
 
(23) sevakar=ne     film udhyoog=ki      kamaar   hii       toDMV  
 sevakar=ERG  film industry=GEN back       even   break      

Daal -iiLV   haiAUX 
 put-F.SG    be-PRES.3.SG 

‘Sevakar has broken the film industry’s back itself (surprisingly).’ 
(ID: 1161) 

 
(24) mao-tse-tung=ne         samaaj    bhii     badalMV   Daal -aaLV 
 mao-tse-tung=ERG      society    also change     put-M.SG  
 ‘Mao Tse Tung also changed the society (surprisingly).’ (ID: 1022) 

 
Some light verbs are very constrained in the semantic types of main verbs 
they select for. A clear pattern can be seen with the light verb uTh ‘rise’ 
which only appears with verbs requiring sound emission e.g., guunj ‘roar’, 
bol ‘say’, etc. This is shown in (25).  
 
(25) george=ke  istifee=kii     maangMV uTh-iiLV   th-iiAUX 
 george=GEN resignation=GEN  demand   rise-F.SG  be-PAST.F.SG 

‘George’s resignation was demanded (lit. a demand rose)’ (ID: 817) 
 

Another constrained light verb is nikal ‘leave’ which in our data selects 
only for main verbs that involve motion e.g., chal ‘walk’ as in (26).  

 
(26) gandhi=kaa  dhandhaa  chalMV   niklaaLV  
 gandhi= GEN business walk  leave-M.SG 

‘Gandhi’s business took off (lit. walked).’ (ID: 272) 
 

Furthermore, in cases where the main verb does not entail motion, the en-
tire construction with nikal ‘leave’ as a light verb forms an idiosyncratic 
meaning which does entail motion. Such constructions are discussed in 
Section 2.4. The light verb nikaal ‘remove’ (n=5), which only has construc-
tions with an idiosyncratic meaning, will also be discussed there. Most light 
verbs thus seem to have stronger restrictions on the kind of verbs that they 
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will appear with and this decision seems to be conditioned by their full verb 
semantics. We were unable to make any claims about two light verbs in 
Table 3, maar ‘hit’ and mar ‘die’, as they have no instances as a complex 
predicate construction in their representative hundred sentences. Nonethe-
less, these verbs have been often cited as occurring in complex predicate 
constructions in the literature (e.g. Hook 1974, Hook 1993).  

So far, we have discussed structures where the light verb usually follows 
the main verb. However, Hindi complex predicates also involve another 
structure where the light verb precedes the main verb (i.e., a reverse com-
plex predicate construction). The reverse construction is fairly restricted 
with respect to the range of main verbs and light verbs that can appear in 
them, as well as in terms of the auxiliaries that can take this construction as 
an argument (cf. Poornima and Koenig 2008). Within our dataset, we find 
examples of reverse construction with the light verb maar ‘hit’ as in (27).  
 
(27) us=ne       apnaa sir  divaar=par   deLV   maar-aaMV 

 3.SG=ERG self    head     wall=LOC  give   hit-M.SG 
 ‘He hit his head on the wall.’ (ID:1023) 
 
Recall that in a reverse complex predicate construction, the order of the 
main verb and the light verb is switched i.e., the light verb, now non-finite, 
precedes the finite main verb. As the translation in (27) indicates, de ‘give’ 
cannot be the main verb and is instead a light verb. Such constructions are 
fairly infrequent; out of every instance in the EMILLE corpus with maar 
‘hit’ as a finite masculine verb (n=1041), only thirteen were complex predi-
cate constructions; six of which were the reverse predicate construction. 
The reverse complex predicate construction is fairly restricted with respect 
to the range of main verbs and light verbs that can appear in them as well as 
with respect to the auxiliaries that can enter take this construction as an 
argument (cf. Poornima and Koenig 2008). The presence of a reverse com-
plex predicate construction further suggests a high degree of fusion be-
tween the light verb and its main verb host, but how this construction 
emerged diachronically is still unclear. Therefore, in terms of an analysis 
within the Brinton-Traugott model, we surmise that these two light verbs, 
in addition to the rest of the light verbs discussed in this section, are still at 
the early stages of grammaticalization and fall at the G1 stage of the conti-
nuum. Positing this stage of grammaticalization synchronically is warranted 
due to the partial bleaching of full verb semantics when a verb is used as a 
light verb. 
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2.4.  L1 Position: Light Verbs and Lexicalization 
 
Because grammaticalization and lexicalization are seen as complementary 
processes in the integrated model (Brinton and Traugott 2005), one might 
expect instances of both lexicalization and grammaticalization to arise from 
similar input constructions. In fact, there is good evidence in the extracted 
EMILLE corpus data that in some cases, certain main verb-light verb com-
binations are undergoing lexicalization. For example, as indicated in Sec-
tion 2.3, the light verb Daal ‘put’ is relatively frequent in our dataset 
(n=35), but it does not co-occur with as many different main verbs as some 
light verbs such as de ‘give’. In fact, Daal ‘put’ occurs 22 times with the 
main verb maar ‘hit’; the combination of the two verbs seem to be lexica-
lizing. As a main verb, maar  can mean either ‘hit’ (28) or ‘kill’ (29). 
 
(28) tab   laam=ne   us=ke     baayee  pããv  mein  baan    maar-aaMV 

then lam=ERG  his=GEN left        leg     in       arrow  hit-M.SG  
‘Then Lam hit an arrow on his left leg.’ (ID:226) 
 

(29) ek  bacchaa  maar-aaMV ga-yaaAUX 
one  child   hit-M.SG go-M.SG 
‘One child was killed.’ (ID: 283)  

 
In contrast to the above examples, when the main verb maar ‘hit/kill’ ap-
pears with the light verb Daal  (put), the act of killing is understood as be-
ing volitional, and the resulting complex predicate has the somewhat ob-
scure and idiosyncratic meaning, ‘to kill volitionally/murder’ as in (30). 
 
(30) ugravaadiyoon=ko graaminoo=ne  maarMV Daal -aaLV  th-aaAUX 

terrorists=DAT      villagers=ERG    hit      put-M.SG  be-PAST.M.SG 
‘The villagers murdered the terrorists.’ (ID: 103) 

 
That this meaning is not obviously derived from the semantics of the light 
verb Daal  ‘put’ is clear from (31) which illustrates its main verb usage. 
 
(31) is   udyoog=ko      sab=se   jyaadaa  musiibat   mein  

this business=DAT all=INST  more    trouble     in      
Daal -aaMV  haiAUX  
put-M.SG   be-PRES 
‘(he has) put this business in the most trouble.’ (ID: 127) 
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It seems that the collocation of the main verb maar ‘hit/kill’ and the light 
verb Daal  ‘put’ is becoming lexicalized inasmuch as the string has become 
fixed (in the sense that the main verb and light verb are both obligatory in 
the complex predicate when used with this ‘murder’ meaning) and the 
meaning itself is somewhat idiomatic and not obviously derivable from the 
semantic components of either ‘put’ or ‘hit’, although a forceful volitional 
hitting-event may lead to murder. Brinton and Traugott’s conceptualization 
of lexicalization concerns both “adoption into the inventory” and “modifi-
cation of the inventory” (2005:96), and in this case, the learner of Hindi 
learns that this combination has the idiomatic meaning of ‘murder’. In 
terms of the cline of lexicality, this construction is a fixed phrase, e.g. L1, 
such as lose sight of in English. The light verb Daal ‘put’ still inflects for 
gender and number, while the main verb maar ‘hit/kill’ is fixed, appearing 
only in the infinitive form. This is comparable to the inflection in English 
has lost {sight of}; losing {sight of}) discussed in Section 1.2. 

Similar cases of main verb-light verb combinations which can be seen 
as emerging fixed (L1) expressions with light verbs which otherwise have a 
quite low token frequency. Examples from our dataset are as follows:   

 
(32) bhaag ‘run’  +   nikal ‘leave’ = ‘escape’ 

vahaa=se bhaagMV nikl-aaLV 
there=INST  run  leave-M.SG 
‘(He) escaped from there.’ (lit. ran-leave)   (ID:1501) 

 
(33) khoj/DhoonD ‘search’ + nikaal ‘remove’ = ‘find’ 

ek  chasmaa  dhoondMV nikaal-aaLV 
one spectacles search  remove-M.SG 
‘(He) found spectacles.’ (lit. search-remove)  (ID:166) 
 

(34) nichoD ‘squeeze’ + nikaal ‘remove’ = ‘extract’ 
manushyaa=ne jivaan=kaa   arth    nichoDMV  nikaal-aaLV        
haiAUX  
man=ERG   life=GEN      meaning     squeeze      remove-M.SG  
be-PAST.M.SG 
‘Man has extracted out the meaning out of life.’ (lit. squeeze-
leave). (ID: 74) 

 
Interestingly, the light verbs nikal ‘leave’ in (32) and nikaal ‘remove’ in 
(33)-(34) combine with very few other main verbs in the extracted data. A 
search through the entire EMILLE corpus of the above combinations, with 
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the same inflection, revealed only four additional instances of the construc-
tion in (32), twelve of (33) and just the one of example (34). But an in-
creased token frequency is not expected for lexicalizing items anyway, 
since they do not involve either an “expansion of hosts” or a “generaliza-
tion across context” (Brinton and Traugott 2005: 109). Moreover, note that 
the semantics of a light verb such as nikaal ‘remove’ has been enriched; 
contentful, specific meaning of ‘to extract’ has been added to the original 
lexical semantics of ‘to remove’: this is good evidence for lexicalization. 
 

 
Figure 2. Hindi Light Verbs on the Lexical-Gramatical Continuum 
 
 
3.  Discussion 
 
The integrated approach of Brinton and Traugott allows us to view certain 
main verb-light verb combinations as synchronically more grammaticalized 
or lexicalized, without making any sort of claim that light verbs, as a class, 
are advancing toward the status of auxiliaries. An abstract mapping of the 
light verbs to the lexical-grammatical continuum is illustrated in Figure 2. 
As the figure suggests, instead of analyzing light verbs as an intermediate 
stage with indeterminate properties, research in grammaticalization ought 
to view the relative stages of different Hindi verbs functionally as either 
less grammatical (marking perfectivity) or more grammatical (e.g. marking 
benefaction), and investigate how this distinct pathway of development 
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works. The case of jaa ‘go’ and paD ‘fall’ shows that certain verbs in the 
Hindi verbal system exhibit diverging pathways of grammaticalization: for 
instance, under one set of developments jaa has become a light verb, and 
under another a passive auxiliary. Importantly, the passive auxiliary did not 
develop from the light verb and there is no need to make reference to a 
standard grammaticalization cline.  

By examining twelve light verbs in a random sample extracted from the 
EMILLE corpus, a clearer picture emerges of this area of the Hindi verbal 
system. While some of the results reported here corroborate findings of 
early work such as Hook (1973, 1991), such as the tendency of aa ‘come’ 
to collocate with verbs of motion or uTh ‘rise’ to occur with verbs of sound 
emission, other patterns emerge in this dataset which warrant further expla-
nation. For example, more work needs to be focused on the apparent para-
digmatic opposition which seems to condition the grammatical develop-
ment in the light verbs le ‘give’ and de ‘take’. In this case, it is intriguing 
that the original lexical semantics of the light verbs seems to play a role as 
these constructions take on a more functional meaning of benefaction to 
others (le) and benefaction to oneself (de). It is also interesting to note that 
light verbs whose full verb semantics are more general, e.g. le ‘give’, de 
‘take’, have a higher type and token frequency than the light verbs whose 
full verb semantics are more specific, e.g. nikal ‘leave’, nikaal ‘remove’. 
One interpretation is that the more general semantically general or bleached 
a light verb’s lexical semantics are, the more frequent its usage, i.e. the 
more prone it is to grammaticalize in the first place. Another interpretation, 
however, is that light verbs with more specific semantics enter into com-
plex predicates on analogy with a core set of grammaticalized light verbs. 
These analogically-formed constructions with light verbs that have retained 
more specific lexical semantics may then take on idiosyncratic meanings in 
context; that is, they may be prone to lexicalize. This might explain the 
high frequency of cooccurrence of certain light verbs with particular main 
verbs such as Daal ‘put’ and maar ‘hit’ (in the idiomatic sense of ‘murder’) 
and nikaal ‘remove’ and khoj/DhoonD ‘search’ (in the idiomatic sense of 
‘find’). The data collected in the current work suggests that once a light 
verb grammaticalizes in Hindi, some collocations of main verb and light 
verb continued to grammaticalize, whereas others began to lexicalize. Fur-
ther research is needed to explore on-going developments in Hindi complex 
predicates both from a synchronic and diachronic perspective. 
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Notes 
 
1.  Abbreviations are as follows: MV = main verb, LV = light verb, F = feminine, 

M = masculine; ERG = ergative, NOM = nominative, GEN = genitive, DAT = 
dative, INST = instrumental, LOC = locative; INF = infinitive; PRES = present; 
PRON = pronoun. The marker ‘-’ indicates a morpheme boundary, ‘=’ sepa-
rates a clitic from a lexical item.  

2.   Available at: www.ling.lancs.ac.uk/corplang/emille/ 
3.  Various researchers have argued that the infinitive is actually not a verb but 

either an infinitival complement (Kachru 1980:40) or a verbal noun (Mohanan 
1990:99, Butt 1994:56-66), which is irrelevant to our present discussion. 

4.  We would like to thank an anonymous reviewer for suggesting we make the 
discussion in this section clearer. 
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On Hindi Conditionals 

Ghanshyam Sharma 

 
 
In logic it is commonly believed that a conditional sentence is an 
aggregate of two propositions, namely the antecedent p and the consequent 
q, combined together exactly in the same manner as in the case of 
conjunction and disjunction. From our analysis of Hindi data, it emerges 
that the antecedent, or protasis, is not a real proposition, but rather a 
propositional function and thus carries a speaker’s split modal meaning. 
In addition, this paper claims that the notion of ‘conditional clause 
inversion’ should be looked at from the pragmatic point of view. Hindi 
data suggest that it is not the protasis which moves rightward as a result of 
speaker’s ‘after-thought’, but rather the proposition employed in apodosis 
which is dislocated leftward for different pragmatic reasons, leaving the 
apodosis marker in its canonical place. If this hypothesis proves to be true 
in other languages as well, then it can be safely concluded that the clause 
order universal (p → q) remains unaltered in all languages. Such a 
hypothesis may also controvert the thesis according to which protases are 
adverbial clauses and may serve to advance the idea that conditionals are 
one of many other topics where pragmatic intrusion into syntax can be 
easily attested. 

1. Introduction 

The present study primarily aims at classifying different varieties of Hindi 
conditionals, looking at underlying principles which are responsible for the 
selection of a particular tense-aspect-mood element (TAM hereafter) rather 
than others for employment in one of the two propositions that make up a 
conditional statement. The paper takes a pragmatic approach to condition-
als to characterize an arranged distribution of TAM elements among differ-
ent classes of Hindi conditionals. As a consequence, it does not aim at pre-
senting any truth-functional account of Hindi conditionals, nor does it 
intend to dredge up any older versions of philosophical theories of condi-
tionals in general, in order to initiate a theoretical debate. However, any 
discussion on the pragmatic principles underlying a TAM element selection 
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in two propositions in a conditional statement will inevitably be drawn 
into, or in passing refer to, some earlier philosophical discussion as well. 
Where necessary, we will not desist from making passing remarks about 
syntactic analyses in the field, although this is not the goal of the paper. 
The paper asserts that various linguistic theories of conditionals which 
strive to analyze and establish the distribution of TAM elements in the prot-
asis1 (i.e. the ‘if-clause’ or the ‘antecedent’) and the apodosis (i.e. the 
‘then-clause’ or the ‘consequent’) are inadequate in that, contrary to widely 
held belief in most of the philosophical discussion on conditionals, the two 
propositions which make up a conditional are not of the same semantical 
value. As will become clear from the discussion in the following sections, 
the proposition employed in protasis is essentially a propositional function 
(and thus with a speaker’s split modal meaning!) rather than a real proposi-
tion, and is thus prone to take different values, some of which are true and 
some false. As a consequence, while it is useful to look at both the protasis 
and the apodosis from the point of view of ‘time of reference’ ―as it helps 
to establish the time to which a conditional statement as a whole pertains 
or refers― it is nevertheless not a reliable method considering them exclu-
sively in terms of tenses marked within them. The term if employed to in-
troduce a protasis into a conditional construction divides the whole seman-
tical world into two parts: one in which the state of affairs described in 
protasis is to be true, and the second in which it is to be false. The speaker 
does not attach a modal meaning to the protasis in the same way as he does 
to the apodosis. In making a conditional statement, he seems to adhere to 
an inherent logical disjunction in the protasis. For example, the circums-
tances in which an indicative conditional ‘P → Q’2 (e.g. ‘If today is Sun-
day, the priest will be in church’)3 could be asserted are the following: 
‘Either ¬P or P and Q’ (i.e., Either today is not Sunday or, it is Sunday and 
the priest is in church).4 Therefore, it is inappropriate to consider a hidden 
subordinate indicative proposition encountered in a protasis such as ‘If 
John lives in Venice…’ equal to an independent indicative proposition 
such as ‘John lives in Venice’. In the first case, the speaker does not com-
mit himself to the veracity of the state of affairs described therein, nor is he 
in a position to take any illocutionary stand thereon. That is so because the 
speaker neither knows nor believes whether or not John lives in Venice. He 
simply considers the truth-value of the proposition ‘John lives in Venice’ 
as a possible case for the apodosis to be true, and does not express his opi-
nion about the case in which P is to be false. In the second case, on the 
other hand, for all the speaker knows, the proposition ‘John lives in Ve-
nice’ is to be necessarily true (or, to put it in a logical notation, K□P). That 



                                                                             On Hindi Conditionals   109 

is to say, according to the speaker, John necessarily belongs to the class of 
those people who live in Venice. Failure to realize this fundamental differ-
ence between two propositions ―i.e. ‘If John lives in Venice, …’ and 
‘John lives in Venice’― has led to some major misunderstandings in many 
spheres of both philosophy and linguistics. The paper argues that for a 
deeper understanding of conditional constructions it is crucial to maintain 
the fundamental distinction between the semantical values of protasis and 
apodosis and the modal meanings therein. 

2. Relationship between material implication and conditional 

Natural language conditionals have for millennia been viewed in relation to 
‘material implication’5 —the orthodox term in the field of logic and phi-
losophy— and considered to have exactly the same logical structure of the 
latter. However, we believe that for different pragmatic reasons natural 
languages do not allow for certain inferences to take place in everyday 
communication even if they seem otherwise quite congruous in the case of 
‘material implication’.6 One of the most striking features of a conditional 
utterance (or statement) is that, although at first glance it appears to be 
consisting of two propositions, the first P and the second Q, it is not a se-
mantical aggregate of the two ―many suggestions to this effect from an-
cient philosophy notwithstanding. As has been widely reported, according 
to ancient Greek philosophy ‘implication’ is a relationship between two 
propositions, wholly analogous to ‘conjunction’ and ‘disjunction’, as can 
be demonstrated in table 1. 
Table 1. The following truth-table shows the way in which a comparison was 

envisaged in the ancient Greek philosophy between conjunction, disjunc-
tion and conditional (or what has come to be known as ‘material implica-
tion’ in logic after Russell), all having two propositions, namely P and Q, 
and two values: T (true) and F (false). 

    Conjunction  Disjunction  Implication 
  P  Q  P and Q   P or Q    P implies Q 
(1)  T  T   T     T     T 
(2)  T  F   F     T     F 
(3)  F  T   F     T     T 
(4)  F  F   F     F     T 

 
Thus, according to logicians, material implication is an aggregate of two 
propositions in a similar way as conjunction and disjunction. As can be 
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easily illustrated through the ‘truth table’ presented in table 1, if P is true 
(say, ‘Paris is in France’) and Q is true as well (say, ‘Rome is in Italy’), 
then the conjunction ‘P and Q’ and the disjunction ‘P or Q’ will be true, as 
will be the material implication ‘P implies Q’. The second row has P true 
(say, ‘Paris is in France’), but Q false (say, ‘London is in Italy’). Thus, the 
disjunction is true but both the conjunction and the material implication 
false. In the third row, P is false (say, ‘Paris is in England’) and Q true 
(say, ‘Rome is in Italy’). Apparently, the conjunction is false but disjunc-
tion and the material implication true. In the fourth row in the diagram, 
both P (say, Paris is in England) and Q (say, London is in France) are false. 
Consequently, both the conjunction and the disjunction are obviously false, 
but the implication turns out to be strikingly true. On this account, the ma-
terial implication, to which conditionals have been linked in logic, is false 
only when P is true but Q false. In all other circumstances it turns out to be 
surprisingly true. Needless to say, natural languages tend not to accept the 
validity of a conditional construction which has a false antecedent but a 
true consequent. So, why it is that in logic a conditional can be true even 
when it has a false antecedent and a true consequent? It has been argued 
that “the material implication interpretation of the conditional, assigning 
‘true’ to a conditional with a false antecedent, was justified by denying that 
universally quantified sentences have existential presuppositions, i.e. ad-
mitting an empty set to be the interpretation of the antecedent A and adher-
ing to bivalence.” (Traugott et al. 1986: 15) In simple terms, although the 
proposition reported in a protasis can have both ‘true’ and ‘false’ values, 
the relation between the protasis and the apodosis should hold even if the 
proposition introduced in the protasis turns out to have a ‘false’ value, for 
it is only the ‘true’ value of the proposition in the protasis which is the 
requirement for the apodosis to be true. Thus, a protasis having a proposi-
tion with a false value does not cause (or require) the apodosis to have the 
same false value. In other words, a conditional statement does not provide 
any logical grounds to exclude the truthfulness of the apodosis in case 
where the proposition of the protasis should turn out to be false. However, 
as mentioned above, natural languages tend to not interpret conditionals in 
this way. As has been widely reported, in natural language communication, 
speakers generally associate the false value of the protasis with a false 
value of the apodosis. For example a sentence such as (1) ‘If John comes 
tomorrow, Mary would be happy’ is generally taken to implicate that: ‘If 
John does not come tomorrow, Mary would not be happy.’ Obviously, this 
implicature can be cancelled by adding to the sentence ‘But she would be 
happy anyway.’ A conditional utterance, therefore, requires a pragmatic 
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interpretation and cannot be studied solely as an aggregate of the truth-
conditions of two propositions since they have different semantical values 
as well as roles in a conditional utterance. 

3. Classification of Hindi conditionals according to time reference 

In this section we present a tentative classification of Hindi conditionals 
according to the point in time a conditional statement as a whole refers to. 
Or, to put it in simple terms, the point in time the utterer of a conditional 
statement has in mind. Thus, the point in time of a conditional may or may 
not correspond to the time expressed in either the protasis or the apodosis, 
although, as indicated above, the tenses in the apodosis have to be taken 
into consideration.7 The tenses marked in the protasis merely indicate the 
degrees of hypotheticality which serve to lay the ground for the apodosis to 
be true. Since the time reference of a conditional does not necessarily cor-
respond to the overt tenses in the clauses of a conditional statement, it is 
necessary to maintain a distinction between the time reference of a condi-
tional and the tenses encountered in the protasis and apodosis. In what 
follows, we will try to discuss and classify some types of conditionals only 
according to the point in time they refer to. Thus, we will not be concerned 
with an overall survey of Hindi conditionals. 
 
3.1. Conditionals with present time reference 

3.1.1. Habitual aspect in both the protasis and the apodosis 

A Hindi conditional statement with present time reference may exhibit a 
habitual aspect in both protasis and apodosis, as in (1) and (2). In such 
cases, the conditional statement gets an ‘every-time-events’ rather than a 
‘particular-time-single-event’ interpretation and thus the two propositions 
which constitute such a conditional statement can also be rendered by a 
non-conditional statement which has a universal time quantifier, namely 
‘Whenever…’, without bringing any significant changes to the meaning.8 
 
(1)  agar9 bāriś  hotī   hai    to  ā̃gan   mẽ 

if  rain-F10 be-IMPFV.F AUX-PRES.3SG then courtyard in 
kīcaṛ  ho jātā     hai 
mud-M become-IMPFV.M.SG AUX-PRES.3SG 
‘If it rains, then there is mud in the courtyard.’ 
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(2)  agar vo  mujhe  bulātī    hai    to  maĩ 
if  she I-ACC  invite-IMPFV.F AUX-PRES.3SG then I 
uske ghar  calā jātā   hū̃ 
her house  go-IMPFV.M  AUX-PRES.1SG 
‘If she invites me, I go to her house.’ 

 
As said above, conditionals in (1) and (2) have an every-time-events read-
ing, namely ‘Whenever it rains there is mud in the courtyard’ and ‘When-
ever she invites me, I go to her place’, respectively. In Hindi these proposi-
tions can be linked together by a time adverb and rendered through a 
relative-correlative Hindi construction ‘jab-jab… tab…’ (whenever…), 
etc.11 Thus, a conditional statement having the habitual aspect in both the 
protasis and the apodosis carry zero hypotheticality. Similarily, when a 
protasis in habitual aspect is followed by an apodosis having aspects other 
than the habitual, it introduces a meaning similar to ‘Given that…’, ‘If it is 
the case/fact that…’, etc. 
 
3.1.2. Protasis containing aspects other than habitual 

Any aspectual change in the verb with a present time reference necessarily 
brings about changes in the degree of hypotheticality in the entire condi-
tional statement. Accordingly, unlike the habitual aspect, the progressive 
and perfective aspects, respectively in the protasis of (3) and (4), make 
these statements single-event-conditionals rather than all-time-events con-
ditionals. 
 
(3)  agar bāriś  ho rahī  hai    to  bāhar 

if  rain-F  be-PROG.F AUX-PRES  then outside 
kīcaṛ  hogā 
mud-M be-PRESM.M.3SG 
‘If it is raining, then there must be mud outside.’ 

(4)  agar rāt-ko    bāriś  hui  hai    to   
if  night-during  rain-F  be-PFV.F AUX-PRES.SG then 
bāhar  kīcaṛ  hogā 
outside mud-M be-PRESM.M.3SG 
‘If it has rained during the night, then there must be mud outside.’ 

 
As illustrated above, conditionals in (1) and (2) have an all-time reference 
whereas in (3) and (4) they have a single-event present time reference. The 
future form of the verb honā, ‘to be’, in the apodosis in (3) and (4) ex-
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presses a presumptive modality on the part of the speaker rather than a 
future tense.12 Thus, whether a conditional statement having a present time 
reference gets an all-time or a single-event interpretation depends on the 
type of verbal aspect of the protasis. In addition to the presumptive modali-
ty, some other TAM elements, including the future tense, can be attested in 
the apodosis. However, all such conditionals carry a zero hypotheticality 
and have present time reference. 
 
3.2. Conditionals with future time reference 

3.2.1. Conditionals expressing possibility 

Hindi conditionals with future time reference are those statements in which 
the action reported in the apodosis has to take place at a time later than the 
time of utterance. The proposition reported in the protasis can exhibit ei-
ther future tense, as in (5), subjunctive mood, as in (6) and (7), or perfec-
tive aspect, as in (8), forms of the verb. 
 
(5)  agar vo bulāegā    to  maĩ uske ghar jāū̃gā 

if  he invite-FUT.M.3SG then I  her house go-FUT.M.1SG 
‘If he invites me, I will go to his house.’ 

(6)  agar vo bulāe     to  maĩ uske ghar jāū̃ 
if  he invite-SUBJ.3SG  then I  her house go-SUB.1SG 
‘If he invites/ Should he invite me, I will/would go to his house.’ 

(7)  agar vo  bulāe    to  maĩ uske ghar jāū̃gā 
if  he  invite-SUBJ.3SG then I  his  house go-FUT.M.1SG 
‘If he invites/ Should he invite me, I will go to his house.’ 

(8)  agar usne  mujhe  bulāyā   to  maĩ uske ghar 
if  he-ERG I-ACC  invite-PFV.3SG then I  his  house 
jāū̃gā 
go-FUT.M.1SG 
‘If he invited me, I would go to his house.’ 

 
As stated in previous sections, the protasis prepares the ground for the 
apodosis to be true. The protasis may or may not contain a clear indication 
of time in it. However, the tense morphology once employed in the protasis 
loses its general meaning and gets a conditional interpretation. Thus the 
tenses encountered in protasis do not carry a speaker’s modal meaning. 
They should not be confused with the tenses attested in independent propo-
sitions. 
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3.2.2. Conditionals expressing impossibility – counterfactuals with future 
time reference 

As we shall see in the next section, Hindi conditionals having imperfective 
morphology in both the protatis and apodosis generally refer to an event 
which was scheduled to take place at a point in time prior to the utterance 
time. Thus, the imperfective participles in both the protasis and apodosis 
are generally thought to be synonymous with counterfactuals which refer to 
past unrealized events. However, the same counterfactual conditional with 
imperfective morphology can also be employed to refer to those ‘impossi-
ble’ actions which would have taken place at a point in time later than ut-
terance time had the condition envisaged in the protasis been met. But, 
since according to the speaker the conditions described in the protasis are 
not to be met for various reasons, he can make a counterfactual statement  
which refers to a future event, as in (9a) and (9b). In this sense, such a 
usage of the counterfactual conditional with a future time reference is total-
ly analogous to the counterfactual with a past time reference―the only 
difference being that the counterfactual with past time reference is imposs-
ible for temporal reasons, the counterfactuals with future reference are 
viewed as impossibile by the speaker on grounds other than that of time. In 
both cases, however, the impossibility of the propositions in protasis and 
apodosis is presupposed and is based on the on the piece of knowledge the 
speaker has about the event reported in the protasis. 
 
(9)  a. agar vo  mujhe  agle hafte-kī  pārṭī-mẽ  

if  he  I-ACC  next week-of party-in 
bulātā     to  maĩ  us-mẽ  zarūr 
invite-IMPFV.M.SG  then I   that-in certainly 
śāmil hotā 
participate-IMPFV.M.SG 
‘If he had invited me to the next week’s party, I would certainly 
have participated in it.’ 

  b. agar usne  mujhe  agle hafte-kī  pārṭī-mẽ  
if  he-ERG I-ACC  next week-of party-in 
bulāyā     hotā       to  maĩ us-mẽ 
invite-PFV.M.SG  AUX- IMPFV.M.SG then I  that-in 
zarūr  śāmil hua     hotā 

 certainly participate-PFV.M.SG  AUX-IMPFV.M.SG 
‘If she had invited me to the next week’s party, I would certainly 
have participated in it.’ 
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3.3. Conditionals with past time reference 

3.3.1. Habitual aspect in both the protasis and the apodosis 

As in the conditionals with present time reference, the habitual aspect can 
be employed in conditional statements with past reference to obtain zero 
hypotheticality. Such conditionals thus get an ‘all-time-events’ rather than 
a ‘single-time-event’ interpretation. For instance, the examples illustrated 
above in (1) and (2) in the context of present time reference can be made to 
have a past time reference by changing the auxiliary, as in (10) and (11): 
 
(10) agar bāriś  hotī   thī    to  ā̃gan-mẽ 

if  rain-F  be-IMPFV.F AUX-PST.F then courtyard-in 
kīcaṛ  ho jātā     thā 
mud-M become-IMPFV.M.SG AUX-PST.M.3SG 
‘If it rained (in those days), then there was mud in the courtyard.’ 

(11) agar vo  mujhe  bulātī    thī     to  maĩ 
if  she I-ACC  invite-IMPFV.F AUX-PST.F.SG then I 
uske ghar  calā jātā   thā 
her house  go-IMPFV.M  AUX-PST.SG 
‘If she invited me (in those days), I would go to her house.’ 

 
Apparently, as (1) and (2) get an all-time interpretation in the present, so 
do (10) and (11) in the past, and similarly can be rendered by a ‘Whenev-
er…’ construction. Thus, these conditionals carry a zero hypotheticality in 
the past. As illustrated above, Hindi conditionals with a habitual aspect in 
both the protasis and the apodosis consist of an imperfective participle and 
an auxiliary. However, in the narration of past events, it is quite common 
to encounter habitual past sentences without an auxiliary.13 For example, in 
(12) both the protasis and apodosis are introduced without an auxiliary and 
thus do not have a tense marker. Such examples, however, indicate a habi-
tual aspect and get from the context the past time reference rather than a 
counterfactual interpretation. 
 
(12) bacpan-mẽ  agar koi   ham-ko paise  detā 

childhood-in if  someone we-DAT money give-IMPFV.M.SG 
to  ham roz   bājār  jāte 
then we  everyday  market go-IMPFV.M.PL 
‘In our childhood, If someone gave/ were to give us money, we 
would (= used to) go to the market everyday.’ 
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3.3.2. Protasis containg aspects other than habitual 

Hindi conditionals with past reference can have the protasis in aspects 
other than the habitual. For example, (13) and (14) have progressive and 
perfective aspects in the protasis respectively, and the apodosis carries the 
speaker’s presumptive modal meaning: 
 
(13) agar us  vaqt bāriś ho rahī  thī     to  bāhar 

if  that time rain-F be-PROG.F AUX-PST.F.SG then outside 
kīcaṛ  ho gayā   hogā 
mud-M become-PFV.M AUX-PRSUM.M.SG 
‘If it was raining that time, then it must have been muddy outside.’ 

(14) agar us  rāt  bāriś  hui  thī     to  bāhar 
if  that night rain-F  be-PFV.F AUX.PST.F.SG then outside 
kīcaṛ  ho gayā     hogā 
mud-M become-PFV.M.SG  AUX-PRESM.M.3SG 
‘If it had rained that night, then it must have been muddy outside.’ 

 

3.3.3. Imperfective participle in both the protasis and the apodosis: 
counterfactuals 

As indicated above, Hindi does not possess any separate verb forms that 
could be compared with conditional verb forms14 such as those attested in 
many Romance languages. However, it has at its disposal other morpholog-
ical devices to mark the counterfactuality. The perfective-imperfective 
aspectual divide throughout the TAM system is one of them. In fact, Hindi 
makes use of this distinction in different syntactic contexts, including con-
ditional clauses. Thus, Hindi conditionals with past time reference are 
those counterfactuals which exhibit imperfective verb forms both in the 
protasis and the apodosis simply to mark the non-completion of actions or 
events reported in the two propositions that constitute a conditional. 
 
(15) agar us-ne  mujhe bulāyā    hotā    to 

if  she-ERG I-ACC invite-PFV.M.SG  AUX-IMPFV.M.SG then 
maĩ kal    uske ghar gayā    hotā 
I  yesterday  her house go-PFV.M .sg  AUX-IMPFV.M.SG 
‘If she had invited me, I would have gone to her house yesterday.’ 
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(16) agar vo  mujhe  bulātī     to  maĩ kal 
if  she I-ACC  invite-IMPFV.F.SG then I  yesterday 
uske ghar  calā jātā 
her house  go-IMPFV.M.SG 
‘If she had invited me, I would have gone to her house yesterday.’ 

4. Types of Hindi conditionals according to modal meaning they 
carry 

In this section, we make an attempt to classify Hindi conditionals accord-
ing to the modal meaning they carry. By modal meaning we mean that se-
mantic element which is to be attached by the utterer either overtly or co-
vertly to every proposition in order for it to carry the meaning that it does 
in a natural communication setting.15 From this standpoint, many categories 
based on various illocutionary forces can be envisaged: epistemic condi-
tionals and deontic conditionals, commissive conditionals, etc. 
 
 
4.1. Epistemic conditionals 

Epistemic conditionals are those types of statements which have apodosis 
with a speaker’s epistemic modal meaning. Present habitual, future, sub-
junctive, perfective participle, imperfective participle and a perfective par-
ticiple followed by the imperfective participle can appear in the protasis of 
an epistemic conditional. The following examples show the increasing 
hypotheticality of Hindi conditionals. Thus, (17) convey zero hypothetical-
ity whereas (22) carries the highest degree of hypotheticality: 

 
(17) agar chātr  mehnat  karte     haĩ 

if  students extertion-F do-IMPFV.M.3PL AUX-PRS.3PL 
to  safal   hote     haĩ 
then successful be-IMPFV.M.3PL AUX-IMPFV.M.3PL 
‘If students work hard, they (generally) succeed.’ 

(18) agar vah mehnat  karegā   to  safal 
if  he  extertion-F do-FUT.M.3SG then successful 
hogā 
be.FUT.M.3SG 
‘If he works hard, he will succeed.’ 
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(19) agar vah mehnat  kare   to  safal   ho 
if  he  extertion-F do-SUBJ.3SG then successful be-SUBJ.3SG 
‘If he works/ Should he work hard, he will succeed.’ 

(20) agar usne  mehnat  kī     to  safal 
if  he-ERG extertion-F do-PFV.F.3SG then successful 
hogā 
be-FUT.M.2PL 
‘If he worked hard, he would succeed.’ 

(21) agar vah mehnat  kartā     to  safal 
if  he  extertion-F do-IMPFV.M.3SG then successful 
hotā 
be-IMPFV.M.SG 
‘If he had worked hard he would have succeeded.’ 

(22) agar usne  mehnat  kī    hotī 
if  he-ERG extertion-F do-PFV.F.SG AUX-IMPFV.F.SG 
to  safal   huā    hotā 
then successful be-PFV.M.SG  AUX-IMPFV.M.SG 
‘If he had worked hard he would have succeeded.’ 

 
 

4.2. Deontic conditionals 

This class consist of those conditional statements in which the apodosis 
carries a speaker’s deontic modal meaning. Hindi deontic conditionals can 
display all degrees of hypotheticality except the counterfactuality in prota-
ses and all kind of deontic devices in apodoses, as illustrated in the follow-
ing examples: 
 
(23) agar usne  bulāyā   hai   to  uske 

if  she-ERG invite-PFV.SG AUX-PRS.SG then her 
ghar  jāo 
house  go-IMP.2PL 
‘If she has invited you, go to her house.’ 

(24) agar vo  bulāe    to  uske ghar jāo 
if  she invite-SUBJ.3SG then her house go-IMP.2PL 
‘If she invites, then go to her house.’ 

 
In the case of the highest degree of hypotheticality, deontic modality can-
not be attached through an imperative to the apodosis since the protasis 
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carries a counterfactual meaning. However, in such cases deontic wishes 
instead of an imperative can be employed , as in (25). 
 
(25) agar vo  bulātī    to  tum-ko  uske ghar jānā 

if  she invite-IMPFV.F then you-DAT  her house go-INF 
cāhie thā 
must AUX-PST.M.SG 
‘Had she invited, you must have gone to her house.’ 

 
 
4.3. Commissive conditionals 

In this class of conditional, the speaker’s commitment to the hearer is ex-
pressed in the apodosis. Almost all the varieties of conditional can express 
a speaker’s commitment. (26), (27) and (28) are all examples of realis con-
ditionals. 
 
(26) agar vah bhārat āegā     to  maĩ use 

if  you India-F come-FUT.M.2PL then I  he-DAT 
tājmahal  dikhāū̃gā 
Tajmahal  show-FUT.M.1SG 
‘If he comes to India I will show him the Tajmahal.’ 

(27) agar vah bhārat āe     to  maĩ use 
if  you India.F come-SUBJ.3SG then I  he-DAT 
tājmahal  dikhāū̃gā 
Tajmahal  show-FUT.M.1SG 
‘If he comes/ Should he come to India, I will show you the 
Tajmahal.’ 

(28) agar vah bhārat āyā     to  maĩ use 
if  you India-M come-FUT.M.PL  then I  he-DAT 
tājmahal  dikhāū̃gā 
Tajmahal  show-FUT.M.1SG 
‘If he came to India I would show him the Tajmahal.’ 

 
From the point of view of an inherent epistemic modal meaning, protases 
may convey speaker’s belief only (i.e. Speaker believes but does not know 
that P). Hence the protasis is introduced into a conditional statement 
through ‘if’ marker. Protases cannot introduce speaker’s knowledge (i.e. 
Speaker knows that P) into a conditional, although, in the case of counter-
factuals, speaker’s ‘knowledge that P’ plays an important role. In fact, in 
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counterfactuals the protasis is grouded on the contrary knowledge or belief 
of the speaker. In addition to the knowledge of belief element, protasis may 
also convey volitional meanings of the speaker through a subjunctive. 
However, protases do not carry presumptive modal meanings (i.e. Speaker 
knows that necessarily P). Furthermore, protases do not carry deontic mod-
al meanings. 

5. Overt marking of conditionality in Hindi 

For the most part, both the protasis and apodosis are marked overtly in 
Hindi. However, the overt markers of protasis and apodosis (namely agar/ 
yadi…, to…)16 show a pattern which is to a great extent different from the 
one attested in English. In fact, unlike English and many other European 
languages, Hindi requires the apodosis to be obligatorily marked by the 
marker to, as being part of a conditional when it follows a protasis—
irrespective of whether the protasis is marked or not— as can be seen from 
a comparison of (29a) and (29b) with (29c) and (29d). The absence of the 
apodosis marker to makes (29c) semantically odd,17 and leaves (29d) a 
mere sequence of two propositions rather than a de facto conditional 
statement.18 The apodosis in Hindi may be unmarked only in particular 
spoken forms where it has to precede the protasis, as can be seen in (30b).19 
Even in such cases, though, the marker of the apodosis may show up in its 
canonical place, after the protasis, as is evident in (30c). Such an appear-
ance of the apodosis marker at the end of a conditional statement indisput-
ably proves the obligatory nature of apodosis marking in Hindi. The prota-
sis, on the other hand, is not marked obligatorily.20 In effect, while it is 
necessary in Hindi for the apodosis to be marked, it is not obligatory for 
the protasis to be marked overtly, at least in a canonical conditional state-
ment—i.e., when protasis precedes the apodosis—as is apparent in (29b). 
That said, the protasis is to be marked obligatorily should it be preceded by 
the apodosis, as can be seen from the ungrammaticality of (30a), (30d) and 
(30e). 

 
(29) a. agar Rām āyā,     to  maĩ us-se  pūchū̃gā  

if  Ram come-PFV.M.SG  then I he-ABL ask-FUT.M.1SG 
b. —  Rām āyā,     to  maĩ us-se  pūchū̃gā  

—  Ram come-PFV.M.SG  then I he- ABL ask-FUT.M.1SG 
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c. ?agar Rām āyā,     —  maĩ us-se  pūchū̃gā 
if  Ram come-PFV.M.SG  —  I he- ABL ask-FUT.M.1SG 

d. *— Rām āyā,      —  maĩ us-se  pūchū̃gā  
—  Ram come-PFV.M.SG, —  I he- ABL ask-FUT.M.1SG 
‘If Ram comes/came, I will/would ask him.’ 

(30) a. *to maĩ Rām-se  pūchū̃gā   agar vo āyā 
 then I Ram-ABL  ask-FUT.M.1SG if  he come-PFV.M.SG 

b. ?— maĩ Rām-se  pūchū̃gā   agar vo āyā 
—  I Ram-ABL  ask-FUT.M.1SG if  he come-PFV.M.SG 

c. maĩ Rām-se  pūchū̃gā   agar vo āyā    to 
I  Ram-ABL  ask-FUT.M.1SG if  he come-PFV.M.SG then 

d. to maĩ Rām-se  pūchū̃gā   — vo āyā 
then I Ram-ABL  ask-FUT.M.1SG — he come-PFV.M.SG 

e. *— maĩ Rām-se  pūchū̃gā   — vo āyā 
—  I Ram-ABL  ask-FUT.M.1SG — he come-PFV.M.SG 
‘I will/would ask Ram if he comes/ came.’ 

 
To recapitulate the above discussion, then, the characteristic features of 
conditionality markers in Hindi can be presented as in table 2. 

Table 2. The distribution of overt markers of conditionality in Hindi between 
protasis and apodosis. The dash (—) indicates absence of the marker. 

Protasis   Apodosis 
(1)    [agar-P →   to-Q]    a well-formed Hindi conditional 
(2)    [ —  -P →   to-Q]    a well-formed Hindi conditional 
(3)  ?[agar-P →  —-Q]    a not-well-formed Hindi conditional 
(4)  *[  —  -P →  —-Q]    an ill-formed Hindi conditional 
  Apodosis   Protasis 
(5)  *[to -Q ←  agar-P]   an ill-formed Hindi conditional 
(6)  *[ — -Q ←  agar-P]   a not-well-formed Hindi conditional 
(7)    [ — -Q →  agar-P…to]  a well-formed Hindi conditional 
(8)  *[to -Q ←  — -P]    an ill-formed Hindi conditional 
(9)  *[—-Q ←  — -P]    an ill-formed Hindi conditional 
 
As can be seen from table 2, in Hindi the apodosis is obligatorily marked 
whereas the protatis marker can be dropped. An unmarked apodosis rend-
ers a conditional statement unacceptable. Even in the cases where an inver-
sion between the protasis and the apodosis is to take place, the apodosis 
marker is seen in its canonical place. 
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6. The order of protasis and apodosis in Hindi conditional statements 

In his pursuit of universals derived from generalizations about human lan-
guages, Greenberg (1963: 84-85) made an important claim about clause 
ordering in conditionals saying that: “Universal of Word Order 14: In con-
ditional statements, the conditional clause precedes the conclusion as the 
normal order in all languages”. According to his observation, this linguistic 
universal is due to iconicity which has the sequential order principal at its 
heart. He attempted to establish that the sequential order of events is mir-
rored in a conditional statement. In other words, the clause ordering in a If 
P then Q construction exactly maps the parallels between the order of ele-
ments in language and the order of elements in experience, including the 
order of reasoning.21 According to various truth-functional accounts of 
conditionals, this ordering can be explained away in the sense that the ‘im-
plied facts’ reported in the apodosis—whether from a real or similar-to-real 
world—are to be true only in a possible world in which the ‘implying 
facts’ described in the protasis are to be true. Thus, it is not only logical 
but also obligatory to introduce the ‘implying elements’ reported in the 
protasis before the ‘implied elements’ described in the apodosis. This lin-
guistic universal about ordering of clauses in a conditional statement, that 
is If P then Q, is fully supported by the data from Hindi, as it requires the 
finite verb of the main clause to stand in sentence-final position, thus re-
quiring the apodosis to be placed after the protasis. There are some other 
promising proposals about the canonical protasis-apodosis ordering which 
all go in the direction of sustaining the above-mentioned linguistic univer-
sal.22 In a nutshell, temporal reference theory suggests that the protasis-
apodosis order reflects the temporal reference of two clauses,23 the cause 
and effect theory claims that the observed linear order reflects the cause 
and effect relation between the two clauses.24 According to another propos-
al, the protasis has to come first because it prepares common ground for 
the communicability of the apodosis.25 As reported by Haiman, protases are 
topics and thus tend to occur sentence-initially.26 Though not in total 
agreement with the above-mentioned proposals and various analyses, the 
present paper considers the suggestion put forward by various truth-
functional theories to be reasonably convincing: the antecedent (i.e. prota-
sis) has to come first in view of the fact that in a conditional statement it 
introduces the state of affairs of a possible world which serves as the basis 
for constructing a world in which the state of affairs described in the con-
sequent will take place. Recall our previous discussion about the nature of 
the two propositions in a conditional statement. We noticed that, although 



                                                                             On Hindi Conditionals   123 

both the protasis and the apodosis are bivalent propositions (i.e. they can 
be either true or false), in a conditional statement, the truthfulness of an 
apodosis is viewed in relation to the truthfulness of the protasis, not the 
other way around. A conditional statement is false only when the protasis 
is true and the apodosis false. A true protasis requires the apodosis to be 
true as well, in order to make the conditional statement true. Furthermore, 
if the protasis is to be false, then the apodosis may be either true or false, 
without affecting the truthfulness of a conditional statement as a whole. 
The conditional statement will nonetheless remain true. In other words, to 
see whether a conditional statement is true or false depends on the truth-
fulness of the apodosis in relation to the truthfulness of the protasis. Hence, 
the universality of if-protasis → then-apodosis order. 

Despite this quasi unanimous, albeit variegated, consensus among dif-
ferent schools of thought about this linguistic universal, none of the sug-
gestions put forward by scholars about ‘conditional clause inversion’ (i.e. 
from protasis-apodosis to apodosis-protasis) seems to be satisfactorily con-
vincing. For example, a protasis encountered after the apodosis in a condi-
tional statement has been generally considered to be a result of ‘conditional 
clause inversion’ which supposedly takes place simply due to an after-
thought of the speaker. Without undertaking the task of presenting any 
detailed syntactic analysis of apodosis-protasis ordering in Hindi, we none-
theless intend to advance a completely different hypothesis in this direc-
tion. Our data suggest that the phenomenon of supposed ‘conditional 
clause inversion’ is conceived improperly, at least in the case of Hindi. We 
argue that the ‘conditional clause inversion’ should be viewed not as a 
rightward movement of the entire conditional clause (i.e. protasis) —as has 
been assumed by different syntactic analyses— but rather as a leftward 
dislocation of factual elements described in the apodosis which takes place 
owing to preposing (or fronting) and some other pragmatic principals. If 
we are prepared to look at the so-called phenomenon of inversion of claus-
es in conditional statements from a different point of view, we will notice 
that the universal order If P then Q does not undergo any major alterations. 
Consequently, we believe that the canonical protasis-apodosis ordering of 
clauses in conditionals, as shown in (31a), is indeed a linguistic universal, 
and it is not the protasis which moves rightward, as is seen at a surface 
level in almost all natural languages. Accordingly, the phenomenon of 
‘conditional clause inversion’ in conditional statements should look as in 
(31b), not as in (31c), contrary to widely held belief. 
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(31) a. [if-protasis proposition → then-apodosis proposition] 
b. [apodosis proposition [if-protasis proposition → then- —]] 

c. [then-apodosis proposition → if-protasis proposition] 
 
We argue that for any Hindi conditional construction to be acceptable, it is 
necessary to keep rigidly to the ‘if-then’ order, even in those cases where 
the apodosis proposition has to move leftward for any pragmatic reasons. 
In fact, in Hindi even in cases where the apodosis proposition is dislocated 
to the left, the apodosis marker remains in its canonical place, as illustrated 
in (32a). Dislocating the entire apodosis with its marker renders the condi-
tional construction totally ungrammatical in Hindi, as demonstrated in 
(32c) and (32d). The absence of an apodosis marker, as in (32b), cannot be 
considered a counterexample to the rigid rule of apodosis marking, as spo-
ken Hindi does allow for the marker to be dropped, but only if the protasis 
is marked. 
 
(32) a. maĩ Rām-se pūchū̃gā   agar vo āyā    to 

I  Ram-ABL ask-FUT.M.1SG if  he come-PFV.M.SG then 
b. ?— maĩ Rām-se  pūchū̃gā   agar vo āyā 
 —  I Ram-ABL  ask-FUT.M.1SG if he come-PFV.M.SG 
c. *to maĩ Rām-se  pūchū̃gā   agar vo āyā 

then I Ram-ABL  ask-FUT.M.1SG if  he come-PFV.M.SG 
d. *to maĩ Rām-se  pūchū̃gā   — vo āyā 

then I Ram-ABL  ask-FUT.M.1SG — he come-PFV.M.SG 
e. *— maĩ Rām-se  pūchū̃gā   — vo āyā 

  — I Ram-ABL  ask-FUT.M.1SG — he come-PFV.M.SG 
‘I will/would ask Ram, if he comes/ came.’ 

 
In order to check our claim, we have tried to see the data situation of prota-
sis and apodosis across some world languages, relying exclusively on some 
typological studies.27 Data from over 50 language suggest that it is not the 
protasis that moves rightward, but rather the propositional elements of the 
apodosis are preposed. In fact, none of the languages described in three 
typological studies provides ascertainable proofs of the rightward move-
ment of the protasis in a conditional statement. 



                                                                             On Hindi Conditionals   125 

7. The relationship between the if-clause and the then-clause in Hindi 

In previous sections we have argued that Hindi data confirm the hypothesis 
formulated by Greenberg in his Universal of Word Order 14, according to 
which the if-clause is to precede the then-clause. We have, furthermore, 
advocated that it is inappropriate to assume that there is a rightward dislo-
cation of the if-clause in a Hindi conditional statement. As a consequence, 
we have advanced a hypothesis that in Hindi it is the proposition intro-
duced by a then-marker which is preposed by the speaker in order to 
achieve different pragmatic goals, leaving the then-marker in its canonical 
position, as demonstrated in (33). 

 
(33) [apodosis proposition [agar-protasis proposition → to- —]] 
 
At this point it becomes necessary to see what kind of relation holds be-
tween the protasis and the apodosis. In particular, it would be interesting to 
see how the if-clause is attached to the then-clause. In a succinct survey of 
distinct syntactic theories of conditionals, Bhatt and Pancheva (2004) clas-
sify and critically examine diverse proposals put forward in this direction. 
As reported by the authors, in traditional grammars the two clauses are 
coordinated syntactically through if conjunction. Thus, according to tradi-
tional grammarians, the if-clause is equivalent to an adverbial clause. This 
view is further supported by many syntacticians on the grounds that VP 
ellipsis phenomena in conditionals goes against the hypothesis that condi-
tionals are merely coordinated constructions. Hence conditional clauses 
(i.e. protases) are nothing but adverbial clauses.28 Without undertaking any 
detailed syntactic analysis of the if-clause in Hindi, we consider this idea 
somewhat superficial in that any adverbial complementizer can be deleted 
without bringing much syntactic change into a sentence whereas an if-
clause cannot, at least not semantically. Even in the cases of reduced con-
ditionals in Hindi where only the then-clause can be attested in a natural 
discourse, the presence of an if-clause is presupposed. According to anoth-
er proposal, conditionals are similar to correlative constructions. In the 
case of Hindi, we find the idea proposed by Dayal (1996) quite convincing. 
Schlenker (2001) has put forth a new idea for the semantic treatment of 
conditionals, arguing that protases are definite plural descriptions and thus 
subject to Condition C of the Binding Theory. However, despite numerous 
attempts made by diverse schools of thought, the syntax of conditional 
sentences remains a challenging topic. The fact that none of the theories 
put forward by scholars can indisputably claim to provide solutions for the 
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complexity of the syntax of conditionals is yet another proof of the pecu-
liarity of conditional reasoning. We believe that the if-clause is the founda-
tion of a conditional statement as a whole and cannot be considered a mere 
complementaizer. The two propositions emplyed in a condtional statement 
are intrinsically linked and are interdependent: none can exist without the 
either overt or covert (for example, in the case of reduced conditionals) 
presence of the other. In a conditional statment (for example, ‘If John lives 
in Venice, he lives in Italy’), the truth of ‘P implies Q’ remains true due to 
some other argument (that is, living in Venice necessarily implies living in 
Italy), irrespective of whether P is true or false and whether Q is true or 
false. In other words, the above conditional remain true even if John does 
not live in Venice. 

8. Pragmatic intrusion on the structure of a conditional statement 

As mentioned in previous sections, the canonical structure of a conditional, 
namely P → Q, has to sustain various types of pragmatic intrusions. This 
happens partly because of the inherent logical structure of a conditional 
statement but also because of its discourse boundedness. The underlying 
logical structure of a conditional, ¬P ˅ P and Q (i.e. ‘Either not-P or P and 
Q’) induces a conditional statement to pragmatically implicate ◊¬P, and 
thus an epistemic scenario of a conditional statement becomes as follows: 
 
(34) Ks ◊P ˅ ◊¬P and ◊Q ˅ ◊¬Q 
 
i.e., for all the speaker knows it either is or is not Sunday and, thus, possi-
bly it is the case that the priest is in church or possibly it is the case that the 
priest is not in church.29 It has been widely argued that natural languages 
impose restriction on this epistemic scenario by excluding ¬P and Q (i.e. It 
is not Sunday and the priest is in church). In fact, due to a pragmatic intru-
sion on conditional statements (34) takes the form of (35): 
 
(35) Bs  P (i.e. P ≡ ¬ ¬P) → Q 
 
In other words, for all the speaker believes, it is Sunday (i.e. it is not the 
case that not-Sunday) and the priest is in church. This epistemic scenario 
may undergo further restrictions as soon as P is employed in a conditional 
statement. Thus, what syntactic form a conditional statement is going to 
take in real speech depends exclusively on the context in which it is to be 
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made. For example, if both the speaker and the hearer mutually share a 
piece of knowledge, namely ‘It is Sunday’, then a conditional statement in 
this circumstance would most likely take the following form: ‘Since/Given 
that it is Sunday the priest will be in church’. If, on the other hand, the 
speaker is not sure whether it is Sunday or not, then what he asks the hear-
er to find out whether it is in effect a Sunday. It is also possible that this 
piece of information is provided by the hearer and the speaker neither 
knows nor believes it and thus merely affirms the proposition in the apodo-
sis. In a nutshell, then, the overall structure of a conditional statement is 
determined by the contextually-given knowledge and beliefs of both the 
hearer and the speaker. Similarly, a protasis is always discourse bound and 
can take different degrees of hypotheticality according to the context. Con-
ditionals do not make sense without their discourse context.30 In the con-
text of pragmatic intrusion, we can also take into consideration the topic of 
reduced conditionals. We argue that the form of reduced conditionals de-
pends exclusively on the shared knowledge between the speaker and the 
hearer. The speaker selects the reduced conditional if the elliptical ele-
ments are already part of the shared knowledge between the speaker and 
the hearer. 

9. Conclusion 

At the outset of the present paper, we began by analyzing and discussing 
different varieties of Hindi conditionals according to the distribution of 
TAM elements in the protasis and the apodosis. All along our discussion, 
we have maintained a clear distinction between protasis and apodosis. We 
have tried to show that the TAM elements attested in the protasis are hypo-
thetical and not real. They serve merely to prepare the ground on which the 
apodosis has to be true. We have made a brief attempt to identify those 
underlying pragmatic principles which are responsible for the leftward 
movement of the proposition in the apodosis. From our analysis of Hindi 
data, it emerges that the if-clause found after the apodosis at the surface 
level of a conditional does not violate the linguistic universal according to 
which a conditional construction should follow protasis-apodosis order. 
We have argued that in Hindi it is not the protasis which moves rightward 
but rather the propositional elements of the apodosis that are preposed by 
the speaker in order to accomplish some pragmatic goals, leaving the apo-
dosis marker in its place. Thus, we have tried to advance the rigid ‘prota-
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sis-apodosis’ order hypothesis which, if supported by the data from other 
languages, may initiate a new way of looking at pragmatic intrusion into 
the syntax of the if-clause which has so far received a different treatment in 
various syntactic analyses. Furthermore, it has been argued that, contrary to 
the widely held belief in the domain of logic, conditionals are not a seman-
tical aggregate of two propositions and that the protasis and the apodosis 
are not of the same nature. 

Notes 

1. In order to draw the line between a conditional statement and other types of 
statements consisting of two propositions, we shall be using throughout the 
paper the term pair protasis-apodosis introduced by traditional grammarians 
to name the two clauses, being quite aware of the much wider acceptability of 
the pair antecedent-consequent, notably in philosophical tradition. We believe 
that conditionals are completely different from, and should not be confused 
with, other types of statements which are made of two propositions. Some 
other names  given to the if-clause and the then-clause are also misleading. For 
example, the team of researcher under the editorship of Xrakovskij (2005) 
have used the terms ‘dependent clause’ (DC) for the if-clause and  ‘main 
clause’ (MC) for the then-clause. We would argue that if clause is not a de-
pendent clause at all. On the contrary, the then-clause seems to be dependent 
on the if-clause which is the basis of a conditional statement. 

2. In order not to confuse the reader with different types of notations, we are  
using the material conditional notation ‘P → Q’ without making any difference 
between this notation and others such as ‘If A, B’, ‘If A, C’ ‘If A then C’ or 
‘If…, then…’, etc. 

3. Example borrowed from Comrie (1986: 78). 
4. For a detailed discussion on the topic, see for example Jackson (1991: 111). 
5. The term ‘material implication’ is known also as ‘material conditional’ or 

‘truth-functional conditional’ and represented through different notations or 
symbols in philosophical literature. 

6. If we follow the way in which material implication was conceived by Greek 
Philosophers, we find a proposition such as “If moon is made of chocolate (F), 
then it is made of cheese (F) and that it is made of volcanic rock (T)” congru-
ous since material implication allows a false antecedent to be the basis of ei-
ther false or true apodosis. Obviously, that natural language communication 
does not allow such inferences to take place. We believe that even the intro-
duction of ‘relevant logic’ to get rid of such anomalous inferences does not 
solve the problem. 



                                                                             On Hindi Conditionals   129 

7. In an ambitious attempt to bring out typological characterizations of condi-
tional constructions across world languages, a team of linguists at St. Peters-
burg University has come up with various generalizations about conditionals 
constructions in 24 languages. (Xrakovskij 2005) Though admirable, any such 
endeavour is bound to mix up things because it is impossibile to be consistent 
throughout in the use of terminology due in part to the divergent linguistic tra-
ditions of each language, and in part also to different backgrounds of the au-
thors. The distribution of TAM elements between the protasis and apodosis 
across different languages, for example, has been classified and explained us-
ing different terminologies. This has led to some inaccuracy in the analysis of 
a number of languages. 

8. Thus, in reference grammars of various languages this type of conditional is 
generally dubbed ‘zero-conditional’, since the conditionals of this category 
contain a zero degree of hypotheticality. 

9. For some technical reasons, a mixed-type of transliteration system (which is 
popular among scholars working on Indian languages) rather than IPA dia-
critic is adopted in this paper. 

10. Abbreviations: 1 = first person, 2 = second person, 3 = third person, AUX = 
auxiliary, ABL = ablative, IMPFV = imperfective, FUT = future, PFV = perfective, 
PST = past, CONT = continuous, PRES = present, PRESM = presumptive, SUBJ = 
subjunctive, CFV = counterfactive (contrafactive), SG = singular, PL = plural, M 
= masculine, F = feminine, OBL = oblique, ACC = accusative, HON = honorific, 
PASS = passive, IMP = imperative. 

11. For example, (1) and (2) can be rendered through a relative-correlative Hindi 
construction in the following examples:   
jab-jab  bāriś hotī    hai      to   ā̃gan-mẽ 
whenever rain-F be-IMPFV.F AUX-PRES.3SG then courtyard-in 
kīcaṛ  ho jātā     hai 
mud-M become-IMPFV.M.SG AUX-PRES.3SG 
‘Whenever it rains, there is mud in the courtyard.’  
jab  vo  mujhe  bulātī    hai     to  maĩ 
when  she  I-ACC  invite-IMPFV.F AUX-PRES.3SG then I 
uske ghar  calā jātā   hū̃ 
her house  go-IMPFV.M  AUX-PRES.1SG 
‘When she invites me, I go to her house.’ 

12. We have discussed this elsewhere: (Sharma 2008). 
13. See McGregor (1995: 187) and Montaut (2004: 240–242) for further details. 
14. Some authors maintain that the Hindi imperfective participle is counterfactual. 

See, for example, Oranskaya (2005: 235). However, we believe that it would 
not be appropriate to link the Hindi imperfective participle with any particular 
category as it is used throughout the Hindi tense-aspect system (for example in 
habitual present, habitual past) as well as to construct adjectival and adverbial 
complementizers. We argue that Hindi conditionals make use of the perfec-
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tive-imperfective divide to indicate various degrees of hypotheticality. Thus, 
the imperfective participle in Hindi is employed in both the protasis and the 
apodosis of counterfactuals to indicate that none of the actions reported in the 
protasis and the apodosis were accomplished. 

15. We have discussed this in detail in Sharma 2000 and Sharma 2008. 
16. In addition to ‘agar’ and ‘yadi’, some other forms are also attested to mark the 

protasis: jo (a relative pronoun), kahī ̃ (if ever, in case, etc.), kāś (mostly in 
counterfactuals), kadācit (if ever; in Sanskritized Hindi). For further details 
see Oranskaya (2005: 222). 

17. It must be admitted though that, as a new trend —due in part to an inevitable 
influence of English on Hindi— some speakers tend not to mark the apodosis 
always, particularly in spoken Hindi. However, the standard written register of 
Hindi requires of the apodosis to be marked obligatorily, irrespective of 
whether the protasis is marked or unmarked. 

18. We do not consider such a sequence of propositions a conditional statement. 
However, we will not go here into the question of why and when a sentence 
sequence such as You don’t want to go to the market? I will or Open the win-
dow and I will kill you or Rām āyā. maĩ us-se pūchū̃gā (i.e. Ram came. I will 
ask him) in a particular context can have a conditional tone in normal speech. 

19. Even in these cases, the acceptability of unmarked apodosis is highly contro-
versial among speakers of Hindi. We will return to the question of ‘conditional 
clause inversion’ in the next section where we advance the hypothesis that in 
realty there is no such thing as ‘inversion of protasis-apodosis order’ in Hindi 
conditional statements, but rather a displacement of the apodosis clause fur-
thest to the left, leaving the marker of apodosis at its canonical place and thus 
maintaining the protasis-apodosis order intact. 

20. Thus, the claim made by Comrie (1986: 96) stating that “Although it is possi-
ble to have conditionals where neither protasis nor apodosis is explicitly 
marked as being part of a conditional, it is usual for the protasis to be overtly 
marked; marking of the apodosis is less common, and marking of the apodosis 
alone is particularly rare.” does not seem to be totally correct. In Hindi the 
apodosis is marked obligatorily, regardless of its position in the conditional 
(i.e., either before or after the protasis), and irrespective of whether the prota-
sis is marked overtly or not. 

21. For a succinct discussion of the universalistic approach to conditionals, see 
Overview by Charles A. Ferguson et al. in On Conditionals, Traugott et al. 
(eds.),1986, 8-10. 

22. For a summary of other proposal see Comrie (1986: 83-86). 
23. Like Comrie (1986: 85), we do not consider this hypothesis to be valid. How-

ever, we believe that the counter-example discussed by him: “If it will amuse 
you, I’ll tell you a joke” is inappropriate. The will modal employed in protasis 
in this example provides no time reference but the speaker’s modal meaning. 
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24. Like Comrie we do not support this hypothesis. For a summary of other pro-
posal, see Comrie (1986: 83-86). 

25. Lehman, Christian (1974) quoted by Comrie (1986: 86). 
26. “A conditional clause is (perhaps only hypothetically) a part of the knowledge 

shared by the speaker and his listener. As such, it constitutes the framework 
which has been selected for the following discourse.” (Haiman 1978: 583) 
“The topic represents the entity whose existence is agreed upon by the speaker 
and his audience. As such, it constitute the framework which has been selected 
for the following discourse.” (Haiman 1978: 585). 

27. Our observation is based exclusively on the following three works: (1) Typol-
ogy of Conditional Constrctions, Victor S. Xrakovskij (ed.), (2005) for Bul-
garian (Rousselina Nicolova), Armenian (Natalia A. Kozintseva), Dari (Boris 
Ya. Ostrovsky), Greek (Tatayana I. Oranskaya), Early Latin (Margarita K. Sa-
baneyeva), French (Elena E. Kordi), German (Svetlana M. Kibardina), English 
(Tatiana G. Akimova, Natalia A. Kozintseva), Finnish (Hannu Tommola), Es-
tonian (Irina P. Külmoja), Hungarian (László Jaszai, Ethelka Tóth), Hausa 
(Myrrah A. Smirnova, Nikolaj A. Dobronravin), Klamath (Viktor A. Stegniy), 
Indonesian (Alexander K. Ogloblin), Cambodian (Natalia M. Spatari), Viet-
namese (Igor S. Bystrov, Nonna V. Stankevič), Chinese (Tamara N. Nikitina), 
Even (Andrej L. Malchukov), Evenki (Igor V. Nedjalkov, Nina Ya. Bulatova), 
Eskimo (Nikolaj B. Vaxtin), Aleut (Evgeniy V. Golovko), Yukaghir languages 
(Elena S. Maslova) and Japanese (Vladimir M. Alpatov, Vera I. Podlesskaya); 
(2) The semantics of Clause Linking, R. M. W. Dixon, and Alexandra Y. Aik-
henvald (eds.), (2009) for Akkadian, Galo, Khan, Manambu, Iquito, Agua-
runa, Ojibwe, Fijian, Toqabaqita, Martuthunira, Korean, Goemai, Konso and 
Mali; (3) The Indo-Aryan Languages, Colin P. Masica, (1991) for various 
Indo-Aryan languages. None of the languages discussed in above mentioned 
works seem to have ‘apodosis-protasis’ ordering. 

28. For a critical assessment of diverse syntactic theories (i.e. conditional-
correlative link theory, conditional-interrogative link theory, etc.) see Bhatt 
and Pancheva (2004). 

29. We would like to clarify Levinson’s point (2000: 109) where he illustrates the 
scenario of clausal implicature employing epistemic modifier K (knowledge)  
rather than B (belief). Although one can know that it is either P or ¬P, as soon 
as this piece of knowledge becomes part of a protasis, it takes the form of B 
(belief). The protasis, we claim, always carries speaker’s belief rather than 
knowledge. A piece of knowledge in the protasis would be tantamount to 
“Given that…”, “Since/as…” rather than to “If…”. For further discussion on 
the topic of implicature, see also Fauconnier (1985: 109). 

30. See Akatsuka (1986: 349) for further details. 
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Issues in the Description of Bangla 

Probal Dasgupta 

Abstract 

The list of unsolved problems in Bangla grammar provided here covers 
phonology and the grammar of nominal and verbal forms. A nasalized 
vowel cannot be followed by [g] – such a sequence surfaces as [Vŋ] in-
stead. An intervocalic double yy is possible, but not a double ww. Animate 
nouns have no plural locative form. Genitives can appear in an inanimate 
plural format __gulo but not in an animate plural format __raa. Future 
perfect forms always have an epistemic, never a root interpretation. Con-
ditional perfect forms do not exist. Passives do not support the obligational 
construction. 

1. Introduction 

This list of unanswered questions in Bangla grammar does not represent a 
hidden agenda. I do not foresee either that any particular approach to lin-
guistics is likely to come up with viable answers to all of them or that such 
answers, however obtained, will offer coherent support to some particular 
view of grammatical or other matters. These are problems awaiting solu-
tion, and may prove to be of interest. 

2. Phonology 

Foremost on my phonology list is a problem that has to do with preconso-
nantal nasalized vowels. Such vowels in Bangla, even when the following 
consonant is a voiced occlusive (plosive or affricate), are not realized as 
nasalized vowel plus homorganic prenasal plus occlusive in the manner 
familiar from Hindi-Urdu, where karũũgaa is not a possible sequence, and 
where only karuuŋgaa ‘(I).will.do’ is available. Bangla has near-minimal 
pairs such as baandaa ‘slave’ vs cããdaa ‘subscription’, paanjaa ‘arm 
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wrestling’ vs šããjaa ‘starter (for yoghurt)’; such pairs do not exist in Hin-
di-Urdu. 

One important task for linguists dealing with Bangla is to devise a way 
to describe this feature that makes sense of the specific facts in the velar 
subdomain. We would expect pairs like caaŋgaa ‘fit, well’ vs *rããgaa. But 
in fact nasalized vowel plus [g] is excluded by the phonotactics of Bangla: 
the place of such a sequence is always occupied by vowel plus [ŋ], as in 
raaŋaa ‘glowing, pink’. 

In word final position, the pattern reduces to cããd ‘moon’, bhããj ‘fold’, 
gaaŋ ‘stream’ (cf. *gããg); word final sequences of the form nasal plus 
occlusive do not occur in Bangla. In word initial position the issue does not 
arise. 

Second on my phonology list is a hole in the pattern of vocalic se-
quences. Postvocalically, Bangla distinguishes between the high semivo-
wels y, w and the mid semivowels Y, W, as in jaay ‘(I).go’ vs jaaY 
‘(s/he).goes’, jaaw ‘soup’ vs jaaW ‘(you).go’. Intervocalically, the height 
distinction is neutralized, and the realizations come out mid: paaYaa ‘leg 
(of furniture)’, haaWaa ‘wind’. 

However, a tense – and extended – high front intersegment is possible, 
as in gaayye ‘singer’, khaayyo ‘(you).feed (a future imperative form)’. 
There is a hole in this pattern, in that no tense and extended high back in-
tersegment occurs: no ww exists – not even in nonsense words in the para-
linguistic penumbra of Bangla. It is not clear whether the high front cases 
should be viewed in terms of an extra syllable – gaaiye, khaaiyo; what we 
need is an account that would make such a choice meaningful at the level 
of making distinct predictions elsewhere in the system, and would help us 
to choose between a yy account and an iy account. 

The orthography in Bangla is relatively opaque and does not help ad-
dress the semivowel issue. At the level of velar nasals, Bangla orthography 
distinguishes the velar nasal as in raaŋaa from nasal plus plosive se-
quences as in caaŋgaa (glosses given above). 
 
 
3. Nominal Forms 
 
In this problem listing exercise, it helps if we leave open the issue of 
whether it is up to morphology or syntax to address the issues at stake. We 
begin with nominal forms. The phenomena in Bangla that correspond to 
the tidier case and number systems in other languages are poorly unders-
tood. 
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One unsolved problem has to do with the locative case. Inanimate nouns 
can be said to exhibit a locative case: aalu ‘potato’, aalugulo ‘the pota-
toes’, begun ‘eggplant’, begungulo ‘the eggplants’ are nominative forms 
that have corresponding locatives aalute ‘in a/the potato’, aalugulote ‘in 
the potatoes’, begune ‘in an/the eggplant’, begungulote ‘in the eggplants’. 
An inanimate noun with a classification formatted numeral clitic such as 
aalu-duTo ‘the two potatoes’ also occurs in the locative: aalu-duTote ‘in 
the two potatoes’. 

Animate nouns occur in the locative only in fixed locutions. The ani-
mate locatives maanuše ‘in man’ or iššare ‘in God’ or debotaaY ‘in a/the 
deity’, while they do not occur freely, do occur in the environment Aami 
___ biššaaš kori ‘I believe ___’. But animate plurals such as maanušeraa 
‘men, people’ or debotaaraa ‘gods’ have no locative form at all. When 
animate nouns take a classification formatted numeral clitic, as in chele-
duTo ‘the two boys’, the rest of the system enables us to imagine that its 
locative would look like *chele-duTote ‘in the two boys’, analogical to 
aalu-duTote ‘in the two potatoes’. This conceivable animate locative form 
is sharply excluded. For further details, see Dasgupta, Ford & Singh (2000: 
157-8), where it was first pointed out that animate plural locatives do not 
exist in Bangla. To this day, it is not clear just how this gap in the para-
digm is to be stated. 

A second unsolved problem in the morphology of Bangla has to do with 
the genitive. Consider (1)-(4) below, where the genitives aamaar ‘my’ and 
aamaader ‘our’ are able to appear in the classification format – note the 
forms aamaarTaa ‘mine’ and aamaarTaar ‘mine.Gen’ in (1) and (3) re-
spectively. 
 
1. eTaa to tomaar TikiT, aamaarTaa koy? 

this Prt your ticket, mine where 
‘This is your (Sg) ticket, where is mine?’ 

 
2. tomaar khejurgulo poRe gElo, aamaargulo naaW! 
     your dates fall Aux, mine take.Imp! 
 ‘Your (Sg) dates have fallen down, take mine!’ 
 
3. eTaa to tomaader TEksi, aamaarTaar ki holo? 
 this Prt your taxi, mine.Gen what Cop 
 ‘This is your (Pl) taxi; what about mine?’ 
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4. tomaader khejurgulo paaoaa gEche, aamaadergulor ki holo? 
 your dates found have.been, ours.Gen what Cop 
 ‘Your (Pl) dates have been found; what about ours?’ 
 
The availability of (1)-(4) makes it natural to ask why (5)-(8) are ill-
formed. The fact is that the forms aamaarraa ‘mine.Pl’ and aamaaderraa 
‘ours.Pl’, as well as their genitives aamaarder ‘mine.Pl.Gen’ and aamaa-
derder ‘ours.Pl.Gen’, are unavailable. We provide sentences (5)-(8) to 
make it clear that even in a plausible sentential context these forms sound 
so bizarre that a native speaker has trouble imagining what one could pos-
sibly be trying to say: 
 
5. *tomaar šoŋgiraa phire ešeche, aamaarraa bepaattaa 
 your companions back have.come, mine.Pl missing 

intended reading ‘Your (Sg) companions have come back but mine 
are missing’ 

 
6. *tomaader šoŋgiraa phire ešeche, aamaaderraa bepaattaa 
 your companions back have.come, ours.Pl missing 

intended reading ‘Your (Pl) companions have come back but ours 
are missing’ 

 
7.  *tomaar šoŋgiraa phire ešeche, aamaarder ki holo? 
 your companions back have.come, mine.Pl.Gen what Cop 

intended reading ‘Your (Sg) companions have come back; what 
about ours?’ 

 
8.  *tomaader šoŋgiraa phire ešeche, aamaaderder ki holo? 
 your companions back have.come, ours.Pl.Gen what Cop 

intended reading ‘Your (Pl) companions have come back; what 
about ours?’ 

 
A linguist who wishes to see the phenomenon in context needs to note that 
adjectives pattern differently. Consider (9)-(12), where it is shown that 
adjectives can appear in the formats __Taa, __gulo, __raa, __der quite 
freely: 
 
9. šobujTaa kinle kEno? 
 green.Taa you.bought why 
 ‘Why did you buy the green one?’ 
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10. šobujgulo kinle kEno? 
 green.Gulo you.bought why 
 ‘Why did you buy the green ones?’ 
 
11. lambaaraa kothaay gElo? 
 tall.Pl where have.gone 
 ‘Where have all the tall people gone?’ 
 
12. bẽTeder bujhi šaat khun maap? 
 short.Pl.Gen Prt seven murders forgiven 
 ‘Do the short people get away with murder then?’ 
 

The fact that genitives can appear in the classification formats, singular 
__Taa and plural __gulo, but not in the animate plural format __raa and 
the animate plural genitive format __der, must therefore receive an account 
that squares with these properties of adjectives. 
 
 
4. Verbal Forms 
 
In the case of verbs, linguists neglected the Tense-Aspect-Mood system for 
decades. Consequently, it is unsurprising that we do not understand why 
Bangla future perfect forms such as aapni aamaar ciThi peye thaakben 
‘you my letter received will.have, = You will have received my letter’ can 
only have the epistemic reading ‘You have probably received my letter’ 
and never the root reading available in, say, English, along the lines of 
‘Your receiving my letter is an event occurring prior to some future time 
point otherwise specified in the discourse’. The facts in the sister language 
Hindi-Urdu are similar – and have not, to the best of my knowledge, been 
addressed in any insightful account. 

But the facts of Hindi-Urdu, where it is possible to say agar us ne 
mujhe bulaayaa hotaa ‘if s/he Erg me called had, = if s/he had called me’, 
do not prepare us for the discovery that Bangla is more restrictive. Bangla 
does not allow its users to say uni jodi aamaake Deke thaakten ‘if s/he me 
called had, = if s/he had called me’, with the copular auxiliary in the condi-
tional form thaakten. This is an independently puzzling fact about Bangla 
that will continue to exercise linguists. 

In another sector of the grammar of verbs, English allows a single ver-
bal complex to carry both passive and obligational markers, as in Three 
letters have to be written. But Bangla prohibits this; *tinkhaana ciThi lek-
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haa hote habe ‘three letters written be have.to, = three letters have to be 
written’ and its variants are robustly ill-formed. The matter is discussed, 
and a tentative solution proposed, in Dasgupta (2010), but that text is in 
Bangla. That the speakers of Bangla are among the six most numerous 
speech communities of the world is apparently a fact that does not signify – 
so I have been given to understand by eminent colleagues in the communi-
ty of linguists. Given the conventions that the systems of publication and 
accreditation have imposed on willing and unwilling participants, it thus 
becomes my duty to state that this problem has not been addressed in any 
…academic publication and thus counts as unsolved. 
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Europe 

John Peterson 

 

1. Introduction 

Work is currently being conducted at European universities and research 
institutes on virtually all aspects of South Asian languages and linguistics. 
Although the emphasis of these studies is constantly changing with respect 
to the topics receiving the most attention, at present the field as a whole is 
flourishing in Europe. 

While the continent is still rightfully famous for its historical studies, 
especially on etymological aspects of the Indo-Aryan languages, other as-
pects of all South Asian languages have been claiming an ever-increasing 
share of attention over the past several decades, a development which is in 
no way unique to Europe but which reflects more general trends in the 
field. Instead, there is a clear tendency at these institutions in three other 
directions, namely descriptive studies, computational linguistics, and the 
South Asian grammatical traditions, often in conjunction with compu-
tational methods. In fact, these three areas together account for the large 
majority of titles mentioned in the following pages, although works on 
etymology and linguistic theory are also found, as well as a considerable 
number of sociolinguistic studies and works designed for language learners. 

With respect to the languages discussed, the picture which emerges is 
quite a "mixed bag", with all of the major families receiving attention at 
European universities, from the Indo-Aryan languages of Pakistan and Ra-
jasthan to the Munda languages of eastern central India, and from the Indo-
Aryan and Tibeto-Burman languages of Nepal and Tibet to the Dravidian 
languages in the south. In addition, a number of works on Sri Lanka Malay 
will be mentioned below as well as work on "Pidgin Madam", a Sinhalese-
Arabic pidgin language spoken in Lebanon. 

The present study does not claim to be exhaustive with respect to these 
studies in Europe for the years 2007-2009. Rather, it is only intended to 
give the reader a general overview of the broad spectrum of work in South 
Asian linguistics currently being conducted at European universities and 
research institutes. 
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2. Historical (socio-)linguistics / history of linguistics / the Indian 
grammatical traditions 

We begin our brief discussion with an overview of some of the work con-
ducted in the past three years on historical aspects of the languages of 
South Asia, including not only the more traditional etymological works on 
these languages but also works dealing with the ancient grammatical tradi-
tions of South Asia (except those dealing with computational aspects, see 
section 4) and also historical sociolinguistics. 

Jean-Luc Chevillard has published a number of studies related to the 
history of the Indian linguistic traditions. For example, Chevillard (2007a), 
written in French, deals with the use of examples in grammatical treatises 
from the subcontinent while Chevillard et al. (2007), also in French, deals 
with  examples in a number of different grammatical traditions, including 
the Tamil tradition. Chevillard (2008a) is a companion volume to the 
French translation of the Ceneavaraiyam, containing a glossary of all tech-
nical words and phrases in Cenavaiyar's commentary of the Collatikaram. 
Other studies by this same author include Chevillard (2008b), which dis-
cusses the term ticai-c-col or 'regional words' as used by Tamil gramma-
rians and their commentators and its place in Tamil literature, Chevillard 
(2009a), which discusses a motif in the mythology of Akattiyan, better 
known by his Sanskrit name Agastya, associated among other things with 
the Tamil language and grammar, and finally, Chevillard (2009b), which 
explores the way in which 32 technical terms were translated from Sanskrit 
into Tamil and some of the issues involved in translating terminology from 
one language into another. 

Aussant (2009) is a monograph-length study (166 pages), written in 
French, dealing with referential aspects of proper nouns in the three tradi-
tional Indian disciplines of vyākaraṇa, nyāya and mīmāṃsā. It consists of 
seven chapters, beginning with the emergence of the idea of convention and 
the notion of cause of application, followed by five chapters, each dedicat-
ed to a particular thesis: that of the generic property as cause of application 
of the proper noun, the proper form as cause of application of the proper 
noun, identity as cause of application of the proper noun, direct reference, 
and the individual as cause of application of the proper noun. Freschi 
(2008), on the other hand, investigates mīmāṃsā hermeneutics, focusing on 
a passage from the Tantrarahasya by Rāmānujācārya and concentrating on 
the principles underlying the structuralization of Vedic texts as depicted in 
this text. 
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A number of works by Pontillo as well as one work co-authored by her 
and Maria Candotti also deal with various issues within the Indian gram-
matical tradition. Candotti & Pontillo (2007) discuss the imagery of the tree 
and its branches in Patañjali's Mahābhāṣya, arguing that it is used as a me-
taphor to denote a specific part-whole relationship with respect to linguistic 
segmentation. Similarly, Pontillo (2008a) looks at another image of Pa-
tañjali's taken from the natural world, also to denote a kind of part-whole 
relationship, namely the rice plant and its different parts. In her Italian-
language article, Pontillo (2009a) deals with the notion of kāmacāra- in 
Pāṇinian commentaries. Finally, a number of other articles by the same 
author combine linguistic and philological methods, such as Pontillo 
(2009b), which deals with the relationship between two ancient Indian tra-
ditions, that of vyākaraṇa- and alaṃkāra-śāstra, and her two-part study, 
Pontillo (2007) and Pontillo (2008b), an exhaustive lexical analysis of the 
attributes of the sea as a theme in the Rāmāyaṇa and the Raghuvaṃśa. 

Khokhlova (2007), in Russian, deals with various stages in the devel-
opment of western New Indo-Aryan languages from ergative/absolutive 
back to nominative/accusative alignment, while Vasilyeva (2008), also in 
Russian, deals with the history of the Urdu language, its origin, the origin 
of its name, and its further development up to present times. 

Three articles by Herman Tieken have also appeared since 2007 which 
deserve mention here. Tieken (2008a), a 46-page review article of Pollock 
(2006), takes a detailed look at "vernacularization", "Sanskritization" and 
the relationship between the two in pre-modern India. Tieken (2008b) then 
takes a detailed look at vowel harmony in written Tamil and Malayalam, 
both classical and modern. Finally, Tieken (2009) deals with the particle 
kira/kiri in Apabhraṃśa, suggesting that the uses of this particle in this 
language are testimony to the "artificial nature" of Apabhraṃśa. 
 

3. Grammatical descriptions 

The second major area to be discussed here is that of grammatical descrip-
tion, which continues to be a major field of research at European universi-
ties. We begin with a number of studies by Annie Montaut dealing with 
various aspects above all of Hindi/Urdu. Montaut (2007a), a French-
language article, takes a closer look at the morpheme -kar in Hindi/Urdu 
with respect to its status as coordination or subordination, while Montaut 
(2007b), also in French, deals with the notions of reflexive, transitive and 
intransitive in Hindi/Urdu. Two further studies by this same author deal 
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with issues related to reduplication in these languages: Montaut (2008) 
deals with the various meanings of reduplication as a linguistic operation in 
Hindi/Urdu, while Montaut (2009c), in French, investigates total reduplica-
tion, "echo word" expressions (also known as melodic overwriting), as well 
as pairs of synonyms and antonyms in these languages. Finally, two further 
articles are dedicated to ergativity in Indo-Aryan: Montaut (2009a) dis-
cusses the historical evolution of the past and perfect system in Indo-Aryan, 
especially in Hindi/Urdu, which she links to an interpretation of the erga-
tive pattern as a stative predication of localization, while Montaut (2009b), 
in French, deals with ergativity and the classification of Indo-Aryan lan-
guages, touching upon a number of issues, most notably that of internal 
evolution versus contact with other families. 

The past three years have also seen an upsurge in the number of studies 
on the Munda languages of central and eastern-central India at European 
universities. A number of these are grammatical sketches on Munda lan-
guages found in the extensive overview of this family edited by Gregory 
D.S. Anderson (Anderson, 2008), such as the chapters giving a grammati-
cal overview of the three South Munda languages Gorum (Anderson & 
Rau, 2008), Gutob (Griffiths, 2008) and Kharia (Peterson, 2008a). Other 
studies on Munda languages include two studies on Kharia by myself, one 
in conjunction with Utz Maas. These include a study dealing with redupli-
cation, especially with respect to the masdar (Peterson & Maas, 2009), as 
well as an extensive Kharia-English lexicon (Peterson, 2009). 

There are also a number of projects within the framework of the DoBeS1 
program of the Volkswagen Foundation being conducted by, or in collabo-
ration with, scholars at a number of European research institutes, and a 
number of descriptive studies have been published by researchers in some 
of these projects in the past three years. For example, the Chintang / Puma 
project, led by Balthasar Bickel, and the project on Sri Lanka Malay, led 
by Umberto Ansaldo, both of which have now been completed, and the 
new project on the Kurumba Languages of the Nilgiris in South India, 
led by Christiane Pilot-Raichoor and Frank Heidemann. 

Among those studies by scholars involved in the first project just men-
tioned, a number of works have appeared within the past three years which 
should be mentioned here, such as Bickel, Banjade et al. (2007), dealing 
with prefix ordering in Chintang, and Bickel, Gaenszle et al. (2007), which 
discusses object agreement in Puma. Finally, Rai, Rai et al. (2009) is a Pu-
ma-English-Nepali dictionary and grammar of Puma, written in Nepali. 

A number of studies on Sri Lanka Malay have also appeared in the past 
few years by scholars residing in Europe, many of which are directly linked 
the DoBeS project mentioned above. These include first and foremost the 
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extensive, three-volume (811 pages) overview of this language by Sebas-
tian Nordhoff (Nordhoff, 2009), the author's Ph.D. dissertation, covering all 
aspects of the grammar (including history of the language, methodology, 
phonology, morphology, syntax, valency, grammatical relations and align-
ment, pragmatics and much more) and a number of texts. In a further study, 
Ansaldo & Nordhoff (2009) investigate the question of complexity in lan-
guage creation, using data from Sri Lanka Malay to test various generally 
accepted assumptions. Finally, although not related to the DoBeS project, 
Slomanson (2008) should also be mentioned in this respect, which investi-
gates the perfect construction in Sri Lanka Malay, using evidence from 
negation to argue that this construction is biclausal. 

Finally, four further descriptive/typological studies should be mentioned 
here: Bickel (2008) presents a typological comparison of Tibetan epistemic 
categories with agreement systems to determine how they are similar and 
how they differ from one another. Khokhlova (2009a), in Russian, dis-
cusses control of reflexivity in Hindi, while Khokhlova (2009b) deals with 
the position of Hindi with respect to the typology of verbs of motion as 
being verb-framed or satellite-framed. Two further studies by Anju Saxena 
deal with Kinnauri, a language of the West Himalayish group of the Tibeto-
Burman family: Saxena (2007) discusses contrastive focus in narratives in 
this language. More specifically, she deals here with the discourse func-
tions of the ergative marker, which she argues is used to mark a change in 
perspective. Saxena (2008b) then deals with the spatial and temporal exten-
sions of two morphemes in this language. The final study to be mentioned 
in this category is unique in that it is arguably a "South Asian" language, 
although it is not spoken in South Asia: Bizri (2009) presents a discussion 
of what the author refers to as "Pidgin Madam", a contact language which 
has arisen between female speakers of Sinhalese working as domestics in 
Lebanon and their Arabic-speaking employers. 
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4. Computational linguistics 

A large number of studies in this report come from the field of computa-
tional linguistics, many of them stemming from two multi-authored studies 
which have recently appeared, co-edited by Gérard Huet  Huet, Kulkarni 
& Scharf (2009) and Kulkarni & Huet (2009). These two collections con-
tain revised selected and invited papers from the first, second and third 
international symposia in Rocquencourt, France, Providence, Rhode Island, 
USA and Hyderabad, India, respectively, dealing with various aspects of 
Sanskrit computational linguistics, many by authors residing in Europe. 

We can begin here with a number of studies by Pawan Goyal and his as-
sociates: Goyal, Arora & Behera (2009) presents work towards building a 
dependency parser for Sanskrit, while Goyal, Kulkarni & Behera (2009) 
discusses programming concepts, techniques and paradigms used by 
Pāṇini. Finally, Goyal & Sinha (2009) deals with translation patterns be-
tween English and Sanskrit and Hindi and Sanskrit. Other studies contained 
in these two volumes by scholars working in Europe (and their associates) 
include Hellwig (2009), which describes a hybrid dependency tree parser 
for Sanskrit sentences; Houben (2009), which argues that confronting the 
Pāṇinian system of grammar with theories of constructional grammar and 
cognitive linguistics yields new perspectives on this ancient grammar; Huet 
(2009), which discusses "the mathematical structure of various levels of 
representation of Sanskrit text in order to guide the design of computer aids 
aiming at useful processing of the digitalized Sanskrit corpus." (Huet, 2009: 
162); a work by Malcom Hyman (Hyman, 2009), summarizing Pāṇini's 
treatment of sandhi, his notational conventions, as well as other formal 
aspects of his theory; two studies by Anand Mishra  Mishra (2009a), 
which proposes a Pāṇinian system of Sanskrit grammar for computer repre-
sentation, and Mishra (2009b), which provides a discussion of an extended 
version of the author's previously developed model for a computer repre-
sentation of Pāṇinian grammar; finally, Petersen (2009) provides a formali-
zation of Pāṇini's technique in the Śivasūtra for denoting sound classes. 

Other works which should be mentioned here include various works by 
Anju Saxena and her colleagues, such as  Saxena & Lind (2008), which 
describes the experiences made with the use of linguistic corpora in gram-
mar teaching and learning at Uppsala University, Saxena et al. (2008), 
which presents a brief description of on-going work on the Uppsala Hindi 
Corpus, and Saxena et al. (2009), which describes the authors' work on two 
parallel treebanks (Swedish-Hindi-English and Swedish-Turkish-English) 
and their value for teaching and research. 
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There are also a considerable number of computational-linguistic studies 
by Andrew Hardie and his associates which deserve mentioning here. Har-
die (2007a) deals with the problems of converting texts in the so-called 
"legacy" scripts into Unicode. A number of other studies deal with the sta-
tus of adpositions in Nepali (and elsewhere) based on electronic corpora. 
These include Hardie (2007b), which deals with collocational properties of 
adpositions in English and Nepali, Hardie (2008), a collocation-based ap-
proach to Nepali postpositions, and Hardie & Mudraya (2009), a contras-
tive analysis of adpositions in English, Nepali and Russian. Finally, Hardie 
and his associates have produced a number of studies dealing with ques-
tions of corpus linguistics and South Asian languages, such as Hardie 
(2009), which presents a survey of work to date in the field as well as a 
brief exploratory study of the lexical differences between Hindi and Urdu, 
Hardie et al. (2009), which deals with questions of tagging for the Nepali 
National Corpus (NNC), and Yadava et al. (2008), which again deals with 
the NNC and questions of tagging. 

Three further works which will prove useful to those interested in San-
skrit should also be mentioned here: Gérard Huet's Sanskrit Heritage Dic-
tionary2 and his massive (547pp.) Sanskrit-French dictionary, the Héritage 
du Sanskrit. Dictionnaire sanskrit-français, which is regularly updated.3 
Finally, Oliver Hellwig's highly useful Digital Corpus of Sanskrit (DCS), a 
searchable collection of lemmatized Sanskrit texts, hosted by the Heidel-
berg Research Architecture (HRA) at the University of Heidelberg, de-
serves mention here.4 
 

5. Educational works 

A considerable number of works designed for language learners have also 
appeared in the past three years. Indira Adilyevna Gazieva has published a 
number of Russian-language educational works in the past three years deal-
ing with various aspects of Hindi and its usage in different contexts, such as 
business writings (Gazieva, 2007a) and geography (Gazieva, 2007b), in 
addition to a textbook for self-study for language learners (Gazieva, 
2009b). Other works include Gazieva (2007d), dealing with the use of con-
ventional and electronic dictionaries in teaching Hindi, Gazieva (2007e), 
dealing with finding appropriate teaching materials for pupils learning Hin-
di in secondary schools, and finally, together with four of her colleagues 
(Gazieva, Grishina, Kononova, Senichkina & Pereverzeva, 2007) a collec-
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tion of authentic texts on various topics related to Indian culture and poli-
tics for students of Hindi. 

Further works in this category include various works written in German 
by Rainer Krack and Daniel Krasa, such as works on Hindi for Bollywood 
fans (Krack & Krasa, 2007; Krasa, 2007a), Hindi slang (Krack & Krasa, 
2008), two introductory works on Hindi for beginners (Krasa, 2009a, b), 
and an introductory textbook on Marathi (Krasa, 2007b). Finally, we 
should mention here Christophe Vielle's Malayalam manual (Vielle, 2008), 
written in French, which contains a brief overview of the Malayalam script 
and its history as well as five introductory chapters to the language. 
 

6. Other studies 

There are also a number of studies which either do not fit well into the cat-
egories in the preceding pages or which are contained in multi-authored 
works dealing with a number of different topics. We will now take a closer 
look at these. 

A considerable number of studies by European researchers appear in 
Masica (2007), a collection of papers growing out of the Fifth International 
Conference on South Asian Linguistics (ICOSAL-5), held in Moscow in 
July, 2003. These are, in order of their appearance there, Oranskaia (2007), 
dealing with lexical terms in Indo-Aryan languages denoting 'fear', Sigors-
kiy (2007) on case marking in Hindi from a historical perspective; Khok-
hlova & Singh (2007a), dealing with resultative constructions with an overt 
agent / possessor in western NIA languages, concentrating on Punjabi, Gu-
jarati and Marwari, in addition to Hindi-Urdu; Liperovsky (2007) on the 
marking of actants in Braj Bhasa in comparison with Modern Standard 
Hindi; Chevillard (2007b) on "syntactic duality" in poems in Classical Ta-
mil, with two contrasting poles, "marked" or "M-syntax" and "unmarked" 
or "U-syntax"; Peterson (2007a), which provides an alternative analysis of 
Kharia (South Munda) which does not make use of traditional parts of 
speech such as "noun", "adjective" and "verb"; Sitchinava (2007), dealing 
with markers of past time in Santali (North Munda); and Zakharyin (2007) 
on Pāṇini's lopa and "zeroing" in Modern Standard Hindi. 

Other titles which fall in this category include Asher (2008), the first 
chapter in Kachru et al. (2008), the extensive volume dealing with the lan-
guages of South Asia. Asher's study presents an overview of the linguistic 
situation in South Asia within a historical context; Bickel et al. (2009) is a 
probabilistic typology for the distribution of phonological word domains, 
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based on a sample of 70 typologically diverse languages, including a num-
ber of South Asian languages of Indo-European, Sino-Tibetan and Austro-
Asiatic stock, and Rai, Bickel et al. (2009), dealing with the mundum, the 
oral tradition among the Kiratis in eastern Nepal, and Chintang ritual lan-
guage. 

A large number of studies by Russian scholars fall under this category 
as well, such as various studies by Indira Adilyevna Gazieva and her asso-
ciates; Gazieva (2007c), in Russian, deals with onomatopoetic words in 
Hindi, while Gazieva (ed., 2008) contains a number of articles from partic-
ipants at the conference "Oriental languages and cultures", held at the Rus-
sian State University for the Humanities in Moscow in November, 2007, 
two of which, Khokhlova (2008) and Sigorskiy (2008), deal with South 
Asian languages. Gazieva (2009a), in Russian, on the other hand, deals 
with problems of translation between Hindi and Russian. 

The next two articles by this author and her colleagues are more socio-
linguistic in nature, such as Gazieva (2008), which deals with the frequency 
of "Hinglish" (Hindi and English used together) and "Indlish" (Indian Eng-
lish) in a number of domains, such as movies, literature, and elsewhere, 
while Gazieva, Grishina, Kononova & Senichkina (2007), in Russian, deals 
with the issue of gender discourse in Indian society. 

There are also a number of studies by Liudmila Khokhlova and her as-
sociates in this category: Khokhlova (2009c, in Russian, and 2009d) dis-
cuss the issue of Punjabi ethnicity, dealing with the role of religion and 
language in the ethnic self-identity of Punjabis; Khokhlova & Kozlova 
(2009), in Russian, takes a detailed look at various metaphors denoting 
pain in Hindi; and Khokhlova & Singh (2007b), also in Russian, is a com-
parative description of direct and metaphorical meanings of a number of 
verbs of motion in liquid from Hindi, Punjabi, Rajasthani and Gujarati. 

Finally, Montaut (2009d) is a sociolinguistic article which takes a closer 
look at the use of "regional" or "vernacular" languages by Indian authors 
and the bewildered reactions such writers often evoke; Peterson (2008b) is 
a brief, German-language introduction for non-specialists to the linguistic 
richness and variation of Jharkhand; and Saxena (2008a) presents an over-
view of a number of languages of the South Asian subcontinent for non-
specialists. 
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7. Concluding remarks 

As the preceding pages have shown, research on South Asian languages is 
taking place throughout much of Europe, and there are few aspects of these 
languages and few language families that are not currently receiving atten-
tion in Europe. Also, at least three major research projects funded by the 
Volkswagen Foundation have either left their mark on the linguistic scene 
or are now setting out to do so. 

The large number of individual homepages dedicated to these languages 
and their study is a further indication of the vibrancy of this field. Although 
there are far too many such pages to mention here, a few deserve mention, 
as they provide an important starting point for those who are trying to 
orient themselves in a particular field. Some of the more important sites run 
by individuals or research units in Europe include the following: My own 
Bibliography of Seldom Studied and Endangered South Asian Languages,5  
Resources for the Study of South and Southeast Asian Languages and Cul-
tures at the University of Göttingen,6 which also includes the highly useful 
page GRETIL  Göttingen Register of Electronic Texts in Indian Languag-
es and related Indological materials from Central and Southeast Asia,7 
Savifa, the Virtual Library South Asia at the South Asia Institute of the 
University of Heidelberg,8 and of course the indispensable Indology home-
page,9 in addition to the sites by Gérard Huet and Oliver Hellwig, men-
tioned above in section 4. 

And finally, a new series came into existence in 2009, edited by myself 
and Anju Saxena, which is dedicated entirely to the languages of South and 
Southwest Asia, Brill's Studies in South and Southwest Asian Languages. 

All these facts suggest that research on South Asian languages in Eu-
rope is in good condition, and it cannot be denied that the field is currently 
extremely vibrant and multifaceted. However, in past reports, e.g., Peterson 
(2007b), I struck a rather pessimistic note, as at that time a disturbingly 
large number of linguistic, Indological and other related departments had 
either already been closed or were set for closure. Unfortunately, little has 
changed in this respect since then, other than that more of these depart-
ments have indeed been closed. As the cuts have tended to hit the smallest 
departments the hardest, this usually means that Indological departments 
take the brunt of these financially motivated cuts. With that, work on South 
Asian languages in Europe is gradually becoming an area which is more 
and more dependent on the research interests of individual linguists and 
less a matter of institutionalized research programs. It remains to be seen 
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whether the current high level of studies can be maintained in the coming 
years, especially given the current difficult economic situation. 
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1. DoBeS  "Dokumentation bedrohter Sprachen" or "Documentation of 

endangered languages". For more information on these and other projects, see 
http://www.mpi.nl/DOBES/ 

2. Available under http://sanskrit.inria.fr/DICO/index.html 
3. Available under http://sanskrit.inria.fr/Dico.pdf 
4. Available under http://kjc-fs-cluster.kjc.uni-heidelberg.de/dcs/index.php 
5. http://www.SouthAsiaBibliography.de 
6. http://www.sub.uni-goettingen.de/ebene_1/fiindolo/fiindole.htm 
7. http://www.sub.uni-goettingen.de/ebene_1/fiindolo/gretil.htm 
8. http://www.savifa.uni-hd.de/home_en.html 
9. http://indology.info/ 
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Reviewed by Anjani K. Sinha 
 
The book contains a revised version of papers read at an international se-
minar on “The Construction of Knowledge” organized by Vidya Bhawan 
Society, Udaipur, India, in 2004. Nine of them are on aspects of interrela-
tion between mind, cognition, language and knowledge, and thirteen dis-
cuss practical experiences of teachers of language and social, ma-
thematical and physical sciences. The common thread that binds these 
scholars is their interest in and commitment to the growth of knowledge. 

Knowledge is a powerful tool for human beings not only became we 
know but also because we articulate what we know. Language plays a cru-
cial role in giving structured manifestation to our conceptual knowledge. It 
not only improves our consciousness but also makes the relation between 
concepts and language problematic. Tista Bagchi argues that it is essential 
to know how knowledge is constructed, if we want to enable children to 
acquire it effectively. Rajendra Singh argues that the most effective way to 
understand the construction of knowledge is to deconstruct.  He recapitu-
lates the controversy between Internalized Knowledge and Externalized 
Knowledge and summarizes Carstairs-McCarthy’s (1999) argument regar-
ding the evolution of language. Chomsky (2002: 148) insists that know-
ledge of language is unique to humans; it is internal to human mind/brain 
and it does not share any interesting property with “nonhuman primate 
calls” or “with gestural systems”. Belletti and Rizzi (2002: 151) speculate 
that “language could have come to existence suddenly through a single mu-
tation” but Singh (pp. 28-29) is not ready to accept “a radical dis-continuity 
between ourselves and other primates”. He is not satisfied with what the 
knowledge of language looks like at this point but wants to know how we 
got to this point. He is fairly convinced by Carstairs-McCarthy’s argument 
that the most distinguishing features of language--- large voca-bulary, dual-
ity of patterning, distinction between an NP and a sentence and recursion-- 
could be accounted for in terms of the modification of the vocal tract, plas-
ticity and secondary increase in the size of the human brain. Though I do 
not find this argument particularly convincing, it does open up fresh areas 
of enquiry. Though Chomsky assumes (2002: 146) that lan-guage is “the 
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result of biological evolution”, he also suggests that language faculty is 
biologically isolated (p.144). He is interested in showing how the language 
faculty meets certain conditions and he wants to discover them “in the 
course of the process of asking how the language faculty satisfies them” 
(p.160). Chomsky (1988:157) considers language faculty as a central ele-
ment of the human mind which “operates quickly, in a deterministic fa-
shion, unconsciously and beyond the limits of awareness and in a manner 
that is common to the species, yielding a rich and complex system of know-
ledge, a particular language”. He concludes that “for problem-solving and 
theory construction, there is nothing so specific”. However, it does not 
bother him. If a module of human mind is designed to be able to do X (e.g., 
to acquire language), it may ipso facto be incapable of doing Y. For in-
stance, “bats can echolocate with wonderful facility but understandably the 
physics of echolocation is beyond them. We can manage the latter but not 
the former”, he argues (Smith 1999: 161-162). 

Chomsky claims that human mind is richly structured in the domain of 
social reality, in scientific reasoning… and in aesthetic and moral judg-
ments. Modularity, whether of language, vision or morality, is the inner 
properties of the system, i.e., it is genetically determined. It constitutes a 
part of what it is to be human. There may not be any direct, verifiable evi-
dence but if a proposal is falsifiable, it is on the correct path. Chomsky ac-
cepts that every proposition is questionable. That is why he (1975: 5) ob-
serves that a significant notion of language “as an object of rational enquiry 
can be developed only on the basis of far-reaching abstraction”. 

While discussing the relation between language and cognition, Singh 
considers construction of knowledge and ‘cognition’ broadly as synonyms. 
Language may not necessarily be ‘thought’ but it allows thought to be ex-
pressed. However, as Vygotsky (1962) suggests, there is no thought 
process without language process, which does not mean that they are iden-
tical. Paintings and sculpture may also express thought but they need to be 
explained through language. Devitt (2006) believes in “intentional realism” 
and thinks that thought is prior to language which suggests that an organ-
ism could logically have the conceptual competence to think certain 
thoughts without having linguistic competence to express them. It is diffi-
cult to decide whether language had priority over thoughts or vice-versa 
but, undoubtedly, a human being is a biological organism and a thinking 
organism which acts because it thinks. 

According to Bhattacharya (p.39), Chomsky thinks that the faculty of 
language “is inserted into already existing ‘external’ systems: the sensory 
motor system and some kind of system of thought both of which are some-
what independent of language” but Chomsky would consider it erroneous. 
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When he (1988: 161) says that the mind is “modular”, he clearly means that 
it consists of “separate systems with their own properties”. Of course, the 
systems interact though we do not know how.  Chomsky (2000: 117-118) 
does not use ‘modularity’ in the sense of Fodor (1983) which keeps to ‘in-
put’ and ‘output’ systems. Though psychological mechanisms are “com-
posed of independent and autonomous faculties like perception of faces and 
of languages”, they “do not appear to fit within the framework of modulari-
ty so narrowly construed”, he asserts. Jayaseelan’s concept of modular 
view of mind and the place of Universal Grammar with reference to its in-
nate endowment is close to Chomsky’s.  

Bhattacharya (pp.41-42) discusses Chomsky’s notion of phase (as de-
veloped in Chomsky, 2001), differently from Chomsky’s. Chomsky argues 
that syntactic structures are built up in phases (e.g. a complimentizer phrase 
or a VP). Once a phase has been produced, the complement/head of the 
phase undergoes transfer to the PF and LF components and becomes impe-
netrable to further operations in syntax. Given this concept, it is surprising 
that Bhattacharya considers phases as “chunks of thoughts” (p.42). If a 
phase is a somewhat crude representation of thought itself, one wonders 
what chunks of thought are represented by the italicized phrases in the fol-
lowing lines from Lewis Carroll’s  Jabberwocky: 
 
`T was brillig, and the slithy toves 
  Did gyre and gimble in the wabe: 
  
Though they do not express chunks of thought, they show that the patterns 
(e.g. VP, NP) have a degree of life, irrespective of the words that make 
them up. 

Bhattacharya’s view that a word “cannot be decomposed into meaning-
ful sub-units” (p.43) is equally surprising. No proponents of new morphol-
ogy believe in mindless ‘chopping’ of words. If marwaanaa ‘caused to be 
killed’ can be morphologically derived from marnaa ‘to die’ and maarnaa 
‘kill’ in Hindi, kill can also be conceptually decomposed as {CAUSE [TO 
DIE]}. Bhattacharya’s plea for “a shared space in the community” of the 
speakers of a language is welcome and so can be a plea for “shared” know-
ledge. Of course, they cannot be shared “with eyes wide shut” if one speech 
community is not ready to accept something simply because it belongs to 
another community. This point has been made amply clear when Satyanath 
discusses instances of sharing of knowledge in a pluralistic society. It is 
through the complex interaction of continuity and change that a knowledge 
system is constructed and enriched. Such a process has little scope for 
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counter-posing ‘indigenous knowledge system’ to a so-called alien know-
ledge system even if it is a colonial legacy.  

Amritavalli argues for pragmatic transparency by making idealized 
form of knowledge interact with the real world knowledge. It is the latter 
which prevents the speaker from saying:  

*The boy was eaten by the apple.  
though he will have no difficulty in saying: 

The boy was eaten by monsters.  
The prototype theory (Rosch 1975) enables us to name an object on the 
basis of apparent, rather than real, transparency. It is because of fuzziness 
that the theory has come up as a better alternative to the theory of absolute 
categorization. A grapefruit is a citric fruit like an orange or a tangerine, 
yet it is called a grapefruit because it grows in a bunch like grapes. The 
Arabic word tamar-al-hind ‘dates from India’ (from which tamarind is de-
rived) is called so even though there is minimal resemblance between ta-
mar (dates) and tamarind. 

Mukherji’s semantic and linguistic explanation is a collection of loosely 
organized thoughts on semantics. One wonders how the syntactic ambigui-
ty of flying planes becomes the “ambiguity of a single sound” (p.102) and 
how it is connected with the next point he discusses, namely, the verbs 
(such as believe) which take a clausal complement. He fails to distinguish 
the believe type verbs from seem type verbs though they have been dis-
cussed by several generative linguists and philosophers of language. Many 
issues Mukherji raises in regard to semantic decomposition were raised by 
generative semanticists such as McCawley (1973, 1979), George Lakoff 
(1970, 1971) and Fillmore (1971) but he does not refer to them. Had he 
done so, he would have discovered the difficulty that Fillmore (1972) faced 
with regard to the decomposition of kill, murder and assassinate. Though 
all the three verbs have a common point (e.g. X CAUSE Y to DIE), there 
are basic differences involving the presuppositions attached to their argu-
ments. Murder presupposes that the murderer has a malice towards the vic-
tim while assassinate presupposes that the victim is a celebrity. The ques-
tion is: Where and how do we incorporate them while positing their seman-
tic primes?    

Jean Aitchison’s discussion on the role of nature and nurture is lucid 
and well-known (cf. Aitchison 1994, 2007, 2008). Sharma discusses the 
same issue, presumably from a behaviourist point of view (pp. 132-133). 
Pandey accepts the significance of both nature and nurture but focuses 
mainly on the development of phonological theories. He posits the phono-
logical inventories of Angami, Bhumij, Kashmiri and Toda, though he does 
not discuss them.    
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Vasishth et al. talk about noun modifier preferences with precision and 
visual clarity (e.g. on p. 170). The results are based on informants’ judge-
ments on sentences of relative complexity.     

The rest of the papers are reports on down-to-earth practical teaching of 
various subjects in challenging situations. While Patnaik and Banerjee dis-
cuss how to teach “summarization”, Jangid reports on a project on Whole 
Language Approach to the teaching of English to young children in an Eng-
lish medium school in Hyderabad. Her graphs indicating the growth of their 
literacy in English are self-explanatory. Devaki presents a comparative 
study of tribal children inside and outside the classroom. Inside, there is 
one-sided transmission of relevant information from the teacher; outside, 
the same students narrate their experiences excitedly presumably with some 
variations. Joshi talks about variations in the composition of his students 
even though they responded to the same pictures. Bhaduri talks about inter-
personal thinking with emphasis on the relationship between their concepts 
and language. Vandana Puri focuses on the crystallization of thought in 
children with a view to testing their intelligence whereas Saxena and Ma-
hendroo explain how they developed an interactive and innovative pedago-
gy for teaching Science at Hoshangabad. Subramaniam and Paliwal analyze 
their own experiences of teaching history to children in a remote area. They 
suggest that the matter be presented in the form of tangible images. It is as 
much true of history as of other social sciences. All these are narrations of 
felt experience. One wonders if they were ever exposed to what the propo-
nents of basic/Gandhian system of education (such as E.W. Aryanayakam) 
experienced during   1930-1950. The basic approach was similar, i.e., to 
teach every subject, including science and mathematics, using whatever 
tangible was available in the area concerned so that children were gradually 
exposed to abstraction. The Gandhian approach to education did not suc-
ceed because it ignored the urge for change in Indian society, and not be-
cause its pedagogy was not innovative.   

The two papers which demand special attention are the one on learning 
mathematics by H.K. Dewan and P. Ashok and the other on facilitating the 
understanding of physics. Both subjects are dreaded by children almost 
everywhere because they are taught in a dreadful manner. Perhaps one 
could pay attention to how uneducated villagers and tribals add, subtract 
and multiply while conducting business transactions in village markets. 
Vijaya Varma deserves special appreciation for removing our misunders-
tanding about some common phenomena of nature. Though students re-
ceive correct information in the classroom, it is not realized as a felt expe-
rience. The papers in this section remind us that pre-school as well as ele-
mentary education needs a fresh approach to get the children genuinely in-
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volved in what they are learning. As Jean Piaget (1971: 18) observes, ma-
thematics teachers should learn about “the natural psychogenetic develop-
ment of the logico-mathematical operations” in children. He (1975: 266-
345) discusses three forms of knowledge: (a) Innate (of a priori categories), 
(b) logico-mathematical structures and their biological significance, and (c) 
acquired knowledge of physical environment. It is heartening that the vo-
lunteer-teachers involved in the Hoshangabad project have come up with 
such generalizations. 

In brief, reading this book is a rewarding experience if one considers 
the theory of acquisition of knowledge in the light of experiences of actual 
practitioners. The book is of immense value to not only them but also to 
those who are interested in the philosophical and psychological aspects of 
construction of knowledge and their communication through language. 
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Shreesh Chaudhary 
Foreigners & Foreign Languages in India:  
A Sociolinguistic History 
 
2009. New Delhi: Cambridge University Press. xiii + 586 pp.      
ISBN: 978-81-7596-628-4. 
 
Reviewed by Rajend Mesthrie 
 
This work (FFLI) focuses on the histories of largely standard and official 
languages which were taken to India: Greek, Hebrew and Sanskrit (chap. 
2), Arabic, Persian and Turkish (chap. 3), Armenian, Portuguese, Dutch 
and French (chap. 4), and English – the latter broken up as English in 
relation to Indian languages (chap. 5) and English as an Indian language 
(chap. 6).  Gathering material from a number of different traditions and 
archives, the author provides an impressive account of the impact of these 
languages upon the development of several of India’s languages from their 
MIA (Middle Indo-Aryan) to MIL (Modern Indian Language) stage.  The 
focus is mostly on vocabulary development; syntax and morphology – 
considered the backbone of a language – are not discussed.   As such this 
work is accessible to a non-specialist with an interest in language and the 
languages of the area, since it falls to some extent into the genre of 
“external history” rather than strict linguistic history in the classical sense 
of the term.  It is an engaging and detailed account from which the linguist 
interested in more technical areas like phonology and syntax can glean a 
great deal from.  As Rajendra Singh notes in his preface (p. ix) what is 
interesting in this account is not the structural linguist’s laws and tenets but 
“how emperors and ambassadors, harlots and compradore elites, translators 
and interpreters helped and hindered new linguistic arrivals in India”.  This 
work therefore falls into a new area of interest increasingly called colonial 
linguistics and having such illustrious precusors as Frances Karttunen’s 
study of translators and interpreters in the New World (Between Worlds, 
1994). 

One has to admire the wealth of historical and sociolinguistic detail in 
the work, extending to the Hebrew links with the subcontinent (from 2000 
BC onwards) and the Armenian presence (from c. 150 BC).  But treating 
Sanskrit as akin to the other languages of foreigners and invaders is perhaps 
controversial; whilst most non-partisan accounts would see Sanskrit as a 
language that entered India from Central Asia, its longevity and evolution 



Rajend Mesthrie 176 

into the modern Indo Aryan languages via Prakrit and subsequent 
developments give it a special place different from Hebrew and Greek, its 
co-lingual counterparts of chapter 2.  This concern is strengthened by 
Chaudhary’s acceptance of the modern geneticists’ view that Dravidian 
also has its ultimate origins in south-eastern Europe. Moreover, as 
Chaudhary portrays it, Sanskrit can be considered both a mother language 
(in the historical linguist’s sense of mother and daughter languages) as well 
as a father tongue (p. 95), insofar as it continues to give immensely to the 
modern vernaculars, and still has people speaking it as a second or even 
(putatively according to the censuses) a first language.   

It is not possible to go into details of the contact histories of the major 
foreign languages with the MILS provided in FFLI.  It would be better for 
me to whet the potential reader’s appetite by citing some vivid 
characterizations and facts to savour along the way.  The fragility of 
communication that relies on translators and interpreters and the interests of 
the latter within a communicative economy is evident in several places. 
Chaudhary (p.69) cites Lipsius (1974:192), a biographer of Alexander the 
Great, who quotes a seer’s opinion that using interpreters ‘is like asking 
pure water to flow through mud’.  On p. 186 Chaudhary cites a well-
preserved example of early Urdu from the mouth of an upstart parrot in 
Humayun’s court – surely a unique piece of historical linguistic data. On 
pp. 251-5 one learns of the impact of the Inquisition upon Konkani in Goa, 
and of the contest between Franciscans and Jesuits in their attitude to 
Konkani: the former being against the use of local languages, the latter 
fully supportive, albeit with proselytising ambitions. We learn (on p. 260) 
of Brother Richard Stevens whose observations on the languages of India 
and their relation to Greek and Latin predated the more famous statements 
by Sir William Jones by almost two centuries.   In connection with Sir 
William Jones we are reminded that he had translated Kalidasa’s 
Shakuntala from Sanskrit into English (p. 325).  We also hear of the 
Scotsman John Gilchrist’s codifying of bazaar jargon into a grammar and 
lexicon of Hindustani around 1800, and of his efforts to eschew the words 
provided by his advisers who gave learned and poetic equivalents from the 
‘deserts of Arabia’, ‘the mountains of Persia’ or from the ‘dark intricate 
mines and caverns of Sanskrit lexicography’(p. 376) .    

While FFLI is rich in detail, it less certain on theory.  Here it suffers in 
two regards: (a) its generalizations about reasons for vocabulary change, 
and (b) its recourse to pidgin and creole theory.  I take the first point first.  
On p. 197 we are told that the masses spoke without regard to the origin of 
words.  This is of course a truism, especially where non-religious or religio-
cultural terms are concerned (Chaudury’s examples come from words in 
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Eastern Hindi for ‘within’, ‘no’, ‘enter’, ‘got and ‘began’). Etymology is 
the business of historical linguists, it plays little part in ordinary language 
processing and use.   In summing up his narrative Chaudhary asks why it is 
that some borrowings from English and Portuguese survive better than 
other words from these languages in Hindi, and again why native words 
also have fluctuating fortunes.  His conjectural response is not over-
convincing: “In either of these cases, words might occasionally wear out 
under constant use, may gain or loose [sic] one or two features of grammar, 
vocabulary and pronunciation may also change a little in meaning, but, on 
the whole they endure”.   The idea of wear-and-tear in vocabulary is not in 
fact endorsed in historical linguistics, with basic terms widely expected to 
survive over long periods of time: as in the famous Swadesh  list: mother, 
father, sister, sun, moon, stars, tree, fire, hand, walk etc. which was 
constructed  on the basis of resistance to wear-and-tear in language after 
language.  One is instead reminded of Jaberg’s dictum (1908) that every 
word has its own history. We may have to accept that vocabulary 
replacement is relatively ad hoc apart from some classes of religious terms, 
taboo, and cultural and technological concepts characteristic of a specific 
culture.  Colonialism and related kinds of conquest, of course, bring in new 
technologies, status and prestige, so that vocabulary replacement is 
heightened at such periods.  Again, easy cross linguistic generalisations 
might not be feasible: some cultures borrow more than others.  A linguistic 
ideology in some cultures favours calquing (loan translation) or internal 
compounding over direct borrowing.   

The second shortcoming pertains to the overuse of the P-C-N cycle of 
pidginisation – creolisation – nativisation in explaining language change.  
This motif occurs early in the book and is referred to in almost all accounts 
of the contacts between Indian languages with the different incoming 
languages of the last 2000 years.  Most sociolinguistic writing would not 
characterize these instances of contact-induced change in India as following 
a pidgin-creole cycle.  If such a claim were to be made, it would have to be 
robustly motivated and illustrated.  The only example of creolisation that is 
linguistically uncontroversial is the variety of Portuguese in Sri Lanka (see 
Jackson 1990).  All other cases show other kinds of contact-induced 
change: via adult second language acquisition, bilingualism and language 
shift.  Chaudhary’s discussions often point to the bilingualism of former 
times, the learning of foreign languages via education and coaching, and 
bilingual writing.  None of these are even vaguely suggestive of 
pidginisation and creolisation, which rest on the learning of a new code 
under great time constraints and little access to the TL (target language). 
Early pidginisation may even involve the formation of a new code for 
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communication in multilingual societies under social duress, without there 
being a TL in mind (Baker 1995).  It is rare to find an indigenous 
community in Asia and Africa which evolved a pidgin and later creole (in 
the strict sense of these terms) in response to an incoming prestige language 
and shifted to this creole.  In the colonies and related dominated territories 
(like the former ‘protectorates’), the local languages survived well, 
bilingualism was relatively slow to develop and when language shift did 
take place, the new language was adopted in a form resembling an L2, 
rather than a pidgin or creole.  Southworth once provided a detailed 
conjectural account in the 1970s of the evolution of Marathi using the tools 
of pidgins and creole linguistics.  He soon retracted the theory, 
acknowledging that the kind of changes evident in Marathi compared to its 
antecedent Prakrit occurred gradually over generations, rather than in a 
telescoped pidgin-creole crucible.   

Fortunately for FFLI, these two criticisms do not seriously detract from 
the pleasures of reading the work and the treasures of its external history 
and exemplification.  I would recommend to the reader to simply ignore the 
discussions in the text of matters pertaining to PCN and vocabulary 
replacement theory.  The work is generally well produced, though there 
was a rather large number of typos, exemplified in the misspelling of lose 
(as loose) in the citation above and several other places.  In one place the 
use of plural for generic singular is unintentionally comic: “even Akbar 
sometimes enjoyed wearing Portuguese dresses” (p. 238).    One assertion 
should be queried: the claim that Gandhi generally wrote in English seems 
unfair to this champion of vernacular languages (p526).  The classics Hind 
Swaraj, Satyagraha in South Africa and his Autobiography were all 
originally written in Gujarati, and the newspaper Indian Opinion which he 
founded in South Africa and which survived for over fifty years used 
Gujarati as a major language, with some contributions in Hindi and Tamil 
in its earlier phase. 

Notwithstanding my critique, FFLI is a work I shall be pleased to have 
on my shelves.  For the future, it would be a wonderful complement to this 
work for someone to research in similar detail the impact of incoming 
languages upon the Austronesian and Dravidian languages of India, two 
major families that predated the Indo-Aryan presence.  More especially, the 
give and take between Sanskrit and Proto-Dravidian would make a 
wonderful parallel study.   
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The Standard, (Non-) Rhoticity and Rhythm in 
Indian English: A Response to Lange 

Pingali Sailaja 

Indian English phonology has been studied more extensively than any oth-
er aspect of the variety. Yet, controversy surrounds this area. As will be 
seen below, contrary positions have been taken in the literature. The issues 
related to the standard, (non-) rhoticity and rhythm raised by Lange (2009) 
in her review of my book Indian English (Sailaja 2009) are addressed be-
low. 

On the issue of the standard, it is best to begin by considering how the 
standard may be conceived of. A good survey of the different approaches 
to the standard is presented in Crowley (1997). It could be uniform, excel-
lent or common, or a combination of these, as Crowley argues. Usually, it 
is the model used in education even if it is used by a minority. The stan-
dard, therefore, wherever it is drawn from, becomes a prescriptive model.  

The problem of defining standard Indian English applies equally to the 
definition of Educated Indian English as described by Nihalani et al 
(1979). First, as CIEFL (1972) says, English is used in India only by the 
educated. Next, there are several different types of educated Indian English 
and the bilingualism cline has been described by Kachru (Kachru 1965, 
1982). The accent varies considerably across the groups. Even among those 
who belong to the highest class i.e., at the level of the acrolect, there is 
considerable variation in accent. Given the several different accents in 
India, which of these is referred to by Educated Indian English? In fact, 
after providing a brief description of the differences between British Re-
ceived Pronunciation and Educated Indian English, Nihalani et al use 
another term—Indian Recommended Pronunciation—and lay down pre-
scriptive rules. It seems as if EIE is deemed to be the standard since it is 
considered to be more commonly prevalent. The standard described in my 
book is an accent which is completely devoid of regional markers. It is an 
accent considered to be excellent by people and one that they wish to have.  

Curiously, this standard cuts across the country and is usually free of region-
al features that mark the speech of most Indians. Whether the speaker is 
from Delhi, Calcutta, Bombay, Madras or Hyderabad, this is a speech varie-
ty that is Indian, but of a higher status than other varieties. (Sailaja 2009: 
18)   
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This is not an accent that can be associated with any group that is homo-
genous in terms of its socio-economic, geographical or linguistic back-
ground. As stated in the book, this is a variety that people aspire to acquire.  
Moreover, when overt teaching of pronunciation happens, what I have 
identified as the standard in my book is used as the model. CIEFL (1972) 
also describes an accent that is neutral and one that people aspire to. 
McArthur (2002) illustrates how the aspiration manifests itself. 

The proof of rhoticity or non-rhoticity in Indian English lies in the hear-
ing. Several speech samples of speakers from various parts of India were 
collected for the work and some of them are hosted on the website 
<www.lel.ed.ac.uk/dialects> providing the necessary auditory evidence. 
There are samples that are close to the standard and some that are non-
standard, and it will be observed that they are all completely non-rhotic, 
except one which is occasionally rhotic. To describe all (or most) of Indian 
English as rhotic is wrong.  

McArthur (2002) clearly acknowledges the existence of a variety of 
English pronunciation that is perceived as standard, carries prestige and 
one that people aspire to acquire. He traces the source of this standard in a 
fairly detailed manner. However, he does caution that it is not spoken by a 
majority of the people, which point I concur with. At the same time, I do 
believe that there is scope for misinterpretation in his writing. The para-
graph that describes the development of a standard accent is immediately 
followed by a list of Indian English features in which IE is described as 
rhotic. While I do not wish to second-guess what McArthur intended, it is 
doubtful whether he meant that the standard is rhotic. The features of the 
standard as identified by him, I believe, have not been provided by him. 
Finally, not everyone claims that IE is rhotic. Trudgill & Hannah (2002) 
state “[t]he English of most educated Indians is non-rhotic” (130). 

The point that IE rhythm may not be syllable-timed is argued out in the 
book In particular, I question the supposed non-existence of weak forms in 
connected speech. No speaker of standard Indian English articulates the 
full form of and in the phrase bread and butter in a neutral context. One 
sample on the website, the transcript of which is provided on page 156 
begins with “You’ll probably notice that. . .” The speaker does not say 
“You will probably notice that. . .” Earlier works on this topic do have 
statements like this: “General Indian is not stress-timed” (CIEFL 1972: 8, 
emphasis as in original). However, this is followed by “[t]iming APPEARS 
to be mora- or syllable-weight based” (CIEFL 1972: 8, emphasis mine). 
Other works have simply removed the uncertainty and have stated this as a 
fact. Most works which claim that IE rhythm is syllable-timed (such as 
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CIEFL 1972, Nihalani et al 1979, McArthur 2002, Trudgill & Hannah 
2002) do not give a single example to illustrate this point. Gargesh (2004) 
gives one example, which I refute in my work. 

In fact, to the best of my knowledge, Prabhakar Babu’s (1971a, 1971b) 
work is the only research that arrives at the conclusion that IE rhythm is 
neither stress-timed nor syllable-timed. And this conclusion is based on 
experimental work, small though it is which none of the other works has 
conducted. 

To repeat, the standard in Indian English pronunciation is an aspiration-
al model and not one that is necessarily spoken by the majority. Aspira-
tional models find a place in the curriculum and many schools have given 
importance to pronunciation. The mere fact of non-rhoticity does not imply 
that the speaker has a standard accent. “Most non-standard varieties of IE 
are rhotic…. There are those whose speech would be somewhere in the 
middle of the cline but they still may have non-rhotic speech” (Sailaja 
2009: 20). However, a speaker of standard IE will have a non-rhotic accent.  

IE must be viewed more in terms of a set of features that may manifest 
themselves in the speech of individuals, rather than as a constant. Individual 
variation is quite considerable in IE. The extent to which Indian features of 
pronunciation will occur in the speech of an individual varies from person to 
person. (Sailaja 2009: 19) 

The set of features described are “by and large, tendencies rather than ab-
solutes” (Sailaja 2009: 19).  
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Announcements 
 
 
 
 
The Gyandeep Prize 
 
We are happy to re-announce the continued availability of this annual 
prize. It will be awarded to the most outstanding student contribution to 
ARSALL. 
 
 
Housekeeping 
 
As it is still our intention to bring out future issues earlier than Novem-
ber/December of each year, potential contributors to ARSALL should get 
in touch with the editor as soon as possible. Our new deadlines are:  
 
November 1: initial submission 
March 1: final versions of accepted papers. 
 
Papers submitted after these deadlines will be processed, but only for a 
later issue. A paper initially submitted after November 1, 2010, for ex-
ample, will be considered only for the 2011 issue of ARSALL. 
 
Potential contributors are encouraged to send their initial submissions as 
word and pdf files (on the US letter-size template for contributions to 
edited volumes). The template is furnished by Mouton at their web-site: 
http://www.degruyter.com/cont/imp/mouton/moutonAuthors.cfm). 
 
Authors of accepted contributions must, however, follow the Mouton 
style-sheet and furnish their articles as word files (on the appropriate 
template) and their PDF versions. They must also send a 50 word bio-
blurb as a word file at the time of final submission. 
 
We reserve the right not to process papers requiring unnecessary editori-
al work. We would also like potential contributors whose primary lan-
guage is not English to have their initial submissions looked at by a 
competent writer of English





 

 

Notes on Contributors 
 
 
 
 
 
Shishir Bhattacharja, Ph.D. (Montréal) is Associate Professor of French 
at the University of Dhaka. He was trained in Indology and Linguistics at 
the University of Sorbonne, Paris and the University of Montreal. His most 
recent books are Sanjanani Byakaran (1998), a collection of articles, writ-
ten in Bengali, on generative syntax, and Word formation in Bengali: a 
Whole Word Morphological description and its theoretical implication 
(2007), an exhaustive morphological description of Bengali. 
(shishir.bhattacharja@gmail.com) 
 
Probal Dasgupta, Ph.D. (New York University) has taught in Kolkata, 
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Press, 2000) and Language in South Africa (Cambridge University Press, 
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John Peterson, Ph.D. (Kiel), currently visiting professor of Linguistics at 
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University of Hyderabad. She is interested in the historical, educational and 
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