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10 The exploitation of chemometric methods in the
analysis of spectroscopic data: application to
olive oils

A. JONES, A, D.SHAW, G. J. SALTER, G. BIANCHI
and D. B. KELL

L1 Iantroduction

Multivariate analysis is (he term used to describe the analysis of data where
numerous observations or variables are obtamed for cach object studied
(Afih and Clark, 1996). The identity or value of any one object sample will
be reflected in some or all of the variables measured 1o a greater or lesser
degree. With spectroscopic data it i1s not generally possible (o identify or
quantify an object from one variable (Mark, 1991). This may, however, he
achieved by disentanglng the complicated interrelationships between a
number of the vanables by means of multivariate statistical methods
{(Martens and Nies, 1989).

Classification problems are those where the aim is to identify objects, for
example the region of origin of an olive oil. Quantification problems are
those where the aim is to predict the magnitude of a quantity, for example
the amount of an adulierant in an olive oil. Multivariate methods may be
applied equally to either.

In recent years, more powerful computers and widely available statstical
software have led to o tremendous increase in the nuse of multivariate data
analysis. With the power of modern computers, most efforts have focused on
analysing the whole spectrum of data (Brereton and Elbergali, 1994). This
approach relies on statistical software to produce optimum results from the
data fed into 1t; much ol these data could contain little information, and
therefore be of no value 1o the model.

Recent research has shown that judicious variable selection can improve
statistical predictions ol models (Baroni er al., 1992; Brereton, 1995; Brer-
eton and Elbergali, 1994; Broadhurst er al., 1997; Brown, 1993; Cruciani and
Watson, 1994 Defalguerolles and Jmel, 1993 Huazen, Arnold and Small,
1994; Heikka, Minkkinen and Tuavitsainen, 1994; Kubinyi, 1994a, b, 1996:
Lindgren et al., 1995; Morinder, 1996; Shaw er af., 1996, 1997, Sreerama and
Woody, 1994); statistical theory, in particular the parsimony principle
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(Flury and Riedwyl, 1988 Seasholtz und Kowalski, 1993), supports these
resulis,

Olive oil is an ideal candidate for multivariate analysis, For economic
reasons, the labelling of olive oils is frequently falsified (Collins, 1993; Fire-
stone und Reing, 1987, Firestone, Carson and Reina, 1988; Firestone ef al.,
1985; Li-Chan, 1994; Stmpkins and Harrison, 1995b; Zamora, Navurro and
Hidalgo, 1994), so there is a need for casy and cheap methods for ideniifica-
tion. This chapter concentrates on the application of multivariate methods
to nuclear magnetic resonance (NMR) and pyrolysis mass spectromelry
(PyMS) data. [t provides a briel introduction to principal components
analysis (PCA), principal comiponents regression (PCR), partial least
squares regression (PLS)Y and the use ol artificial neural networks (ANNSs),
then moves on to variable selection and its application to olive vil data,

16.2  Glive ail
10.2.1  Feonomics

The value of olive oil produced annually is around USE2.5 billion (Kirit-
sakis, 1991), other olive products amounting to around US$300 million. A
total of 9.4 million tonnes of olive fruit are produced per annum from 805
million olive trees worldwide, occupying some 24 million acres of lund, Some
98% of these trees are in the Mediterranean area. Of the 60 million tonnes of
seed oil consumed worldwide every year, 2 million tonnes are olive oil
(Anon., 1994),

Almost 25% of the farming income in the Mediterranean basin 45 a whole
comes from olive products, Spain and Italy being far and away the largest
producers, with Greece (with around half the production of Spain and laly)
coming third, In 1987, Italy and Spain contributed about 65% of world olive
production {Satunkhe ¢r of., 1991).

Olive production often follows a two-year cycle, a good crop one vear
being followed by a poor or medium crop the next year. This is probably the
biggest problem facing the olive industry (Kiritsakis, 1991).

10.2.2  Chemistry

The olive fruit is a drupe, that is to say it contains a stone, pulp and an outer
skin (like a plum). The chemical composition of the (ruit (Bianchi, Giansarte
and Lazzari, 1996) is approximately as given in Table 10.1. Table olives
generally have a lower oil content (around 10%~14%) than olives used for oil
production.

The main fatty acids contained in olive oil, which are attached (esterified)
to the glveerol backbone in one of the three locations «, B or « are shown in
Table 10.2.

Supplied by the British Library 26 Feb 2020, 10:48 (GMT)




CHEMOMETRIC METHODS 319

Table 10,1  Chemical composition of the olive {ruit

Component Percentage
Walter 48

il 21

Mono- and disaccharides k!
Paolysaccharides 27

Waxes, triterpenes and phenols ]

Other minor components Trace
Total 100

Table 10,2  The main fatty acids contained in olive ol

Acid Abbreviation Percentage  Structure

range
Saturated
Palmitic acid C16:0 7.5-20 CH;—(CHy},,—COOH
Stearic acid C18:0 0.5-5 CH—(CH,),,—CO0OH
Lignoceric acld  C24:0 1.0 (max.,)  CHy—(CHy)y—COOH
Monounsaiurated
Palmitoleic acid  C16:149 0.3-3.5 CH;—(CH»} HC=CH—(CH,};—COOH
Oleic acid C18:1A9 56-83 CHy—(CH, );—HC == CH—(CH} ),—COOH
Eicosenoie acid  C2001A11 trace CH;—(CH;);—HC=CH—(CH, ),— COOH
Polyunsaivraied
Linoleic acid C18:209, 12 3,5-20 CHy—(CH;),—HC=CH-—CH,--HC

= CH—(CH3),—COON

Linolenic acid CI8:3A9,12,15  0.0-1.5 CHy—CHy—~ (HC=CH-CHy},

~{CH;),—COOH
Arachidonic acid C20:4A5,8,11,14 0.8 (max.)  CH;—(CHy),—(HC =CH—CH,),
—(CH;),—COOH

Other saponifiable constituents include phosphatides. Minor constituents,
together called the ‘unsaponifiable fraction’, include hydrocarbons, ter-
penes, fatty alcohols, wax, phenols and amino acids. In addition, there will
be a small amount of free fatty acids (FFAs), the amount being dependent
on the grade of oil,

Virgin olive oil is the oil extracted by purely mechanical means from
sound, ripe fruits of the olive tree (Olea europaea L.). Extra virgin olive oil
is absolutely perfect in flavour and odour, and has a maximuom free fatty
acid content in terms of oleic acid of | g per 100 g (EC, 1991; Goodacre, Kell
and Bianchi, 1993; Kiritsakis, 1991).

Compared with other edible oils, olive oil contains a low percentage of
saturated fatty acids (that is, fatty acids with no double bonds in the carbon
chain) at around 16% (mainly palmitic, 16:0). It contains a high percentage
of monounsaturated fatty acids, around 70% (mainly oleic, 18:1) (MAFF,
1995; Mottram, 1979) and around 15% polyunsaturated fatty acids (mainly
linoleic, 18:2).
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Virgin ohve oil generally conserves {or o longer time than do most other
vegelable oils (the maximum duration of optimal usape is often around 18
months). [t is suggested that this is a result of the combined effect of a high
monounsaturate content and some of the minor constituents of the oil,
which act as antioxidants, Perrin (1992) identifies phenolic compounds as
the main antioxidants; Kiritsukis and Dugan (1985) additionally mention
carotene, whilst noting that chlorophyll has the opposite effect.

Gareia ef al, (1996) note the effects of storage temperature of the fruits
belore oil extraction on the guality of olive oil. Prolonged storape at the
wrong temperature (which, at least in Spain, is typically in great heaps in the
open air) can, they point out, increase the amount of free oleic acid; this
affeets the grade of the oil. This 1s a problem in Spain, as there are insuffi-
cient mills to process all the olives at the peak of the harvesting season, The
problem may be overcome by storage in cool buildings (Kiritsakis, 1991).

Other factors alfecting the chemistry of the ol are the extraction method
used (Aparicio, Navarro and Ferreiro, 1991; Rade er /., 1995; Ranalli and
Martinelli, 1994), storage conditions (Garcia ef af., 1996, Kiritsakis, 1984;
Rade ef al., 1995), orography (e.g. distance from sea, altitude) (Aparicio,
Ferreiro and Alonso, 1994, Armanino, Leardi and Lanteri, 1989) and the
time of harvest (Boschelle or ol 1994 Haumann, 1996; Tsimidou and
Karakostas, 1993).

There are various accepled classifications of olive oil (Kiritsakis, 1991).
The European Union rules governing olive oil classification are very com-
prehensive, covering in 83 pages not only the oil characteristics but also the
methods of analysis to be used, right down to the selection of tasters (EC,
1991),

10,23 Health aspeets

Much has been made in recent years of the so-called ‘Mediterranean diet’
{Gussow, 1995; Trichopoulou et al., 1995b; Tsimidou, 1995), of which
olive oil is a basic ingredient, Olive oil has a fine aroma and a pleasant
taste, which is generally agreed to be al its hest in extra virgin olive oils, and
15 considered to have many nutrittonal and health benelits (Kiritsakis, 1991).
It is almost the only vepetable oil o be consumed as it is, that is
without raffination (excluding the little-consumed nut and sesame oils)
(Perrin, 1992),

There are many varied claims and suggesied reasons as to the health
benefits. There is very strong evidence (hat olive oil consumption reduces
the risk of death due to circulatory system discases (Fraser, 1994; Kafatos
and Comas, 1991). Visioli and Galli (Galli, Petroni and Visioli, 1994; Visioli
and Galli, 1994, 1995) suggest that this is at least partially because of the
presence of natural antioxidants (including the hitter-tasting glycosidic
compound oleuropein) and micronutrients preventing low-density lipo-
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protein (LIDL) cholesterol from oxidizing |oxidized LDL particles ure
particularly atherogenic (Fraser, 1994)] and so retarding the formation of
atherosclerotic lesions (MAFEF, 1993). They say that these antioxidants and
micronutrients are present in large amounts in extra virgin olive oil (lesser
amounts are Tound in other grades of olive oil). They imply that these
properiies may be more important than the high monounsaturated/saturated
Fatty acid ratio, and even suggest (Visioli, Vincert and Galli, 1995) that the
wastewaler used for washing the olive paste during o1l production could be
wtilized as 1t too is high in antioxidants.

A diet relatively high in monounsaturated fatty acids (MUPFAs) doey
in any case reduce the levels of the undesirable LDLs in the body
(Bosaeus ¢ af., 1992 MAFF, 1995; Shepherd and Packard, 1992); indeed
the reduction s as preat as that ol a low-fat, high-carbohydrate diet (Kalatos
and Comas, 1991), There is also evidence that a high MUFA diet increases
the beneheial high-density lipoprotein (HDL) cholestierol, in contrast (o
polyunsaturated fats, which decrease both LDL and HDL levels (Kafatos
and Comas, 1991), although this finding 15 not universally accepted
(Haumann, 1996),

It has also been suggested that increased olive oil consumption helps
prevent the onset of rheumatoid arthritis, and reduces its severity (Linos e/
al., 1991).

The importance of monounsaturated fats has been recognized only in
recent years: nol so long ago they were completely overlooked with regard
to blood cholesterol levels in favour of polyunsaturated futs (Mottram, 1979,
pp. 52-3),

Martin-Moreno er al, (1994) also note that olive oils contain a ‘generous
amount of antioxidants’ and speculate that “diets high in monounsaturated
fats presumably vield tissue structures that are less susceptible o antioxidat-
ive darnape than would be the case in high polyunsaturated diets’ (p, 778).
They identify an mverse correlation between breast cancer and olive
oil intake, as do Trichopoulou and co-workers (Trichopoulou, 1995; Tri-
chopoulou er al., 19954, b), who also claim that marparine consumption
increases this risk. Trichopoulou er al. (1995¢) suggest that olive oil
consumption is one of the factors in the traditional Greek diet that 15 a
cause of the longevity of those elderly people in a study group who
followed that diet, Greece has the highest consumption of olive oil in the
world, at 20.8 kg per person per year (Kiritsakis and Markakis, 1991), or
57 g a day (at 5300 calories, around 20%-25% of the energy requirement of an
adult).

Murphy (1995, p. 302) notes that ‘over the next decade and beyond, we
face the prospect of being able Lo engineer most major oil crops to produce
the fatty acid composition of our choice’. So, if monounsaturates in olive oils
were the only reason for the health benefits claimed, this selling point might
not have much of a future,
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10,24 Analvsis

As a conseguence of the benefits mentioned, and because of the amount of
labour and land needed to produce a given amount of oil, olive oil com-
mands a much higher price than do most other edible oils. This in turn
means that there is a greal temptation to adulterate the oil with 4 cheaper oil,
such as olive pomace oil, corn oil, sunflower oil, or even lard or castor oil
(Firestone and Reina, 1987; Firestone, Carson and Reina, 1988; Firestone ¢/
al., 1985: Zamora, Wavarro and Hidalgo, 1994), Rapeseed oil, which can
have a similar quantity of oleic acid (Shahidi, 1990), and high oleic sun-
flower oil, are also popular choices as adulterants, In addition, il is claimed
that many oils purported to be extra virgin had been processed i order (o
reduce the acidity level and so gain this classification. Firestone er al, (1985)
reported on a US survey in which 4 out of 5 virgin olive oils were correctly
labelled, compared with only 3 out of 20 olive oils. In 1988 they followed up
the 1985 report (Firestone, Carson and Reina, 1988), noting some improve-
ment, This time, although only 17 out of 31 virgin olive oils were correctly
labelled, so were 15 out of 26 olive oils; over 40% were incorrectly labelled, A
British Broadcasting Corporation (BBC) radio investigation into olive oils in
May 1994 suggesied similar figures for the British market.

The necessity ta he able to detect adulterations in oils in general was
highlighted in May 1981, when 20000 people became ill and 350 died in
Spain after consuming oils containing ‘refined’ aniline denatured rapeseed
oil (Aldridge, 1992),

One problem faced today is that, as detection methods become more
sophisticated so too do the methods of the adulterators. Some methods,
which rely on the detection of compounds which do not appear in the
genuine product, are useless if the adulterator knows the technique and
therefore removes the offending compound (Aparicio, Alonso and Morales,
1996),

Grob er al, (1994a) report that extra virgin oils can be distinguished by the
presence of a substantial quantity of volatile components (i.e, they have not
heen deodorized). If nonce of these volatiles is present, the oil has been
treated. ‘Pure’ oils, being a blend, are more difficult to distinguish. Grob e/
al. (1994b) were able to detect adulteration of alive oils down to 10% (even
lower for most oils) by using LC-GC-FID (liquid chromatography-gas
chromatography-flame iomzation detection) by direct analysis of these
minor components. They do note, however, that strong raffination made
adulteration difficult 1o delect,

Historically, and indeed to the present day, panels of trained assessors
have been used to differentiate olive oils (Aparicio and Morales, 1995;
Aparicio, Gutierrez and Morales, 1992; Lyon and Watson, 1994; Morales
et al., 1995). Chemometric methods applied to the results of such panels
do indeed give good results, but it 18 slow and restricted (o the sensory
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characteristics. Problems arising from different panels deseribing the same
sensory attribute with different terms (which 16 quite understandable when
panels are from different cultures and use different lanpuages) may be over-
come by means of sensory wheels, a techmque which explores the relation-
ships between sensory atlributes (Aparicio and Morales, 1995 Boskou,
1996). Also, in the present scientilic chimale, where the culprits’ methods
are becoming ever more sophisticated, it 1s not possible to use taste panels to
detect reliably the adulteration or misclassification of origin. Such a method
cannot, according to Peri and Rastelli (1994), be used as a legal tool for
evaluating quality or origin, although it still s (EC, 1991),

CGoodaere, Kell and Bianchi (1993) were successful in detecting adultera-
tion of extra virgin olive oil by using ANNs and PyMS. Extensions to this
work ure described below in the section on pyrolysis mass spectrometry.

The Institute of Food Resecarch (1IFR, 1994) used Fourier transform infra-
red (FTTR) spectroscopy and NMR (not stated, but presumably C) for the

identification of oils. Both methods successtully differentinted olive oils of

“differing botanical origin’ and could also diseriminate extra virgin and other
prades of olive oil. Fatty acid composition was found to be the main factor
for discriminating the origin, and ‘other trace analytes” were used to distin-
guish the grade of oil. Other workers have also successfully applied FTIR 1o
the analysis of olive oils and other edible oils (Ismail er al, 1993; Lai,
Kemsley and Wilson, 1994, 1995; van de Voort, 1994; van de Voort, Ismail
and Sedman, 1995; van de Voort et al., 1994a, b).

Despite the 1FR results, Zamora, Navarro and Hidalgo (1994) were also
able to distinguish between different grades of oil by means of "¢ NMR
alone, which relies largely on the fatty acid composition. Forina and Tiscor-
nia (1982) apree that fatty acid content is important in the geographical
classification of olive oils.

Viahov (1996), at the Istituto Sperimentale per la Elaioteenica, has used
BONMR Lo determine the quantities of diacylglycerols (DGs), both 1,2-DG
and 1 3-DG, in olive vaneties Grossa di Cassano, Mebbio, Coratina, Lec-
cine, Dritta and Caroleo. It was found that the later-ripening olive varieties,
C'oratina and Nebbio, had significantly lower DG otals than had the other
varieties. The ratio of 1,2-DG and 1,3-DG also varied significantly between
varieties. She concludes that the results may represent preliminary new
parameters {or future analysis, No monoacylglyveeride signals were found
in the samples analysed. Other preliminary work by Valhov and Angelo
(1990) has suggested that the posttion of fatty acids within the triglveendes
may be important for discrimmation (Foring and Tiscorma, 19827 Zupan
and Gasteiger, 1993).

Very recently, high-field 'H NM
group for regional and variety discrimination of virgin olive o1l (Segre ef
al., 1996) and oil quality (Sacehi, 1996). They suggest thatl proton NMR at
very high field (they were using 600 MHz) can be a more powertul technique
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than *C NMR for quality control of virgin olive oils. Their resulis for
region and variety are promising butl suggest that further work is yet
required. Their variety resulls were obtamned with oils from Umbria only,
rather than oils from various regions.

(iig)’mli Duaghetta and Sidoli (1994) used high-pressure liquid chro-
matography (HPLC) for geopraphical characterization of olive oils, Using
ratios of OO0, SO0, LLL and OOL (O = olei¢, § = stearic and L = linoleic
acid) and ECN (equivalent carbon number) they were able to distinguish
Moroccan, Tunisian, Greek, Spanish and Sicilian oils. Their results
also show that many bought oils do not fit into any ui their calegories,
suggesting  the possibility of adulteration. Perrin (1992} notes that
Tunisian olive oil has a muoch lower rmmnurmzlumu:/’pcﬂymisaturma
ratio than do oils of other countries (less than 3:1 compared with 4:1-10:1

generally).
Boschelle er al. (1994) appiicd chemometric mathod% o chemophysical
data to identify the cultivar of olives from the Gulf of Trieste area. They

were successiul in distinguishing the local variety Blam:hera from those
newly introduced into the region.

Tsimidou and Karakostas (1993) used data on the percentage of five faity
acids (palmitic, palmitoleic, stearic, oleic and linoleic — data on minor acids
were not available) to classify Greek olive oils by region. Their results show
that year of harvest is more influential in PCA than is variety or region of
origin. In conirast (o the results shown later in this chapter (Section 10.4),
they found more difficulty in distinguishing variety than region.

Zupan and Gasteiger (1993) used Kohonen ANNs (o discriminate Halian
olive oils by region, suggesting that this is much better than PCA for
mapping onto a two-dimensional plane. The network inputs were the fatty
acid content of 572 olive oils from nine different areas of Italy (north and
south Apulia, Calabria, Sicily, inner Sardinia, coustal Sardinia, east and west
Liguria and Umbria). The analysis used the percentage of eight fatly acids
(palmitic, palmil‘cﬂcic, stearic, oleic, linoleic, arachidie, linolenic and eicose-
noic) in the oil, determined previously by unstated methods (presumably
GCY). Although not able to identify any of the regions with 100% accuracy,
fthe "'oh('nmn nets were able Lo predict correctly up to 302 oils from a test set

122 (although 51 of these 302 were only correctly assipned by using a K
ncxarc%tanelghbgwur decision for empty space hits). Forina and Tiscornia
(19% ’>) using the same data set, were able o predict oils with 94.5% accuracy

by using a K nearest-neighbour decision projected onto the hyperspace of

the training set variables, The test and training seis were randomly selected
and were repeited ten Umes,

Garcia and Lopez (1993) and Aparicio, Alonso and Morales (1994h) were
able to distinguish between ltalian, Spanish and Portuguese olive oils by
using an expert system, SEXIA (Aparicio and Alonso, 1994). For the Ttalian
regions, Garcia and Lopez were able to distinguish 99% of their Sardinian
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samples, 91.3% of the northern Nalian samples, but only 77.4% of the
southern Italian samples. They note that there is evidently greater disparity
between oils from the south. These figures would appear to be in line with
our results shown later in this chapter (Section 10.4.12), where Toscana
region oils were much easier to predict than southern oils.

Guinda, Lanzon and Albi (1996) were able to distinguish five varieties of
Spanish olive oils by examining the hydrocarbon fraction (excluding squa-
lene) of 50 oils from six provinces of Spain. They did not use chemo-
metric techniques, but a simple decision tree (e.g. if Percentage First Fraction
C25 = 28 then variety = Empeltre else . . ).

Sato (1994) showed that near infra-red spectroscopy can be used with PCA
to discriminale many vegetable oils from each other, including olive oil.
Schwaiger and Vojir (1994) had similar success with GC analysis and PCA,
the first two principal components separating olive oil well from the other oils.

Although the Raman effect was discovered in 1928 by Sir Chandra-
sekhara Venkata Raman, it has not until recently been applicd to food
adulteration problems (Bacten er al., 1996; Li-Chan, 1994; Ozaki ef al.,
1992; Sadeghi-Jorabchi er al, 1990, 1991). Baeten ef al. (1996) used FT-
Raman which, they claim, produces fluorescence-free spectra, using a
1.064 pm laser. They were able to detect adulteration with soybean, corn
and olive pomace with 100% accuracy down to 1% adulterant. In fact 780 nm
excitation in a confocal instrument (Williams, 1994; Williams e7 al., 1994)
produces excellent dispersive Raman spectra from olive oils in a wholly non-
invasive fashion (N. Kaderbhai and the authors, unpublished observations).
Baeten e/ al. (1996) comment that at present liquid and gas chromatography
is the most accurate technique to delermine adulteration, and it is this
method that is the European Union adulteration standard (EC, 1991), but
that FT-Raman has the potential for detecting adullerants beyond the limits
of liquid and gas chromatography.

Not surprisingly, climate has been shown to affect the chemical composi-
tion of olive oil (Aparicio, Ferreiro and Alonso, 1994), Variations in chemi-
cal composition between regions are presumably largely explained by this
factor (although there are probably other lactors).

Simpkins and Harrison (1995a) summarize many of the methods used for
detection of authenticity in olive oils and many other food products. They
note that most new applications they reviewed relied on advanced statistical
procedures for data analysis.

Li-Chan (1994) reviews current developments in the detection of adultera-
tion of olive oil, pointing out that multivariate spectroscopic methods of
analysis derive their power from the simultaneous use of multiple variables in
the spectrum. The effect of interference in some variables can then be reduced
by the calibration method used (PCR, PLS, ele.). This type of approach has
previously been used for crude petrochemical oil, as described by Kvalheim
et al. (1985) and Brekke ef al. (1990), with very promising results.
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Aparicio, Alonso and Morales (1996) suggest that the future lies in

spectroscopie (probably, they say, FT-Ramun) and chromatographic tech-
miques, coupled with mathematical algorithms.

1.3 Data acquisition methods

1031 Nuclear magnetic resoniance

According to Yoder and Schaeffer (1987), NMR spectroscopy is prabably the

mast powerful tool available to the chemist for the probing of the structure of

molecales. Tt can rapidly produce data from which struetural formulas and
even some three-dimensional aspects of the structure of molecules can be
deduced. Its use is in the detection of nuclear-spin reorientation in an applied
magnetic field (Campbell and Dwek, 1984), Indeed Harris (1986) claims that
it is arguably the single most important tool for obtaining detailed informa-
tion on chemical systems at the molecular level, TUis certainly recognized as a
viluable technique lor analysing food pl“oduvzr Belton, 1995).

Nuclei of certmin isotopes (e.p. 'H.C “F) possess intrinsic angular
momentum or spin (they are said to be .‘spmndci!‘\’c‘ and have the ability to
resonate). A nucleus which is spinning also possesses an associated magnetic
moment . When placed in a strong magnetic field, these nuclei can absorb
electromagnetic radiation in the radio frequency range. An NMR spectro-
meter picks up and displays the precise frequency at which resonance takes
place (Williams, 1986).

Carbon forms the backbone of all organic molecules, and Carbon-1
(“_) is the only magnetic carbon isotope (Wehrli, Marchand and Wehrh
1988). From the point of view of the organic chemist, it is fortunate that such
an isotope exists, forming some 1.1% by weight of naturally occurring
ciarbon (Stryer, 1981).

In the field of olive oils, NMR has been applied before (Anon,, 1994:
Bianchi ef «f., 1993, 1994a: Gussoni er al,, 1993, IFR, 1994: Zamora,
Mavarro and Hidalgo, 1994), demonstrating the potential of this technigue
for analysing olive oils, Brekke e of, (1990) and Kvatheim er al. (1985) also
show that a combination of NMR and PCA can be used to distinguish
between different North Sea crude oils.

Theory, The magnitude of the spin (angular momentum) of the nucleus is
I + 1) Y2 where 7y the nuclear spin quantum number and /i is the
reduced F’!amk s constant f/2n. 1 may have only integral or half-integral

salues (0, 1 & b I%),.._ 6, 10 uniis of i:.ur) Emchﬁlm 1993), the value being
dependent upon the isotope. For BCand 'H, | = L When | = 0, the nucleus
has no angular momentum, Transitions between nuclear spin energy levels
give rise to the resonance phenomenon ol NMR.
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In 4 nucleus contaiming an even number of both protons and neutrons,
! = 0. This includes the common atoms C and "0, This leads to mn%ider»
able simplification of the spectra of organic molecules, The reason Tor this
that nucleons with opposite apin can pair (though neutrons can pair only w;lh
neutrons, and protons with protons), just as electrons pair. It the numbers of
neutrons and/or protons is odd, then the spin is non-zero, though the actual
vitlue depends upon orbital-type tnternucleon interactions (Akitt, 1983 )

Because it s ditfficult to know to sufficient accuracy the value of the
magnetic eld applied ( H‘n"ria; J986), a standard of known resonance fre-
quency is usually vsed. The most convenient standard for *C and proton
MMR is tetramethylsilane (TMS) beciuse it contains four equivalent carbon
atoms, and the resultant strong signal means that only a small amount (1%
%) need be added; it gives rise to sharp signals, is chemcally inert and is
soluble in most organic materials (Kemp, [986), The TMS peak is tuken as 0
in the & scale and increases in o downtield direction,

The resonance frequency vy of an isolated nueleus is:
15y

2

Vi o= “0”
where By s the strenpgth of the steady magnetic freld and 18 4 constant (the
gyromagnetic ratio) (Stryer, 1981)

Depending on the chemical environment (bondings, cic) the precis
resonance frequency of any one "C atom will be shifted by a few parts per
million (ppm} from that of the standard, This is the chemical shift. The
formula for calculating the chemical shift &, then, iy

Vaanple Vet AVanaple(H2)
Vie Veer (M Hz)

5 10.2)
(adapted from Brevard and Grainger, 1981, Frieholin, 1993).

The nucleus of an atom is surrounded by electrons. The electron cloud
shields the nucleus to some extent from the applied magnetic field. The
amount ol shielding depends on the nature of the eleetrons around the
nucleus and is given by the formula

Bm";‘ = b'(a G‘Hﬂ = (I rT)[f() {1()})

where o is the shielding constant, By is the magnetic field at the nueleus and
By is the applicd magnetic lield, thus altering the chemical shift, Then, the
chemical shift of a given-atom varies as » function of its chemical environ-
ment, thus allowing the description of the chemical environment from the
chemical shift,

For most studies, the same deuterated solvents are employed in both B¢
and proton NMR. A major advantage ol "C! spectroscopy over proton
NMR is the larger chemical shift range that for most organic substances is
~200ppm in comparison with ~10ppm for proton NMR,
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328 LIPID ANALYSRIS IN OILS AND FATS

The chemical shift of carbon depends on the hybridization of carbon and
its structural environment, and from high to low field is sp®, sp and sp®, This

trend is observed in the typical olive oil '€ spectrum. The chemical shift of
methyl and methylene sp* carbon is in the range 10-90 ppr; the range of

olefinic sp” carbons is 127-130 ppm; the carbonyl carbons appear in the
range 170-175 ppm. The glycerol carbon shifts are found in the 60-70 ppm
region (Vlahov, 1996). The high-resofution ¢ NMR spectra of olive oil,
usually dissolved in CDCly, are readily obtained rumning 250-300 scans.
Spectra consisl of 40-45 signals. Most of the signals are assigned according,
to the chemical shift of standard compounds and literature data. A typical
spectrum for olive oil is shown in Fig. 10.1. The principal assignments are
given in Fig. 10.2,

10.3.2  Pyrolysis mass spectrometry

Pyrolysis mass spectrometry (PyMS) is a technique that (via Curie-point
pyrolysis) thermally degrades a sample of interest at a known lemperature in
an inert atmosphere or a vacuum. It causes molecules to cleave at their
weakest points to produce smaller, volatile fragments called pyrolysate
(Irwin, 1982). The mass spectrometer can then be used to separate the

Garbonyl Garbons
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Figars 10,1 10 NMRE spectrum of extra virgin olive ol obisined {rom the Dritta cultivar: (a)
carbonyl region; (b) olefinic region; (o) glyceridie region; (d) CHy envelope and methyl region.
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Figure 0.2 MO NMR spectrom ol a seed oil: the expanded olefinie region, Lo = linolenic asid;
L= linelewe acud; O = oleie acid.

components of the pyrolysate an the basis of their mass-to-charge ratio (n1/2)
to produce a pyrolysis mass spectrum (Meuzelaar, Haverkamp and Hile-
man, 1982), which can then be used as a ‘chemical profile’ or fingerprint of
the sample material analysed. The spectrum obiained may then be used as an
mmput to some analysis tool such as Neural Nets, PCA, PCR, PLS or ather
statistical or computational techniques {Michie, Spiegelhalter and Taylor,
1994; Weiss and Foulikowski, 1991), allowing the sample to be categorized.
Much work has been done in this field already, including the use of bacterial
straing with both standard back-propagation ANNs (Goodacre, Neal and
Kell, 1994) and Kohonen ANNs (Goodacre ef al., 1996), complex binary
and tertiary mixtures (Goodaere, Neal and Kell, 1994), casamino acids and
glycogen (Goodacre, 1993; Neal, 1994), microtal fermentations (Goodacre,
1994b; Goodacre and Kell, 1990; Goodacre ¢r af,, 1995) and the adulteration
of foodstuffs such as olive oils (Goodacre, Kell and Bianchi, 1992, 1993 and
orange juice (Goodacre, Hammond and Kell, 1997), It has also been suc-
cessfully applied to other discrimination problems, by Avlott ef al. (1994)
with PCA and CVA for classification of some of the 500 brands of Scotch
whisky, and by Kajioka and Tang (1984) to distinguish between six species
of the family Legionellaceae. The latter led to the identification of a new
strain of the bacterium.
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Iy Curie-point pyrolysis the material is placed on an iron-nickel alloy foil
which is heated to the Curie point of the foil (this is 530°C for 50:50 Fe-Ni
foils). For a given type of foil, the Curic-pomnt temperature is constant,
therefore this type of pyrolysis is very reproducible, The foil holding the

sample is rapidly heated to its Curie point by passing u radio-frequency
current for 3s (in the case of the Horizon 200-X instrument used at Aber- :
ystwyth) through a coil surrounding the foil. The foil takes around 0.55 to -

reach this point; at this temperature the material on the foil is thermally

]
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Figure 10,3 Two typical pyrolysis mass spectrometry spectra of extra virgin olive oils from
Steily and Lazio.
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degraded into its pyrolysate. The pyrolysate is then separated into its com-
ponents by the mass spectrometer part of the cquipment, producing a
pyrolysis mass spectrum (Fig, 10.3). Goodacre (1994u) and Goodacre and
Kell (1996) give a very thorough analysis of the PyMS technique and
equipment, along with a brief history, More detail is given in the books by
Irwin (1982) and Meuzelaar, Haverkamp and Hileman (1982),
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Figure 1.4 A typleal prediction curve for adultention of extea virgin olive oil. Adulteration
seres using from i) W= 100% adulteram were prepared using hosk oil, with sumples every 5% [a
total of 21 samples (n1 triplicate)], 13 gl of sample was analysed by pyrolysis mass speclrometry

and the spectra collected over the m/z range 51-200, Dats were normalized us o percentage of

rotal fon court Lo remove the most dircet influence of sample size per ve, Normahized spectes

were sorled according 1o the level of adubteration, with triplicates beiog La.qn mynmar Hall ol

these samples (every other oney were used vo train a neural net, the remaining hali being used as
u test sel, The network architecture is composed of an input layer of 150 nodes, one node for
each mass within the spectrum of each oil, a hidden layer of & nodes and a single puiput pode,
Headroom was maintained gt £ 10% for each input. A sigroid (logisue) ransfer Tunction was
used, as the data relaponship s suspected 1o be non-lnear. The wmrvmd learning algorithm
was stundard back propagation (that opdates weighis ax each pattern is presented) with a

learning rate of (1.2 and a momentum of 0.8, Patterns were presented randomly with noise of
£ >

0.05 added. All data going into and out of the net were scaled mtomatically (each column
individually) by the soltware.
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Figure 105 Neural ner prediction of virgin olive oil adulterated at the 1% level by high oleic
sunflower oil, (a) Prediction with variable sslection, 60 samples, 30 adulterated by 1% vol/vol.
high oleie sunflower oil and 30 unadulterated, were run through the pyrolysis muss spectrometer
and the speitra collected. Data were normalized o the total fon count of the samples and
principal components analysis (PCA)Y performed. The first [actor from the PCA analysis was
then used to select the variables (58) which were fed into an artificial neural net using a stochastic
back-propagation algorithm; 15 adulterated and 15 upadulterated samples, encoded, respec-
tively, as 1 and 0, were used 1o (rain the net (38 nodes on the input layer, 4 nodes in the hidden
fayer und a single nutput node), and 30 samples were vsed (o test the model. The results for the
unseen test et are shown, and were obtained afier 29 000 epochs with an error on the training sef
of 0.01. The horizontal line at 0.5 15 an aid to interpretation. All samples with a value dose 1o ]
{1.e. those above the line) are the predicted adulterated spmples actual adulierated samples being
litled cireles); all those with a value close 1o 0 {i.e. those below the line) are the predicted
unadulterated samples (actual unadolierated samples being open cirelesy 1T ot of 15 {73%)
unadulierated samples and 13 oot of 15 (87%) adulterated saroples baing predicted correctly,

One of the great advantages of PyMS is that it is relatively cheap com-
pared with other methods of analysis, Many samples can bo run through the
PyMS machine in a short time (typically less than 2 min each) at a cost of less
than £1 sterling per sample.

The atomic masses up to 50 are discarded since they nclude very common
compounds such as methane (C'Hy, 16 amu), ammonia (NH4, 17 amu), water
(H;0, 18amu), methanol (CH4yOH, 32amu) and hydrogen sulphide
(HhS, 3damu), which are likely to be present in large quantities in any
pyrolysate. Fragments with an m/z ratio of over 200 are rarely analytically
important for bacterial diserimination so these are also discarded (Good-
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Figure 10.5(h}  Prediction with no variable seleetion, The experimental rationale was as for part
{a), except that the artilicin] neurs! network was run on all 150 variables, that is, oo variable
selection was used. Optimization in this case resolted in having 8 nodes in the hidden fayer; the
outputs were obtained afier JOUOO epochs with an ervor on the calibration set of 001 6 out of 15
(409 unadolierared samples and 12 out of 15 (80%) adulterated samples were predicled
corvectly. It may be seen thal very poor separation was achieved - the two dats bases do nat
line up on the predicuve value of O or 1 but form a loose cloud in the middie area around 0.3,
indicating that the net was unable (o separate the lwo groups clearly.

acre, 1994a). It is assumed that these fragments are also unimporiant for
other organic compounds, although no reference has been found to support
or contradict this belief,

The exploitation of PyMS for assessing the adulteration ol olive oil (Good-
acre, Kell and Bianchi, 1992, 1993) has been continued by Bianchi, Glansante
and Lazzari (1996) and by Salier er ol. (1997) who have shown that the
principle is generally and quantitatively applicable to a wide range of poten-
tal adulterants, including olive oil, hazelnut oil, husk oil, corn ail, peanut oil,
maize oil; soya oil, sunflower oil, high oleic acid sunflower oil and grape
stone, along with rapeseed/soya and palm/peanut/sunflower ol mixes (Fig.
10.4). Predictions may be improved upon in some cases by the use of variable
selection, and in many cases adulteranis may be detected when present at less
than 2% (vol./vol. Figs 10.4-10.6), Bianchier al. (1994b) suggest that adultera-
tion hy lower prades of olive oil may be detected by the presence ol long
chain esters,
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Figure 1.6 Adulleralion series Trom 0% 100% were prepared using husk oil, with samples
every 5% fa wial of 21 samples {in wiphcate)]; L5 pl of sample was analysed by pyrolysis mass
spectrometry in triplicate over the sz range 512000 Daty were normalzed as a pergentage of
totad oo count W remove the most direct influence of sample size per se. Normalized spectra
were sarted according to level of adulleration, with riplicates being kept together. Half of these
sunmiples (every other one) were nsed o train a nevral net, the other half being nsed as w test set
The network archilecture is composed of an input layer corresponding to the number of
vartables used, one nede for each mass vsed within the spectrum of each oil. The eptimum
number of nodes within the hidden layer vanaed, whlst g single ontput wiss used that represented
the network's extimation of the adulteration as a nomeric value, Headroom was maintained at
A 10% (for each input) for all networks, A sigmeid (Jogistic) transfer Tunction was used (unless
stated otherwise) as the dats relationship was suspected to be non-linear, The supervised
lenrning algorithm was standard back propagation (that updates weights as ach pattern is
presented) with o Jearning rate of 0.2 and a momentum rate of 0.8, Pallerns were presented
randomly with notse of 0.05 added, Al data going into and out of the net were scaled
automatically {exch colurmn individually) by the software. {A) Prediction using no vanable
selection. ALl 1500 masses are used, with 8 podes in the hidden layver. The network was run
over 3622 epochs 1o @ training vrror of 0,025 and n test sel RMSEP of 123 Alter this point
vvertraining ceeurred. (BY Mutual information ways wied as 8 method of variable selection. All
150 variables were assessed using mutual information (Hattiti, 1994). The three variables that
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10,4 Multivariate methods

For the purposes of this chapter, it is convenient to consider the complete set
of measured quantities (e.g. the different s/z ralios of PyMS ion counts) for
a given sample as being a single  nedimensional position veclor,
b= (xy vy, v, with a being the measured value of q wantity /o A set of
nrsuch vectors is represented as a matrix, X, with rows, x , . The value stored
at row 7, column j of X is denoted Xy,

A scores matrix is one in which the columns contain the values of trans-
formed variables, An example ol g scores matrix is that contaming principal
component values. A loadings, or weightings, matrix is one by which a data
matrix may he multiplied to obtain a scores matrix,

[0.4.1  Principal camponents analysis

PCA was devised by Hotelling (1933) as an aid to the interpretation of

academic test results, The reasoning behind PCA 15 that o set of test results
often shows correlations between the different types of test. These results are
presumably reflecting some “mental factor’. Hotelling derived PCA as a
method for extracting a set of uncorrelated variables as linewr combinations
of the original variables, The ‘mental factors” are contained 1 the new data
sel. Hotelling named the new variables the “components’ and supgesied that,
if the components were arranged in decreasing order of variance, then the
first few, the ‘principal components’, should be thase which characterized
the ‘mental factors’. Later components would reflect less important effects,
with some possibly reflecting measurement errors, Tests were sugpested
which would allow later components to be discarded as noise, so leaving a
lower-dimensional data set, with the most casily interpreted effects appear-
g first. Figure 10.7 dmmunmmm how this can be useful, Even a three-
dimensional cloud of points can be dilficult to interpret if it is viewed {rom a
poor vantage point. By rotating the cloud in a manner which is in some way

were clearly the most important were fed into an artificlal neural network (ANN) having 4 nodes
in the hidden layer. After sorne 363 483 epochs # training erroy of 0082 and a test RMEEP of {1
st recorded. (C) The w value (lext, Scction 10,4.11) was used as o method of variable selection,

All masses were ranked according to thew vadue and the best 50 selected 18 wn input foran ANN
that had 8 nodes in the hidden layer. Alter some 9357 epochs a fraining error of 0,05 and test
RMSEP of .99 was achieved. (ID) Principal components analysis was vsed as the method far
variable selection. All masses were ranked according to the seore of the Tirst principal compo-
nent, the best 50 variables being selected as the input for an ANM, The ARPN conssted ol an
input layer of 50 nodes, a hidden layer of 8 nodes and a single output node, In this case a linear
transfer Munction was found w be UF'“mu! perhaps reflecting the linear nuture of the variable
selection. After some 233 epochs 4 tradning ercor of O and 8 test RMSER of 114 for the

ihustrated prediction was sehieved,
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336 LIPITY ANALYSIS IN OILS AND FATSY

aptimal, one can obtain a much clearer view of any structure within the data.
PCA helps to achieve this aim,

Hatelling's derivation of PCA was made by assuming that the original
n variables in X were normally distributed, The overall distribution of the n-
dimensional vector set of samples in X 15 therefore a multivariate normal
distribution and will appear ellipsoidal i plotted as a scatter plot in a-
dimensional space. The method used was to derive a formula for the opti-
mally fitting ellipsoid, using least squares methads for the optimization.

An alternative derivation may be used which gives the same results as
Hotelling's but which does not require the assumption of normality of the
varfables in X, as follows,

Suppose one has a cluster of # dimensional points, v, The requirement is
to find a set of axes for the cluster such that when the x; are transformed
linearly to the new uxes the transformed variables are uncorrelated, that 1s
ane needs (o find 7 orthogonal unit vectors, p; such that the Xp, and Xp, are
uncorrelated for 7 # /. Assuming that the variables in X have been centred (o
have zero mean, and scaled to unil variance, one has 8 = XX as the
correlation matrix of X,

One must therefore find an orthonormal maitrix, P, such  that
5" = [XP]'[XP] has non-zero values on the diagonal only, that is:

L i B 2 - A

Figure 10.7 Example of how principal components analesis can help w0 extract useful
nformation
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il 0 0
p 0 iy O ... 0
5 ‘ : e 'm(”iv-' -s”wx) HU‘H
0O 0 0 ... t,
§ - [XPIURP) - PTXTXP = PISP < diaglay. o an). (10.5)

S is o symmelrie matrix [since correlation (X, X)) = correlation (A}, V)] of

real values. Therefore, from the theory of cigenanalysis, it follows that P is
the matrix whose wlm’nws are the orthogonal eigenvectors of 5 and that
(ay. ..y are Lthe cor ;m: ding cigenvatues, For a more detailed discussion
ol eigensysiem i.huﬁny see, for example, Morris (1982),

The problem of l}ndin;g the components of X is therefore that of deriving
the cigvn:a),fr«;ium of &, the correlation matrix wt" X.

Next, cansider @ component, 7 The sample values of 7,4, are derived
from X by N Xp,, where p, 15 an mgcm’mtm. Let A; be the corresponding

ctgenvalue. Then

var{ 1y = {f £,
(Xp,)' (Xp,)
, pi'%l‘}{p,
= p) Sp : (10.0)
wﬁ:

f‘rﬁ; Py
=\,

S0, toestract the s,nmpmxcm s i1 decreasing order of variance, one need only
extract the eigenvectors in decreasing order ol cigenvalue.
Finally, cansider

I n ,(1

) var(fy) »%} vir M\Z P,

, - =1 e
o =M - (10.7)

However, I is orthonormal, so its columns (and rows) must be linearly

independent and the dot product of any two columns (rows) must be 0 if

they are not the same, or |l they are. That is,

Iz
‘é“} PPy = b, where dy o Lilj = k0 otherwise: {(10.8)
=1
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n nooon
};@/ var( 7)) = i: >J‘ Si Ok
p=) k=1 4ol
1
- Z Sji (10.9)
il
Ft
= Z var(\})
=1

So, the proportion of the variance in X explained by component 7 is therefore
NI var(X)] or N;/n for X, scaled Lo variance 1,

By using the above, one may then extract principal components (by
caleulating eigenvectors) in decreasing order of variance (by observing the
corresponding eigenvalues) and know the proportion of the varisnce in X
explained by any component (by observing the eigenvalue size),

Extracting principal components.  The mathematical literature details a num-

ber of methods for determining the eigensystem ol a matrix. In the case of

principal component extraction, the matrix XX is square and symmetric, as

1 H
(XX, - > X, = N = (YY), (10.10)
=1 K=

which makes a number of methods available.

Jacobi's method.  Jacobi’s method allows all » eigenvectors and eigen-

vitlues to be extracted at the same time. It works by applying a sequence of

transformations to reduce X'X to diagonal form. The product of the
transformation matrices 15 a matrix having the eigenvectors as columns,
and the diagonal elements of the reduced matrix are the eigenvalues, The
off-diagonal clements ol the matrix are zeroed by applying a plane rotation
matrix to each off-diagonal position (4, j). A full description of this method
miy be found in Gourlay and Watson (1973).

Unfortunately, Jacobi’s method is computationally intensive, requiring of

the order of 6n* arithmetic operations to calculate the eigensystem,

The power method.  The power method may be used to determine the
terative scheme z = Az, k= 1,23, .. where A is the » > n matrix and g
is initialized to a Orst estimate of the eipenvecior. Then g tends 1o the
eigenvector and (gx),/(g, ), to the eigenvalue as & — oo [where (g), indi-
sales element 7 of the vector, z). Bach iteration uses order n? operations, with
the convergence rate being proportional o the ratio of the first two eigen-
values, ratios close to umity giving slow convergence. The method fails for
largest eigenvalues of equal modulus, with the eigenvector oscillating in sign.
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Subsequent gigenvalues can be found by transtorming the matrix, A, such
that the remaining etgensystem is retained, but the mftuence of z s removed,

This process is known as deflation and may be aclieved in a number of

ways Again, see Gourlay and Watson (1973) for further details.

Simulteeons  ftevation. Simullaneous  iteration (Chit and  Jennings,
1970y allows the simullaneous extraction of the & largest eigenvalues and
their corresponding eigenvectars. The method works by reducing the prob-
fem 1o thay ol caleulating the eigensvstem ol a reduced matrix of size & < &,
This cipensystem s used o mmprove an estimate ol the eigenvectors ol the
Jarger matrix, The processis ferated until the required accuracy 1s obtained,
Iokeon, then a preatl saving in time may be obtained.

The non-linear irevarive pavtial lease squares method. The previous wmeth-
ods required the covariunce matrix, X 10 he caleulated prior to extraction
of the eigensystern, The non-linear tterative partial least squares (MIPALR)
alporithm (Wold, 1966, 1973) sidesteps this requirement by noting that
component weights may be derived Irom X and the correspendimg compo-

nents by linear regression. The components are, by definition, obtained from
%X oand the weights vector, Thus, an Hertive process can he delined:

ke an mmbal estimate for the scores vector, fi
e repeat the following:
o Huepress X on 7,  to obtain an estimate of the loadings vector, p,:
RN LT v
Dy = C_f”i;?‘,; D ]X
e ponmalize p, to have unit length

e project the % matrix o form a new scores veetor, r = X

APy

until g, converges,
This process generaies the first principal component loadings and scores for
X. Their effect may then be removed from X by projecting ¢ back into the
coordinate system used lor X and subiracting:

X =%

- : s o d N

The iteration can be repeated on X' 1o obtain the second and subsequent
i ' . “ 3 A

camponents. This algorithm is of order n* for each component extracted,

depending on the convergence rate,

4.2 Predictive models

The methods discussed thus far allow the exploration of a multdimensgional
data set, and may allow clusters to be separated, but they do not result in
predictive models,
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Fo bild o system capable of predictiog charcterisies of imterest from
mensured values, we need o form a model which relates the measuraments
o the physicat effect of mterest. This madel can then he applied o futore
meastrements o predict the effect, In mathematical terms, the objective is (o
Find the muoludimensional fanction, /such that v = 70y, where ©0s 0 new
multivamate reading and pos the elfect (o be predicted. For the present, we
shall wevume that £is s linear function, Tor simplicity, Avtificial neural net
works LANRNG), 0 norelinear methad, will be discussed Jater,

In In; linear case, then, we have v being a simple weighted sum of the
variahles vy = by b by S dao o i, m vector notation, this may
beexpressed p oo w B bgobg being a constant olfset, Finadly, if we augmend
rowith an eniry, v o L !m; A omay be aupmented with by to give ¢ x b

I we wish to predict a number of values of v,owe may eapress this as a
single manrix multiplication. y = XA, where the s vectors huve now been

placed s rows of X,

For model formaton, then, the prablem is that of choosing the veetor, &
b give ;;«\u?u.ﬁ modelling of the values of y. Iy the Tolowine discussions, let fai
and ¥ he a set of megsared calibration vadues Tor the ;;‘mzahk*w vand poA
munbw of methods Tor choosing an estimade for b, b from X and g will now

(i)

he considered

Fd. 3 Mudtiple lnear regression

Multiple Tinear regression (NMLR) provides the most “obvious” course of
acton for u.‘«!ii’ll;ﬂizl A that of nunmizing errors m the model, A rela 'un»
ship, v, X 6+ e is assumed, with ¢ contuning all unmaodelled varation |

v Foran arbitrary value of 4, e wall be made ap of two parts: the *;x'vicﬂs‘mlw
error due to poor choice of &, and ih@ random error of measurement in Xk,
and . For ML }‘1’4 the randorm measurement errors are assumed to have vero
meat (e the true vadue) and equal vimance, Under this wssumption, it

obvious that le& Best mode! we can choose 1s that which reduces the E::nui}
o e 1o mniium, }n praciice. 1 s simpler to minimize the squared length
of e or oy (v, — XK.} ‘!h"s; method s known as i., ast squares
vegression aud is iy inothe single dimensional case as hnding the 'line

ol best T The ledst sguares estiimator for b piven by b = mﬁf* N ’;
(for a derivation, see Wonnacott and Wonnacott, l%!)
Note that ihis formula fnvolves the aversion of X%, the (‘(W\H’i'ﬂ‘l%”ﬁ’

renrix of X0 this inverse does not esist, then A «.mnn { be calculated by
means of M LR Singulariy ué'?‘é.; X
a osubsel of the X variables. So, i ¥, contains such relationships, MLR
cannol be applicd Tie practice, it s rare to have exuct linear dependence,

since the measwement crrors will tend 1o preclude this, Hewever, near
lnearity will tend to make the tnverse numerically unstable and subject (o
faree crrars, so much the swme elfect occurs. Another formudation of the
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MK cquiation can be abtained by expressing o rerms of the matos of
croenvectors, Foand the digonal moires of crgenvalues dhipe v s tollows

TP = diag( )\, SEREE

h=F (h:fu_.z,( . )E"i%'}‘, CH T

FOX contams (almost) collineny variables, then X, will Tue (close 1o vero for
e o, ;?i\»nw an eleenvishoe piatres contaming Lorge valoes which are
susceptible o sl alteratons mothe <.3;"ali1“>r'n\'>n dutas Inoour appheation,
collinearity of Hw Ko i lex 1s to be expected, sinee hirmonie responses i
simtar frequenvies and ltmp}m ies ave fikely (o In_ sirili

MK vy be modilied to reduee the problems of rullmw rity Hirouph the
use of varinble selection. Rather than ealeulating the model relining voto &
we relate poto KL a matriy containing a subset of the original X v lldl)it‘:x
The subset is chosen 1o eliminate colline arvity and to improve Hw n'n‘uiaﬁl fy
removing terelevint variables (o discussion of overfitung s piven in Seclion
PO 7 Phree common methods are used Tor snbset selection: borwand
selechon (F51 lwkward elimmaton (BE) and stepwise muolople hneat
repression {(SMIR

Feoward sedecrion, Here the model < hath L s EERIES i
At time, 1o the model The variables are added by choostng those which
improve the model most al cach siep ;;u:e:uuiin{’ Lo some shateioal et
Viariahles which are collinear with o varnable already added wll contribine
hide to the gqualivy of g subsequent model. Likewise irrelevant varables
contitbute Iittle, Such varables will not therefore, be added. Yarblew e
added mltiF A stepping z;muiinﬁ s reached, for example when the inprove:
mend alforded by addinon ol the nexst variable drops below o threshold
vilue

Backward efinanegion. Hereo all the vanables are used o form an it
model. Varmbles are then selected for deletion, once aguin lw it o st ise

fieal test and threshold o determine when to stop. In the case of BE, exactly
collinear varmbles must be elimmated before the imial model s formed,

Stepwise pudiiple Tinear regression. This 18 o mmlii'iml Farm ol forwd
selection, The maodel starts out mclodimg only one wvanable, and more

vanables are subsequently added, Bor ar each stape o HSH«: fyle tent o alao

1.
apphed. 1o variable s mxi . bt becomes less im gm“mﬁ as o resull of

subsequent addilions, 5 will allow s removal from the model

Supplied by the British Library 26 Feb 2020, 10:48 (GMT)




342 LRI AMALYSRTS IR OILY AMHD FATS

A sinnilar method, “best of all subsers”, regression considers models formed
from all possible subsets of the X variables. For each subset the linear
repression 1y fovmed and tested for s quality, The best ol these s seleeted
as the Hnal regression set. Although this method s puaranteed 1o do at lean
an owell a5 the stepwise methods, the preblem of combimatorial explosion
rears s head: Tor o variables iy ?& the mn'nbel' ol possible subsets 15 2" Bven
for moderate vilues ol », the number of regressions required can bie too laree
to he practical, Mear-infra-ved spectroscopic methods, Tor example, typically
have hundreds ol vanables, Heunstics may be used 1o select o feasible subser
ol the original variables on which (o vun “hest of all subsels” regression, b
one 15 still left with the problem of selecting this subset,

1044 Ridee regrossion

Ridge regression (V By (Hoerl and Kennaed, 19700, b) s an templ o solve
the problems of colhnearivy 1 MR by modifving the regression equation,
Ruther than lmxmﬂ b= (%W) BT by, oas for MLR. RR forms the family of
repressors b’ L?%q Kok X'y \“In e U <k L Ineigenvector and eigen-
vaue form, this s stated a é’i“ P diang ( ( 4 /”3‘)%”‘»‘" ' whcn;f the A, and
Proare eigenvalues and eipenvectors ui .«;' X, By w ATying A we can prevent
division by small values .msi so muke the model more stable against perturba-
tions of the cabbration set. The new regressor, £ will be bused, tending 1o
centre on g value removed from the optimal b, but will have g smaller mean
square error, Fora well-chosen value of &, we can make 5" lie ¢lose (o the true
b and have better stability.

RR imtroduces the concept of the ridge trace’. Thix is a graph showing
the waightings, b, as & varies from O 1o 1. The ndge trace highhghts
those variables whn hoare nnstable, ws these will show preal vanation over
the range ol the trace, These vivtables are then candidates for deletion, The
ridge trace can be used o guide the choice of A A value can be chosen where
the individual traces have ‘Hattencd’ out,

1045 Principal compomeiis reeression
/ f

Principal component regression (PORY combines PCA and MLR o give
another method for removiog the effects of collineanty {Massy, 1965), PCA
pencrates components which are orthogonal and m decreasing order of
cipgenvalue (vavance). Hence, to remove variables with small eipenvalues,
one needs merely to select i threshold etgenvalue and discard all components
below this threshold, This corresponds to selecting the first 77 components, A
simple MLR model s then farmed on the remaining components,

For modelhng, then, we have & ('E"'E'} bH o where T = XP P
being the matrix ol retmned component \,‘s.w,:aiglmng,m For prediction, we
must first transform the new ¥ data by using ' b s then used o make
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the prediction. So, p = (‘%E")b I we combine P and # to give 1 new b, e,
we may pmdul values by using the standard prediction p - %bm . with

f}pu{ = P.’J
I no components are excluded, then we have

brer = PXP) (XP)] "(XP)'y
= pETXTRE) 'TPTXY)
= ppT xR PPty
~ Tt PTXT )
=Ty Ty
= z’MLR

Hence, PCR and MLR provide exactly the same estimator when no
principal components are excluded.

PCR resembles RI when considered from an eigenvalue perspective.
Where RR uses the gambit of offsetting eigenvalues to prevent them being
small, PCR merely deletes thermn. RR gives g biased estimation t(hrough
application of the offset, whereas the PCR estimator is unbiased. A good
coverage of PCA and PCR applications is given by Jolliffe (1986).

Although PCR allows us to delete noise effects, we are stll left with the
possibility of irrelevant systematic effects being retained. Jolliffe (1982) and
I")fwmn (1995) hoth note the substantial inertia amongst users of PCR (o the
application of selection criteria to the generated prineipal components.

10.4.6  Latent variables

Latent variables are a useful concept when dealing with high dimensional
sels containing collinearity, Consider, for PCA, we have T = XP, where P is
the eigenvector matrix and T is the component scores matrix. We have
already seen that only a few ﬂf the components may be significant so define
PMiloc onm;n only the first few eigenvectors, Given T and P, we can estimate
X by X < PT'I. Viewing the model in this form, we have a small number of
vaf mblcs (the components) which are responsible for the X observations.
The%e underlying variables ave termed ‘latent variables’.

The latent variables may be considered as causal elfects for our observa-
tions X. We wish to model the data ¥ from our observations. Hence it makes
sense Lo form the model for ¥ on the causes rather than the effects. Given the
data in X we can estimate the causes and from these form (he model.

Figure 10.8 shows the relationship between traditional methods such as
MLR and latent-variable-based methods, Using the traditional approach,
the effects of any 1; are spread throughout the variables in X, We have
Lo select one of these to represent each 1;. The value of x; selected is unlikely
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Fiowre LA Cawsad relatiomships u modelbing (o tradivomat multiple Jinedr regression,
(b Bsentovardide-based wodelling

(o represent the variations of 1 alone, so the wselection process s likely
toonirodoce relevant effects which are zx‘;:av;m*;zhlﬁ from the relevant. By
choosing a2 single value, v, to represent /. we are also making the

model susceptible to nowse, Arcerror i measuring the anple v will strongly
alfect the prediction, since we are relving entirely on v for the contribution

of 1,

Now consider the laent variable method, Tn thos case, we are using all the
voloomodel each 7, A error inmessuning a single o will nol cause a magor
erros in (o sinee we are (weighted) averaging over « nuim ther of x;, At the
second stage, we are predicting p by using a munher of independent var-
ables, so the effecty ol wrrelevant Iatent variables can be completely removed.

Latent variable methods have another :3t,it,fun‘l:uf«<* when mv number of
vartahles in X s high, For simple MLEL we have (o invert (X' X)), which, as
noted, means thar the columng of X muost be hnearly ndc;wmir nt. i X
contains more columng than rows, this 15 not possible, Hence, Tor simple
MLE we must have more ssunples than variables for the model 1o be stible.
For spectroscopic applications. where hundreds of variables can be present,
this s often not feasible. In these cases, then, we are forced (o take fewer
samples and immediately discard o number of variables, losing information
in the process. The use of latent vanables avords this, 10 samples ol »
viatiables are ken, with = , ondy o brtent vartables will have non-zero

variance, All ol the original varability in the data can therefore be retained

for investigation,
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1047  Validarion

When Torming o model from calibration data, we encounter a problem. We
are calibrating X, ngwmst p, Since we have no extra information, the only
method i to form o model which explains the po readings in terms of the Y
readings. Tt is possible to form a model which sueceeds in relating X, (o y,
but his poor predictive power.

As an example, consider the following extrome model:

b= [ v 0w iy for some 7; (10.15]
’ 0 otherwise ‘
This model will predict y. perfectly from X, lor any calibrution sel, but iz
unlikely Lo supply correct answers i the future, This situation, called over-
fitting, can occur very easily, Without reference 1o an external set ol test
datia, we have no woy of knowing whether we are losing predictive power.
The model can be improved 1o the pont whoere, rather than modelling real
effects, 1t 1s modelling noise. At this point the data have been overlitted.
Conversely, i we are too cautious and stop improving the model Lao soon,
we will underfit the calibration data by not taking relevant effects o
consideration, In this case, when we come to using the model for prediction,
geand push the model away lrom correci

the unconsidered effects may chang
answers,

Sa, how can we lell the dilTerence between an underfitted. good, or over-
fitted model when we have no external reference pomts? This problem s the
basis of model validation.

In arder 1o assess the utility of o model, we need (o obtain a value which
gives a measure of ity ability o predict future values. A commonly used
measure is the mean square ervor of prediction (MSEP) and its root
(RMSEP) (Allen, 1971). This is simply the mean squared difference between
the predicted values of ¥V and the true values of ¥ for a given model,
Obviously, better models will yield better MSEP values, so the aim of
model formation is o munimize the MSEP,

When forming a model, we wish to minimize the influence ol random
variations in the data and maximize the influence of the underlying causal
effects. 1t is therefore important to use many (X, ¥) pairs for training, as the
standard error of a sample set iz inversely proportional {o the number of
samples, Conversely. for estimation of the MSEP we need many (X, 1) tesl
pairs, for exactly the same reasons. When torming a model, we usually have
a limited number of (X, ¥) pairs to use. There iz therefore a trade-off
hetween using samples for mode] formation and MSEP estimation. A num-
ber of methods have been suggested for addressing this problem and these
will now be discussed,

Self-predicrion. 1t may be tempting to use sell-prediction to estimate the
MSEP for a model, Tn self~prediction the whole calibration set i3 used to
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form the model, The MSEP is then estimated with the same calibration set.
This method makes good use of the available ohservations because ps many
as possible are used For both modelling and validation, However, this is not a
senstble method o use in general. Consider our (rivial model above. Tt
predicts every value in the calibration set perfecily and therefore has an
estimated MSEP of zero for self-prediction validation. The irve MSEP will
be much greater and the model s in fact useless in all but contrived circum
staneces.

Sell-prediction does, however, have the advantage thu( its MSEP estimate
gives a lower bound on the true MSEP of the model, Tt 15 ofien mstructive,
when using latent variable models, to view a graph of the MSEP lor self-
predicion versus the number of latent variables. The “irue” MSEP graph will
uztally tend (o show a local mimimum as we move from under(itting 1o
overfithing. In the case of sell-prediction, the MSEP graph often shows

1.2 T
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Figure 1LY Prediction of the region of origin of exivi virgin olive ofls by means of artificial
neural networks (ANNs) (o ANNs taaned on randomlby sphit data (the ouipat was taken after
27 080 epochs, with a tratning ervor of 42,0091 () all samples in toplicate Torm, (1) averaged
autput for each mrshl ate form (b ARRs traiped oo data split by means ol the Duplex
partitioning method (the ouipr was b alun ihter BOU0 epochs, with o traiping coror of 0.0196)
() all samples o toplicute form: () averaged omput for each wiphicate form, In each training
method a three-layered "s?\;l‘\ {130 tnpul nodes, 6 hidden nodes and w single outpot node) was
vrained with 33 nhpecta (15 ol samp ]u from Lazio, coded 0, and 18 samples from Sicily, coded D
and interropated periodically by using 30 tést objects {15 Luzio () and 15 Sicily (@)Y previoushy
unseen by the training net. The horizontal line cortesponds 1o a neiwark estimate of 0.3

similar reductions in MSEP until the ‘true” MSEP local minimum, tending
then to tral of U slowly to zero as the number of latent variables ’3‘1:*;‘«:;3*"“ A
sudden change ot slope can often he seen in the self-predicuon MSEP graph.
this being useful in estimating the nwmber of latent variables (o use,

so, if there is no allernative to self-prediction, it may be used with greai
care to make an attempt 1o select the number of factors, but its use is in
peneral “dangerous” and to be avaided.

Traiming and test sets. Hmore dati can be obtained casily, then the wh‘( ii)’
of & model can be tested by using o new sel of observations to estimate the
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MEEP diectly, The calibration set s used merely for torming the model,
with he few dam betng used Tor validation,

Linfortunately this method depends on the availability of these extra
observations, The atm ol multivariite calibration is olien (o allow prediciion
of values of Yowhich are s;timlczuli O expensive (o measure, When this s the
case, thne or expense can prechude the aequisition of farpe amounts ol st
dada, In Foet it is often the case that o single set of observations is presented
with which 1o calibrate and validate the model This complicates matters
somewhal,

The simplistic approach m this sttaation 15 (6 partition the set of observa-
Hons into two sets and (o use one {or caltbration and the nlhu for valida-
tion, LCach sot must be chosen 1o« ‘nnmin arepresentative spread of values of
A and ¥, oiherwise the model will be formed or validuted rom o subse
ol the weatlable range, leading 10 erroneous predictions or estimations of
validity. Snee (1977) suggests o number of wethods by which a suitible
partition ol the data may be achieved. Figure 109 <hows the effeet of
different partitioning regimes.,

The mrade-off between calibration and prediction set sizes menuoned
ahove is expectally mportant o ths sitwation, A model based on only hall’
the observations is quite likely to contain an wnrepresentative set of calibra-
o objects. Inereasing the number of observations o calibration will
reduece the chances of choosmpe o poor calibration set while reducing the
gquality of the MSEP eatimate,

Frdl erose-validation. ldeally, whut i needed s« hybrid of self-prediction
and traming and test zel validation, We need 1o use all observations in both
model formation and validation without encountering the problems of self-
prediction, Full cross-vi lhddtmn (Creisser, 1975, Stone, 1974) ;Hlv'r'npi%s‘ todo
st this, The term ‘cross-validation” is often app [ad to the partitioning form
of traiming and test set v hd,;m(m and 1018 fromm this thay (ull eross validation
wis developed (from here on we will nse the term “cross-validation” (o refer
(o full cross-validation).

When the observations are partitioned into two equal sels we can form
the model from either set and validate using the other. An improved ides
s to torm two models, one from each set, and in each case use the
remaining set for validation, We then have two estimates of MSEP and
two models to try. I the partition splits the data well then we would

pect these models 1o place similar signilicance on each varable and
thereby have similar pmmmm and MSEPs, A model farmed with use of

he ,uH dutit set should also have a simular sirneture and similar (or better)
MSEP.

We can therefore use the following sieps to extimate the MSEPR of a model

where the Tall data set s used:
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partiiion the vhservations o bwo sets, &) and S

form «a model from S, use s to estunate s f\'i.‘wl i’ (MaubPy

Form o model From S, use Sy Lo estunutte s MSEP (MSEP?);

form o model from the full set ol observations and avernge MSEPT and
MSER? to estinate its MsEP,

ot Pl e

-
S

The problem of choosing o pood” parution sull remanis, but we now have a
model based on all the observations, and an MSEDP also based on all
ml\&;ﬁwmmm but no self-predction,

Consideration of the above steps leads to a method for reducing the
pzn“mmna::uflm,:ium problem. We need to inerease the ;mnm rtion of observa-
tons used in the individual models, Tnstead of partiioning it iwao sets, the
set can be split into a sets of approxanately equal size, i or cach set, 5, @
model s Tormed from all observations pot e S0 The MSED for this sub-
model 15 then velimated by using 5w the tes set. Al o esthmated MSEP
vitlues are then averaged to give an estunate of the MSEP for the (nii modeal,
Again, we have the b Wl ohservatinm set bei ng used to ereate and validate the
model, but in this case the larger calibration partition size reduces the chance
ol selecting a *bad spread ol observations, For g = 2, this procedure equates
tov that detailed above, The limiting case occurs when each 8y contains a
single observation, This s called Jeave-one-not” validation, This limit shonld
give g good MSEP estimate as each submaedel ditters from the full model
<m}‘s-' in the effect of the single omitted ohservation, The choree of ais 2 trade-

i between madelling ume for # models and MSEP estimate quality,

Cross-validation 1s a good method for estimating the optimal number of
components in bitent variable methods because in these cases we expeet the
model (o move from underfitted to optimal 1o overfitted through addiijon of
components. A graph of MSEP versus number ol components will therefore
show a minimum at the point where the model s optimally it (Wold, 1975\}‘

Leverage correction.  Leverage s o concept apphed 1o observations used in
acalibration model, Teisa vadue hetween 1 and 1, where o5 the number of
observatians, The leverage of an object mdicates s mportance o the

structure of the model, Observations having high leverage are important (o
shc. model in h.\l mw contribute pre .»iliy Lo its stracture.

Consider the case when @ model 15 lited inereasingly closely to its calibra-
(ion set. Any ui ervations which mm;xin high noise levels (e, outliers) will
start o pain i leverage as they skew the model to it therm. For such an
overlitted model, then, there wil be an mcreasing number of observations
having higlt leverage,

This considueration gives rise to the e ol uaing leverage (o estimate the
validity of a model. Indeed it has been shown (Martens and Mies, 1989) that
the residuals (and hence MSEP) for cross-validation, [y, can be estimated
from the fevernpe of observations in an M LR model by means of the velations
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1!,' = } h’ . | 1” iﬁx
] yl’ ‘,\v-",'\,‘ ; e
!1,:“ L ey T, (10.17)

where fi, is the leverage ol observation @ and £ its ¥ residual. This scheme
works as expected m that 1f an observation 1s an outlier and the model is
forced (o 100 then it leverage /i, will be 'clm;v to unity and hence the
estimated cross-validation residual Tarpe, 'The MEEP estimate,

M
5 rew,
et
will therefore also be larpe, Notice also that a high leverage value for an
observation in a non-overfttied model s an indicator that that observation
may be a sientheantly bad outher and is worlhy of vestigation,

For crass-validation the 7, will be different for each mndel. But, as noted,
for similar models, these 1; should be similar, Hence the residuals, /; should
also be similar for each submodel used, We may therelore simply use the
residuals for the full calibration model and avoid the moltiple calibration of
cross-validation,

The process {or leverage correction validation s therelore:

I. model on full calibration set and retain the ¥ residuals:
caleulate the feverage for each observaton front the model scores;
3 estimate the MSEP from residuals and leverages,

For calibration methods other than MLR, the cross-vahdation relation
fequation (10.16)] does not hold, but Martens and Nas (1989) have
supgested adjusted leverage-correction MSEP, f:ma; e estimators for PCR

nd PLSR:

f |
i N
B Zf b (f{;’ ) : (1. 18)

where 4 15 the number of factors, ¢, the PCA {or PLS) scores veclor for
factor « and /; the residuals; Fyp o1 the number of degrees of freedom.
Martens and Nies recommend that a good value Tor Fypis v — 1~ A, this
value reducing the uvnderestimation of MSEP that is inherent in leverage

corTection,

10.4.8 Partial least squares vegrexyion

Consider the NIPALS algorithim for PCA discussed carlier (Section 10.4.1).
[t was stated that the method uses the fact that the PCA loadings are
regression coetlicients for scores, and vive versy; that is, for X, an r = ¢
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data matris, \1(]1 ple Drand e(r < 1y beg the corresponding loadimgs and
SCOTES Vtrt,iu,_‘ rthe tirst component. We have ¢ Sp by delimition. This
may be wrmcn WO Ways [0 give Fise 1o repression couetions:

Noooapt (1019}
OF
A 1A (10,20
: - : - : R . P N 1 . .
Regressing & on ¢ in the lrst egquation gives p’ (thiy N and repres-
, . N L
ston ol X o g the second equalion gives Pt Tt Simplifving

this and normalizing so that pois of umit ength gives the POA NIPALS
atgorithn. Lyvtikens 11966) showed that this alporithm wis convervent to the
reguired values tor poand f

Fquations (10 i‘%‘} and (10207 represent o systam of le"w vartables where
each 18 hnearly dependent on the other two, The RIPALS method wis soon
shown to be app ih able o muny such svatens (e I,mi Cris ) Ry

Wald (1979) developed s methodology Tor desizning r:‘:%l S omodels for
multivarate regression, The basis of o model &5 an arrow e,liz,xg_r:‘im". The

variables are split into blocks, euch of whichw considered 1o be related 1o
latent variable, Each variable. both latent and observed, s represeoted s o
box (or circle), Arrows are placed between the boxes, these indicating cansal
relationships. Hence arrows wall He hetween a latent variable and ns block of
observed vartables, 1 the observed variable i considered 10 be 4:;%U>1;;i {or the
latent variable then the arrow points towards the letent varble, 11 the
variations of the latent variable are seen fo explan the observed viriations
then the arrow points in the opposite direction, Interrelationships between
latent variables may .1[ 0 be indicated by arrows, Wold’s method allows the
arrow diagram to he decomposed into a set of repressions which, when
iterated, will provide the latent variahle loadings. A wnuber of methods
are defined for forming the repression at this Jevell termed modes A B and
C. Wold (1980) terms mode A as being a regression where the “outgoing’
variables are explained by the lalent variable, mode B being a regression
where the incoming variables expluin the latent variable, Maode C s the case
where both A und B are used inos model,

An example should clarify matters, Figure 1000 shows a path model for
PCR. The latent variable (Orst prmeipal «,,wmt;mnmm s winised by the X
variations and it is this which s assumed to caue im Fovanations, Henee
the X arrows point into the kitent variable and l!a" arrows point outwird.
The latent variable is therefore o weiphted suin of the X Let p and ¢ be the
Yaund Vweight vectors. ® and ¥ the Vand ¥V data matrices, and 7 the latent
variahle vector, Then we have:

t Xpo normabized o denpth 1 (o2

which, by rearranging, gives
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Figure 10,0 Path medel diagrinn for prmaipal components regrassion, LY o Tatent variable,

Xoapd ¥V oave obsepved variables, The direction of the arrows indicates the cea] relationsing,

for nsrance, vinables X are causal v the Jatent varabde, and vanalions in the bent variable
expludty vaviatmes in ¥

W= pl (10.22)

Yooty RS
and, by MLI,
ﬁr‘ {ii‘z‘) iy (10,24
and
g = ) ety (10.25)

So. by inttilizing p to o non-zero value and iterating over

f= Xp.  normalized, (10,263
and equations (10.24) and (10,25) unul convergence of p, we can obtain a
POR maodell In fact ¢ s not used inside the loop, so it may be caleulated
alter p has converped. With g removed from the loop we can see that the
Herative part is equivalent to the MIPALS POA alporithm, with the final ¢
regression forming the PCRJA discussion of the case where there are several
mtentetng varmbles with ussoctated blocks s given by Wold (1982); Book-
stein (1980} gives an jnsipht into the geometric interpretation of NIPALS
methodology, now commaonly called PLY |

The method we shall reler to as PLS 18 one of incarporating the ¥ data
into the latent vanable modelling step by bringing an extra projection o

the iterative sequence, as follows:
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! {‘:‘F"j ' (e 27
TR ST S RS
gl Tty (1029
roe Y LG A

Forput it visual manner. the l»'awlimn of fopets si!wi Fers tn\a-;mi:« the
vartables then towards the Vovariables each time round ration. In the
case of PR he ondy altersnon 1o fs to pudh i towards !ix : .3.‘ virtihles, so
we end ap converging o principal components, ‘i e pudl ol the Y varables
tends o bring convergence such thot the latent vanahles chosen are of
relevance 1o both X and P Both ety of loadings twoand ¢i are requared
for prediction mthe case of PLS.

Asimphhied PLE model exists For cases when only o smple ) varible s o
be modelled, PLS T s nmr‘viicr‘ tive and can therelore be osed (o generate a
result gquickly i tJ ese cases (detadls are given o Marens amd MNiaes, T989)

PLS has come to the fore as an unportant modelling method beciuse of
the improved lmcm variables 1t generates, Since these variables are extracted
i deereasing relevance to F, the problem of varable selection s bypassed (o
a sipnificant depree. Fach PLS factor s exiracted amd its elfect subiracted
front the remaining A (and ¥) variation before the next is obtained. The PLS
Factors ohtained i is manver are always generated m decreasing ovder of
nuportance to the overall model and the problem of selection w reduced o
thit ot the number o use. This ;‘thlm‘n i handled eastly by standard
vitlidatton methods. De Jong (199340 has shown that for any pumber of
Barent variables, PLS will 1L al least as well as POR.

Standard spectroscopic methods have tended to benehit from the use of
PLS for gaumng usetul msights into data (Bhaodare e of 0 1993 Haaland
and Thomas, 1988 b)Y In this disciphine 1008 usual ta oblain intensiies at g
lvpe number of \vmf‘i‘lﬁngl}"zk' The wavelengths are conmdered as vanables
aod the sntensines their values, There s often a high depree of collinearity
within such data sets and the t‘»!wﬂrp\z’m:mm of interest s often distnbuted
throughout a large number of the mensured wavelengths, MLR-based
methods are therefore of lunted use. as o large number of waveleneths
would have 1o be drapped 1o escape the collimearny problem, and s
waould tend wlso to lose the mteresung phenomena,

4.9 Artificud newrol networko

. N

The £ and ¥ matrices of the statustical models are anadopons to the iraming,
s and outputs of a peural network used to create the model, and the
text mputs and outputs vsed to prediet values, Cheng :,md Fitterington
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{1094y take a ook at neural networks from a statistical point of view,
Indeed, Sarle (1994) suggests that neural networks are no more than non-
linear regression and diseriminant models that can be wnplemented by
menns of standard  statstcal soltware, Ripley (1994) aprees with this
statement.,

I'he humian brain is a very complex organ. It contzing around 101
netnrons (that s, the basie proces slmﬂ\ or nerve, cell), Neuwrons consist of
fwo ypes (Beale and Jacksan, 1990)

e nterncuron cells, with input and output locally (over a distance up 1o
[0 ).

e output cells, connecting to different regions of the brain, to muscles, or
connecting from sensory organs (e.g. the eye) into the hramn,

o

If enough active inputs are received (o an individual neuron atany one lime,
that neuron is activated G “fires’), otherwise i remains inactive. This is
amtlopous to the MeCulloch-Pitts model of the neuron, mn;mw? as long
ago as 1943, Their model of neural activity is deseribed in detnl by Adek-
sander (1989),

Thus the brain is massively parallel, any one processing job heing shared
between many nevrans, The consequence of this is that any one single
newron s not generally very impartant; il one neuron were to malfunction
for some lLd sony, it would be relatively unlikely to affect other neurons
sienificantly, This kind of processing, spread over many processing units,
is known as © izﬁmbuwd processing’, and is widely considered to be fairly
tolerant of errors (Lo have ‘fault tolerance’).

The traditional computer hus one (or maybe two or a few mare) proces-
sors. The consequences of this are clear: in addivion to the inferior processing
power, 1 the only processor should malfunction then the whole system
would be unvinble. As the term ‘neural network’ implies, ths feld of
compiting was originally aimed towards modelling networks of real neurons
in the brain (Hertz, Krogh and Palmer, 199]),

Nearal networks, which naturally fend themselves to paralle] processing
(although they are oiten prw;mt]y run, by necessity of available cquipment,
on single-processor computers), clearly overcome this p;‘()l*»ltsm ol possible
fatlure by allowing processing to continue in the event ol a fathure of one of
the n;'nns{mmnl NEUrons.

Traditionally. neural networks are seen as a branch of artificial intetli-
gence (Al), although some Al academics disagree over this, 1L surely wu Id
b s that ics one of the most unguestionably AT areas in compuling
science. In most other areas of Al learning takes place in a fully understood
and predictable way using explicitly represented muw!cigc {Luger and
Stubbleficld. 1989). whereas for neural networks the way i which the net
learns is not known, nor is it predictable or repeatable. because of the
random nature of the network initialization (discussed below).
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Meural netwaorks can leam to recognize patterns within sets of data {(which
may be an encoded image, a spectrum or any encoded set of related data),
Fault tolerance helps in pattern recopnition, allowing the net to cope with
differences between input examples 1t receives, placing greatest importance
anly on the parts of the input data which are important for distinguishing
the data it is learning,

So what i mdant by learning’? A pood definition is given by Judd (1990,
p. 3), who states that *Learning is the capacity of o system to absorb informa-
tion from its environment without requiring some exiernal intelhigent agent {o
program iU, By “program’ it can be understood that Judd is referring to more
direct methods of information input, such as that used 1 an expert system.
Judd goes on 1o say that, unfortunately, all learning algorithms so far
reported are unacceptably slow for large networks, Given the size of the
human brain 10 is no great wonder that attempts o simulate this sort of
complexity have not succeeded! Nonetheless, the principle of neurons as
elements of processing is not lost on reduction to a smaller sized network,
such as those modelled by the varions packages available on desktop com-
puters. A tutorial review of neural networks, with pardeular reference io
multivariate PyMS applications, is given by Goodacre, Meal and Kell (1996),

With standard back propagation, the most common type ol neural net-
work, there are a number of input nodes (equal 1o the number of inpults),
each connected to every node of a hidden layer, which are in turn each
connected to the output node(s)y (Fig, 10.11). Each node jn the input layer
brings inte the network the value of one independent vanable. The ndden
fayer nodes (called ‘hidden’ hecause they arve hidden from the outside world)
do most of the work (Smith, 1993). Each output node passes a single
dependent vanable out of the network.

In neural net jargon, the neuron is known as a ‘pereeptron’ (Rosenblatt,
1958). The learning rule for these ‘multilayer percepirons’ is called the back-
propagation rule. This 15 usually ascnbed to Werbos in his thesis of 1974
(Werhos, 1993), but was popularized by Rumelhart and MeClelland (1980)
as recently as 1986, since when there has been a revival in interest in neural
nelworks,

The network is initialized with random weights on the connections
between the perceptrons, and the input s applied o the input nodes. By
using a training set of data and comparing the ouiput from the net with the
desired (known) output 11 is possible to caleulate new values for the weights
to increase the aceuracy by decreasing the error between known and actual
values. Each of these tlerations is known as an “epoch’. An error function is
defined to represent the difference beiween the network’s output und the
desired outputl. The aim therelore s (o reduce the value of this function as
Far as possible. The back-propagation rule does this by calculating the value
of the error function for one particular input and propagating the error back
from one layer to the previous one. Thus each connection has its weights
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Figure 10,11 Structure of a standard back-propagarion 83 1 neural network,

adjusted. The nuathematics involved in this procedure are ofien badly pre-
sented, but some of the most understandable explanations are by Beale and
Jackson (1990) and Bishop (1995),

One problem frequently encountered with neural networks is that of
overtraining. This occurs when the net trains so closely to the training set
that any other data will not be recognized. In this case, when the nel is
tested, 1t will be found that examples which were in the training set will give
highly accurate results, and other examples may be wildly inaccurate.

Take, for example, the training and test data shown in Fig, 10.12, Over-
training results in the fit shown with a dashed line, where the points in the
test set are poorly fitted to the line, The ideal line is shown by a solid line.

According to Hecht-Nielsen (1989, p. 116), the exact origin of this problem
has still not been fully elucidated, but it seems {o be related to the manner in
which the afflicted networks form their mapping approximations. When
testing, it is normal to use the training sel as well as a test set which has not
heen seen by the network during training - this helps to show up any over-
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Figure H0L12  Graph showing how a network may be overframed 1o the data in Lhe training set,
(O = training set; = = tesl sel) e = desired tramng ----- = overtrained.

training s well as showing how well the network has learnt what it has seen
and how good at generalization (dealing with previously unscén data) is.

[t 15 clear, then, that neural networks, being good at dealing with large
numbers of inputs, lend themselves to the analysis of spectra such as those
obtained by the PyM$ technique and NMR., PyMS3, for example, produces a
spectrum of 150 elements, therefore the network used will have 150 input
nodes. Cioodacre, Kell and Bianchi (1992, 1993) have used neural networks
for the detection of sdulteration in olive oil from PyMS data. Francelm,
Gomide and Langas (1993) compare three different types of neural network
for the classification ol vegetable oils, including olive oil. after gas chro-
matography analysis,

10,410 Chemomerrics

The use of PLS and related methods in a wide range of sciences has led to the
emergence of a new discipline, that of chemomeirics. This is devoted 1o the
study of pragmatic mullivariate methads in sciences, and the literature has
grown rapidly over recent years (e.p. Brercton, 1992; Brown ez al., 1996;
Ramos ef al., 1986). With the increasing use of PLS has come the realization
that it is not well understood in terms of its siatistical properties. The
method was designed to avoid making assumptions about structure within
the data except those that are built into the path model, No assumption of
normality is placed on the variables, for instance,

Frank and Friedman (1993) and Helland (1988) have studied the more
commonly used chemometric regression methods (namely PLS and PCR)
from a stabistical viewpoint, Their studies highlight the general similarity
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between these methods and that of ridge regression. This tends 1o confinm
Lthe proposition that there 1s a continuum of regression methods extending
Irom MLR to PCR, with PLS lying within this continuum. Stone and
Brooks (1990) derived the continuum regression (CR) algorithm, for which
there are two controlled parameters: the number of factors (termed w) and a
position indicator, . When o = (),,f,, I, CR s equivalent to MLR, PLS and
PCR, respectively, The optimal values for o and w are estimated using cross-
validation, Malpass et af, (1994) have investigated the continuum regression
methodology and have simplified the selection of optimal o values (1993),
Seaghollz and Kowalski (1993) have highlighted the importance of choosing
parsimonious models, That is to say that il two models are formed then the
one which requires fewer parameters for its description is more likely to
provide good future predictions,

On the algorithmic front, a number of new PLS methods have been
proposed, for example those of Lindgren, Geladi and Wold (1993) and dc
Tong (1993h). Extensions have been proposed to improve the situation when
non-linear data sre encountered, The methods discussed so far assume that
the observed and latent variables are lincarly related, When non-linearity is
encountered, the methods tend to fail to make a good model. This phenom-
enon shows up i the requirement of Jarge numbers of factors in model
formation, and in curvature in plots of the residuals after modelling,
Taavitsainen and Korhonen (1992) have shown how PLS can be extended
to meorporate certain types of non-linearity at the latent variable siage,
and Oman, Nus and Zube (1993) have used a PCR-based method
augmented with produets of the components for similar purposes,

J10.4.11  Variable selection

Variable selection is a technique whereby those variables which are con-
sidered 1o be most important in the creation of a model are used, whercas
others are discarded. There are many arguments for selecting variables and a
number of ways of selecting them, some of which are described in this chapter,
To date, comparatively few researchers have uged variable selection methods,
most concentraling on improving prediction by using all the variables,

Why select variables?  The rationale behind using latent variable methods
is the exclusion of effecta that contribute only noise. Latent variable methods
assume that there are underlyving effects which are expressed to varying
degrees in the measured variables. If, however, some of (he meagured vari-
ables do not reflect any relevant underlying effect then there is no reason (o
include them in the modelling process, Indeed, since latent variable methods
rarely assign zero relevance to any given variable, one muay expect such
irrelevant variables to introduce noise despile {he application of such
methods.
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The principle of parsunony (de Moord, 1994; Flury and Riedwyl, 1988;
Seasholtz and Kowalski, 1993) states that il a simple model (that is, one with
velatively few parameters or variables) fits the data then it should be pre-
ferred to a model that involves redundant parameters. A parsimonious
model 15 likely (o be better at prediction ol new data and 1o be more robust
apainst the effects of noise (de MNoord, 1994), Despite this, the use of variable
selection 1s still rare in chromatography and spectroscopy (Brereton and
Elbergali, 1994). Note that the terms “variable selection” and “variable reduc-
ton' are used by different researchers to mean essentially the same thing,
Chatfield (1995) warns of the dangers of selecting variahles in such a way
as to enable some sort of madel to be made from pure noise. This 1s a risk
with some methods such as genetic algorithms (Bangalove er al., 19906,
Broadhurst ez al., 1997: Horchner and Kalivas, 1995; Jovan-Rimbaud e/
al., 1995 Kubinyi, 1994a, b, 1996); il these methods are used, thorough
validation of the results 1s necessary to avoid this problem.

Some vaviable selection techniques for classification. 1t can easily be shown
that certain variables in g data set not only contribute little to the model but
actually detract from the optimum model. Let us take a simple, imaginary,
case o demonstrate this. If we have a set ol data deseribing two different
raricties of olive oil, Leccino and Frantoio, and only three variables, we can
look at the data and see which of the variables s most valuable for dis-
criminating between the two varieties (Table 10.3),

If we take the standard deviation (StDev) of the Leccino and Frantoio oils
for variables 1, 2, and 3 and then calculate the average of these, we have a
value which represents the ‘inner variance’ or ‘reproducibility’. The higher

Table 10.3  Finding the most valuable variables for diserimination
hetween two ohive ol varieties, Leecino (Le) and Prontom (Fr),
Sthev = standard devigtion, wis delined in textin equation (10,31}
andd indicates the characteristicity of a variable.

Varnety Varble
i ? 3

el 34 5.4 6.4
Le 2 3.2 2.8 4.5
Le3s 3% 8.6 5.9
Frl 30 £ 5l
Fr2 32 1.5 A5
Fr3 LN 5.4 4.9
StDev Le 0.152 2.905 1)
Sthev Fr 0.1 1803 0.871
Average S1Dey 0.1264 2354 {428
Sthev All 0.1585 2162 1027

7 1.088 0901

W 0,67
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this value, the higher the inner variance and the lower the reproducibility
(Fshuis, Kistemaker and Meuzelaar, 1977), By taking the standard deviation
over all the sumples, we caleulate a value which represents the "outer var-
fance’ or ‘specificity’. The higher this value the preater the outer variance and
the preater the specificity. The ratio between inner variance and outer
variance represents the ‘characteristicity’. [The terminology ‘characteristi-
city’, ‘reproducibility” and ‘specificity” has been adopted from Eshuis, Kiste-
maker and Meuzelaar (1977).] So, by dividing our value for the average of
the standard deviations by the standard deviation of the whole we get a value
w which is an indication of the characteristicity of the variable (for varieties,
var, |, ... var. n)
average St Dev (var. 1), 5t Dev {var. 2, ..., St Dev (var. n)]

. “ U103
" St Dev {all samples) ( "

Now, il w has u value greater than | then the inner variance is greater than
the outer variance; therefore this variable is a hindrance to correct discrim-
nation and so it should definitely be discarded.

The PCA scores plots of the data shown in Table 10.3 demonsirate the
effect of selecting variubles. Taking all three variables [Fig. 10.13(a)] it is
apparent thai discrimination is possible, but not casy. Eliminating the worsl
variable (with w = 1) makes discrimination easier [Fig. 10.13(b}]. If the best
ariable is removed, discrimination is impossible [Fig.10.13(c)]

When looking at data sets with many varicties, where one variely may
contain more samples than another, it could be desirable to weight w in
favour of varieties with a greater representation. In this case, we can use:
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Factar 4, varlance explained 61.8%

Figure 10.13(a)
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Figure 10,13 Principal components analysis scores plots: (a) using all three example variables
(first two principal components; diseriminations of the varieties, particularly sample Le2, would
be very difficult); (hy using the best two variubles, unweighted w selected Jequation (10.31) in
lext] (digerimination of the varieties is now possible using only the first principal component); (¢)
discarding the best variable, unweighted w selected (linear diserimination of the varieties would
not appesr 1o be possible from this chart). Details of the variables are given in Tuble 103
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Devivar 1) » (var 1)) + Dev(visr.2) sV (var 7)} oot Siev{vara N ivia )]

W e
N {otal) - Sthey ali samples)

(10.32)

Where N {var. n) is the number of samples Tor vanety 7 and N (total) is the
total number of samples,

Another method of vanable selection for wse in classilication problems
involves use of the Fisher ratio, whereby a value 1 caleulated for each
sriable according to the following formulae.

Cualeulation ol the between-group variation, V.

B

=2 lvi =) (10.33)

f=1

Calculation of the within-group variation,

1y f;

V= 30w b (10.34)
el el

Caleulation of the Fisher coeftwient, F

F o= (~ — f"h>( 1 Vv.) : (10.35)
g b J\n—y

where g is the number of groups;

n; 15 the number of elements in group 7
vy s the mean value of group f;

i is the total mean;

vy is the value of object /in group i,

The three selection methods are henceforth referred to as weighted w,
unweighted w, and Fisher,

It may often be found that factors other than that searched for (e.p. olive
oil variety) may be huving some mfluence on the data (for example, time of
harvesting or region o ongin). Although vanables containing data so
affected may have a value for w of less than 1, they may still be having :
great influence on the model by causing oils of, say, a similar harvesting
date. to cluster together. or at least (o be pulled away trom their hoped-for
varietal clustering, in a PCA scores plot, Tn order to eliminate this effect and
(o nerease the puminmrw of the model, we would wish to discard many
variables with a value of w less than 1. We cannot easily know which
varables are alfected most in this way, and the optimal model complexity
15 not fixed for a given problem; it is data set dependent (de Noord, 1994),
One solution is to start from a minimum number of variables (1wo or three),
selected with a low threshold value of weighted or unweighted w, and work
upwards towards w = 1 to see at what poini the best model is reached,

It could be mpuwd when trying to identify varieties, that the optitnum
model will be achieved at or near a value for w which selects variables that
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contribute o the discrimmation of varieties but does not select any that also
contribute a larpe amount to the discrimination ol other factors (such s
region o harvesting duate). In practice it is found that the ideal threshold
ranges {rom that which selects only the best three or four variables right up
to w =1, depending on the data and the desired factor (whether variety,
vegion, €te.). Undoubtedly, this s at least in part arising from the principle of
PArSHMOnY.

104,12 Exploitation of padtivariate spectroscopics in the identification of
the geovraphical erigin of alive oils

For the next olive oil harvest (1996/97 season) the Halian oil producers will
provide the consumers with DOC (Denominazione di Origine Controllita) or
CBO (Certified Brands of Originy virgin olive oils, [The so-called DOC
(Controlled Denomination of Origin) classilication of extra virgin olive oil
is being introduced in haly according to law 169/1992 ] Similar provisions
can be found in EU regulations 208171992 and 2082/1992, governing the
DOP [ Denominazione di Origine Proteggétta (Protected Denomination of
Origin)} for agnenlwral food products. These highly priced oils will be
obtained from cither a single (or a high percentage content from a single)
viriety or from several vaneties growing in a specihied region, Clearly, to
enforce the legal situation suitable methods for determining the geographical
origing of an extra virgin olive oil will be essential.

The miethods used 1o attain the correet identification of olive oils will also
have to tuke into account the potential large variability arising from variety,
location and environmental differences in the compositional charactenstics
of *pure’ virgin olive oils; thus the availability of relinble methods for
authentication of the geographical origin of the oils will be crucial. As
discussed above, one possible method 1s Curie-point PyMS (Section
10.3,2) combined with a powerful multivariate or chemometric analysi
technigue such as AMNs (Section 10.4.9) (Fig, 10.14).

The use of variable selection has been shown to improve the prediction of
the variety and region ol origin of olive ofls considerably, using hoth 'C
NMR (Shaw ¢ gl 1996, 1997) and PyMS data. The resulls that are
shown here were produced with use of PLS and PCR software written in-
house by Jones, in conjunction with Microsoft HExeel S macros writlen
by Shaw,

The NMR daia used consisted of five varieties: four Ttalian: Coratina (14),
Dritta (12), 1-77 (16) and Moratolo (16) and one Israeli (8). The samples
were run in duplicate to ensure reproducibility. In such circumstances it is
important (o ensure that the duplicates are kept together, not split between
iest and traiming sets. The Dritta oil, however, was all from one sample and
so was unavoidably split between the test and training sets. The regions used
were from the same data, being a mixture of variefies from Abruzzo (12),
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Figure 10,14 Prediction of the vregion of origin for exira virgin ohive oils by means of aruficial
neural networks (ANNs), Ruw data were separated into training and test sety by means of the
Duplex partitioning methad, A three-lavered ANN {150 input nodes (£10% headroom), 8
hidden nodes and a single vutput node] was teained with 183 objects (39 Abruzzo, coded {0,
andl 144 Sardinmi, coded 1) and imtereogated periodically using 93 separate objects (21 Abruzzo

({1 and 72 Sardinia {A)] previously unseen by the training net. The outpat alter 110 000 epochsy

ts shown above, with 2 training ervor of 0,009 root mean square, The lines represent nefwork

estimates of 0.25 and 0,75, Squares below the 0.25 line are deemed s being Abruzzo, and
triangles above the 0,75 line as Surdinia. In this striel test all 93 are correetly identified.

Puglia (14), Toscana (12), Israel (8) and the 12 measurements of the Dritta
sample, which was also from Abruzzo,

Figure 10.15(a) shows how only the best six or seven variables allow a
100% prediction of variety 1-77, whereas il all variables are used only around
85% can be achieved, Figure 10.15(b) shows that similar success can be
achieved with regions, again with less than half the variables; region Toscana
has proved to be easier to predict than other regions, which is fortuitous as it
15 these oils that are the most highly prized by connoisseurs. For these two
examples, one Y variable was used, a | being used to represent the variely
being predicted, and a 0 all other varieties.

The remaining examples are predictions of five varieties simultaneously,
rather than just one. The output matrix, ¥, was therefore encoded by using
five variahles of ls and Os, using a | to represent each variety in the
appropriate column.

MLR performs significantly worse than PLS or PCR on the data used; as
has been pointed out by Martens and Nies (1989), the MLR predictor has
seriously deficient performance where there is collinearity in the X data.
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Figure 10,15 PLS | (partial least squares) prediction off (1) olive ol variety 1-77 from "C
MNMEK data contawning fve varieties (all oils were correctly predicted with Fisher and weighted w
selection using the best six or seven variables); (b) olive oil reginn of origin Toscana (Tuscany)
from PO NMR date containing four vegions (at best, all but one are correctly predicted),
Selection procedures: = Fisher; < = welghted wy - - - - = unweighted w. Selection
pracedures are deseribed in text, Section 104,11, equations (10,31)-{10.15),

Variable selection, however, greatly improves the prediction obtained by
MLR, as can be seen in Fig, 10,16, Without variable selection, these resulis
would be worse than a random guess!

The same data, using PLS 2 rather than MLR, gives a better prediction
(Fig. 10.17), using weighted and unweighted w selection methods. Although
the best prediction using weighted w (91.6%, all but three) is achieved with
all but one ol the variables, the inclusion ol that one variable significantly
reducing the prediction, to 75% (all but eight).

Since we know o what most of the carbon signals correspond, it is
possible to draw some conclusions on the chemical significance of the
order of variable selection.
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Figure 10,16 Muluple hnem vegression predichion of olive ofl variety from O NMR data

comtaining five vareties (at best, adl by four predicions are correct with selection by

unwetghted w) Selection proceduress — = Pishery - - - = welghted we - - - = un veiphted
w. Seléction procedures are deseribed 1n text, Section HL4 1L, equations {131 (10, A5),
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Figure 10,17 PLS 2 (puriial least squares) prediction of olive oil vadiety fram C NMR data

containing five vitrietes {at best, ol but three predictions were correct with use of weighted and

unweighied w), Selection procedures; — = Pisher) -« — = weighted w; - -+ - = unweipghted w.
Selection provedures are desenbed in text, Seation 10411, equations (10.313-(10.35),

Supplied by the British Library 26 Feb 2020, 10:48 (GMT)




CHEMOMETRIOC METHODS 167

For region diserimination the most important variables are found i the
sliphatic region of the specirum, from both oleic and saturated chains [Fig.
10 18], The futty acids corresponding to the most significant 10 variables
are identified. All the assignments are either for the % or the 4]} positions
of the glycerol backbone. Since there are two o positions for each i position
it seems likely that it is the strength of the signal (strong sipnals probahly
contain less noise) which ciuses those variables umcspnndmv to the o
position (o be selected ubove those corresponding to the B position,

For variety diserinination, the carbonyl region is much more prominent,
but again oleic acikd predominates [Fig. 10 18(b)]. The most significant find-
ing here is that position of oleic acid (v or B) is not indicated hy any of the 10
most significani signals i the ahphatic region, but is indicated by C5_2 and
CS_4 in the carbonyl region, as is the position of linoleic with "5 3. There-
fore, it would appear that variety discrinnnation is aided by the knowledpe
of the position of monounsaturated faly acids on the glycerol backbone,
whereas thiﬁ 15 not so imporiant for region discrimination. It follows, then,
that one of the main distinguishing features ol olive oil varieties 1s the
position of the monounsaturated fuily acids on the glycerol backbaone,
whereas for regions the main factor is the relative proportions of fatty
acids in the oil. 1t s unfortunate that the assignment of C8_22 s unknown,
as this is important for both variety and region diserimination.
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Figure 10.18  Relative significance of carbon sigouls (C8) for () region diserimination;
{hy variely diserimination. Assignments are at[b except where indicated. O = oleie] 5 = satur-
ited; L= linaleie,
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10,5 Concluding remarks and future prospecis

For reasons of space we have been unable to cover all of the major chro-
matographic and spectroscopic methods which might be applied to olive oils
and other hipids or other chemometric methods which might be used to turn
the complex, multivariate data so obtained into information, In particular,
we recognize the immense polential of vibrational spectroscopics (Kemsley,
Appleton and Wilson, 1994, Winson er al,, 19974, b) such as Fourier trans-
form mira-red, near infra-red and Raman (Section 10.2.4), Although the
chemometric methods we have described can make excellent predictive
models the non-linear ones m particular do not easily lend themselves Lo
explaining how they do 1. This is known as the assignment problem. By
contrast, rule-based methods such ax classification and regression (rees
(Breiman e af., 1984) and fuzzy muluvariate rule induction (Alsberg e al..
1997) can provide models which are much easier to interpret according (o
the IF ., . THEN rules which they can produce. The production of simpler
rules and models is contingent on the extraction of appropriate features in a
pre-processing step: Lo this end we have found a peak parameter representa-
tion to be of value (Alsberg, Winson and Kell, 1997), and less familiar
statistical and multivariate methods thal may prove (o be of particular use
in the extraction of relevant information from such spectra include
wavelet analysis and regression, Fourner regression, Fourier deconvolution
and B-spline splitting (Alsberg, Woodward and Kell, 1997). Finally, genctic
programming methods (Koza, 1992, 1994a, h), although computationally
intensive, have the potential o search the high-dimensional space with high
efficiency (Edmonds, Burkhardt and Adjei, 1995) to find the models which
best relate the spectroscopic data available to the biological or ¢hemical
properties of interest (Gilbert et af., 1997),
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